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Data leakage can lead to severe issues for a company, including financial loss, damage of
goodwill, reputation, lawsuits and loss of future sales. To prevent these problems, a
company can use other mechanisms on top of traditional Access Control. These
mechanisms include for instance Data Leak Prevention or Information Rights
Management and can be referred as Transmission Control. However, such solutions
can lack usability and can be intrusive for end-users employees. To have a better
understanding of the perception and usage of such mechanisms within business
infrastructures, we have conducted in this article an online survey on 150 employees.
These employees come from different companies of different sizes and sectors of activity.
The results show that whatever the size of the company or its sector of activity, security
mechanisms such as access control and transmission control can be considered as quite
intrusive and blocking for employees. Moreover, our survey also shows interesting results
regarding more acceptable and user-friendly anti-data leakage mechanisms that could be
used within companies.

Keywords: security, data leakage, access control, transmission control, security policies, usability, online survey,
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INTRODUCTION

While doing business, a company creates, exchanges and saves meaningful data. These meaningful
data are valuable for the company wealth, good functioning and reliability. Thus, a company has to
protect these information. To do so, a company can use Access Control (AC), which is a set of
techniques that restrict the access to resources to specific and authorized users by defining “who can
access what?” However, due to the growth of networks and connected computers, a security issue,
called data leakage, has arisen.

Data leakage has been defined as the unauthorized distribution of confidential or sensitive data
(by sensitive, we include information that poses a risk to a company if discovered by a competitor or
the general public.) to an unauthorized entity (Shabtai et al., 2012). For this reason, data leakage can
create various problems for a company, such as financial loss, damage of goodwill and reputation,
lawsuits, loss of future sales or exposure of intellectual properties (Cisco Systems, 2009). The cause of
leakage can either be external (i.e., from outsiders) or internal (i.e., from employees, collaborators,
etc.). Moreover, data leakage can be:
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• Intentional: which means done with full knowledge of the
facts (i.e., I know that I do not have the right to do it, for
example sending a document, or I bypass on purpose the
security mechanism). Intentional data leakage can be done
by a spy, hacker or a malicious employee motivated by
grudge or revenge;

• Unintentional: which means done without full knowledge of
the facts and without intent to cause harm. This kind of data
leak can be due to human errors, lack of awareness,
clumsiness, etc.

In this paper, we focus on unintentional data leakage.
To avoid data leakage, a company can use other solutions

besides AC, such as Data Leak Prevention (DLP) and Information
Rights Management (IRM). However, these mechanisms can be
complex to apprehend (i.e., not easy to understand and use) for
end-users. For example:

• Some end-users may have difficulties to understand why
they need to apply specific security mechanisms and follow
security rules. Even if most of users understand that security
is a fundamental need, the security restrictions can be seen
by employees as a lack of confidence from the employer or a
depreciation of their skill and professionalism.

• Some end-users may struggle with security mechanisms
when doing their work, which can be frustrating and
very time-consuming and push some of them to bypass
security rules.

• Some employees, in the case of small companies, may need
to understand the technical basics of the security
mechanisms (such as security of data at rest, security of
data in-use and security of data in-motion, etc.) even if they
do not have the knowledge.

Having a security mechanism that is difficult to apprehend
does not help to adopt it. Generally, most of people/end-users
“give up” when a security mechanism become complex to
understand and/or use. Thus, what is needed is an anti-data
leakage solution that is user-friendly, usable, acceptable and non-
intrusive for the employees of a company. In order to provide
such solution, we present in this article a survey we have
conducted among employees of several companies. This survey
serves the following purposes:

• Gather information on the employees’ position, computer
skills and sector of activity.

• Gain insight on the employee’s knowledge and perception
toward access control and data leakage.

• Determine the mechanisms the employees would prefer to
prevent them from performing unintentional data leakage.

Regarding the activity sector, we target all kind of domains:

• Information and Communication Technology
• Health
• Energy
• Defence
• Consulting

• Scientific, Research, and Development
• Industrial (mechanic, cars, metallurgy, etc.)
• Construction
• Consumer goods, Transport, Hotel, Food, Catering
• Insurance/Banking/Financial institution
• Housing
• Public administration, academic

The rest of the article is structured as follows: “RelatedWorks”
section gives an overview about existing works on access control,
data leak prevention, information right management and surveys
on security and usability. “Online Survey” details our survey.
Sections “Feedbacks on Context, Participants’ Positions and
Skills,” “Feedbacks on Awareness, Knowledge and Perception
Towards Security Policies and Data Leakage” and “Feedbacks
Towards Data Leak Prevention Mechanisms” present the results
we have obtained. “Discussion” section discusses the most
interesting correlations we have identified. Finally, “Conclusion
and Future Works” section concludes the article and give insights
on future works.

RELATED WORKS

Many existing works have focused on designing and developing
AC, DLP, and IRMmechanisms to prevent data leakage. All these
mechanisms have advantages and disadvantages from a technical
point of view. However, even if these mechanisms are powerful,
unintentional data leakage happens in all kinds of activity sector
(see Table 1). This is mainly due to human factors (Kirlappos
et al., 2014; Alotaibi et al., 2016; Beautement et al., 2016; Wan
Basri and Maryati, 2018) as these mechanisms are generally not
user-centric (Workman et al., 2008; Beautement et al., 2016) and
have been designed without considering the point of view of the
end-user. Several studies have been conducted to analyze human
factors regarding the use of security mechanisms and security
policies (Pahnila et al., 2007; Workman et al., 2008; Rhee et al.,
2009; Kirlappos et al., 2014; Beautement et al., 2016). However, to
the best of our knowledge, none of these studies have focused on
the end-users perception regarding data leakage within
companies.

In this section, we first give an overview about the main works
on Access Control, Data Leak Prevention and Information Right
Management. However, we will not compare these mechanisms,
as this is not the goal of this work. Then, we outline the existing
surveys conducted regarding usability and security.

Access Control
Access Control (AC) aims at restricting access to resources.
Traditionally, Access Control can be divided in two categories:
Discretionary Access Control (DAC) (Lampson, 1974; Saltzer
and Schroeder, 1975; Harrison et al., 1976) and Mandatory
Access Control (MAC) (Bell and LaPadula, 1973; Biba, 1977).
In DAC models, users can set, modify or share the access control
of their resources. Most modern operating systems such as
Windows, GNU/Linux and Mac OS are based on DAC
models. On the contrary, MAC refers to a family of models
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where owners do not have to choose the rights over their
resources. In this type of access control, the system assigns
security labels or classifications to resources (for instance
“classified,” “secret,” or “top secret”) and allows access to
subjects or applications depending on their level of clearance.
Over the last decades, several models have been proposed to cover
the problem of Access Control. These models propose to take into
account various notions, including roles (RBAC) (Sandhu, 1996),
attributes (ABAC) (Hu, 2013), context (Corrad, 2004), history
(Banerjee and Naumann, 2004), risk (Kandala et al., 2011),
authorization (Karp et al., 2010) or trust (Kagal et al., 2001).

Data Leak Prevention
In Shabtai et al., 2012, a DLP has been described as a “system that
monitors and enforces policies on fingerprinted data that are at
rest (i.e., in storage), in-motion (i.e., across a network) or in-use
(i.e., during an operation) on public or private computer/
network.” DLPs are usually based on policies. These policies
can help security experts and administrators to prevent data
leakage by defining rules such as “send an email when user U1
sends document X to user U2.” Since 2006, several larger vendors
have bought smaller companies specialized in data security.b

Thanks to these buyouts, DLPs technologies have started to
arise since 2008, proposing scalable and business oriented
solutions. Nowadays, the biggest vendors are Websense,c

Trend Micro,d RSA,e Symantecf and Palisade Systems.g

From the academic point of view, researchers have focused on
several problems, including emails leakage protection (Zilberman

et al., 2011), network and Web based protection (Caputo et al.,
2009) and misuse detection in database (Harel et al., 2010; Harel
et al., 2012). Moreover, solutions have been proposed to improve
detection methods by using machine learning (Gafny et al., 2010;
Mathew et al., 2010; Li et al., 2015). Closer to industrial
preoccupations (Alawneh and Abbadi, 2008), have proposed a
framework to protect the data shared between collaborative
organizations. Finally, some works have been proposed to
tackle sensitive data (Chae et al., 2015) or confidentiality (di
Vimercati, 2011).

Information Rights Management
IRM is a subset of Digital Rights Management (DRM). A DRM is
a mechanism that aims at preventing unauthorized redistribution
of a digital media (e.g., document, music, video) and restricts the
ways consumers can use this content (copy, distribution to others,
etc.). DRM solutions have been developed in response to the
increase of online piracy (i.e., redistribution of copyrighted
information over the Internet thanks to peer-to-peer
networks). Within companies, IRM [Other names, such as
Enterprise DRM, can also be found in the research field] can
be used. IRM refers to RightsManagement technology specifically
designed for enterprise documents. Thus, IRM aims at protecting
sensitive information, such as patents, employees personal
information or financial data.

The main vendors in the domain are Seclore,h Microsoft,i

Covertix,j and EMC.k From the academic point of view,
traditional DRM have been discussed in many papers
(Rosenblatt et al., 2001; Subramanya and Yi, 2006; Van Tassel,
2006). Different IRM solutions have also been proposed and
compared (van Beek, 2007), especially to tackle problems such as

TABLE 1 | Some example of real cases of data leakage.

Date Organization Information

2007 U.S. Nuclear Laboratory An employee transmitted confidential information on US atomic
weapons by email via non-secured networks to members of the
board of los Alamos National security

2008 Norway Government The tax agency mistakenly sent CDs containing confidential
information about nearly 4 millions (i.e., 85%) of Norwegian adults
to nine major media groups

2011 Sogeti A file containing the personal information and evaluations of 298
employees was unintentionally sent by email to these employees.
Among personal information such as salaries and raise the file
included commentaries on employees performances

2016 Google A company’s staff benefits vendor mistakenly sent an email
containing employee’s sensitive information to the wrong recipient

2016 Australian Government An administrative error from the prime minister’s department
revealed a mailing list of 800 addresses that were supposed to be
confidential

2016 Federal Deposit Insurance Corporation Former employee accidentally made a copy of 44.000 customers
on a USB drive

bhttp://www.zdnet.com/article/trend-micro-makes-dlp-move-symantec-stands-
pat/.
chttps://www.forcepoint.com/fr/product/web-filtering/websense-web-filter-
security
dhttp://www.trendmicro.fr/grandes-entreprises/protection-des-donnees/
prevention-des-pertes-de-donnees-integree/
ehttps://www.rsa.com/en-us
fhttps://www.symantec.com/fr/fr/data-loss-prevention/
ghttp://palisadesystems.com/

h(http://www.seclore.com/).
ihttps://technet.microsoft.com/en-us/library/dd638140(v�exchg.150).aspx
jhttp://www.covertix.com/
khttp://france.emc.com/enterprise-content-management/information-rights-
management.htm.
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insiders leak (Yu and Chiueh, 2004), usage tracking (Yang et al.,
2013) and storage efficiency issues (Soliman et al., 2015).

Surveys on Security and Usability
Many surveys on security and usability have been proposed over
the years. For instance, specific types of users, such as
administrators or security experts have been targeted by
surveys such as CryptzoneSurvey.l In this survey,
administrators have been asked to give insights on the usage
of network Access Control technologies and best practices. In
SANS survey,m security experts have been solicited to have
insights on end-users security behavior. Closely to end-users
themselves, security and usability have been studied in many
ways, covering fields such as privacy (Kumaraguru and Cranor,
2005) and behavior (Beautement et al., 2016). Moreover, studies
have been conducted to determine the perception of security
properties such as confidentiality (Bai et al., 2016; Ruoti et al.,
2016) and authentication (Stobert and Biddle, 2014) while other
works have proposed mechanisms such as recommendation
systems (Liu et al., 2016) and indicators (Felt et al., 2016) to
help the end-users.

Finally, other works have been proposed in the DLP field to
take into account usability. For instance (Ko et al., 2014), have
proposed a user-centric mantrap-inspired DLP solution,
implemented in Debian Linux to inform end-users about
potential data leak and allow them to fully decide sending or
not the data. In addition, DLP vendors such as Clearswiftn and
Teramindo propose adaptive dashboards and reporting in order
to make their products more usable and user-friendly. However,
to the best of our knowledge, no survey has been proposed to
specifically target the end-users perception toward data leakage
within companies. Thus, we aim at gathering information on this
topic by proposing an online survey. This survey is described in
the next section.

ONLINE SURVEY

In this Section, we present the online survey that we have
designed to collect data from a broad audience of employees
having different profiles (in terms of position and computer skill)
and working in different companies (in terms of size and activity
sector). The ultimate goal was to gather information on
employees and their awareness, perception and knowledge
regarding security policies and data leakage, within their
working environment, to investigate three research questions:

• What is the knowledge and perception of employees
regarding security policies, more specifically Access
Control (“who can access what?”) and Transmission

Control (“Who can send what to whom?”), and data
leakage.

• Are the employees aware of what they can or cannot do?
• What are the mechanisms they would prefer to avoid

unintentional data leakage?

Therefore, we have defined the most pertinent questions to
collect useful answers for these research questions and have
feedbacks of the participants on:

• Context (size of the company and activity sector), position
and skill;

• Awareness, knowledge and perception toward security
policies and data leakage;

• Data leak prevention mechanisms.

The survey included closed-ended multiple-choice questions,
open-ended questions, and rating questions using a Likert scale. It
was implemented using Google Form and was composed of 16
questions. The survey has been proposed in Englishp and Frenchq

and has been online for 10 months. Concerning the answers, we
have gathered 150 results by proposing our survey through social
media (LinkedIn, Twitter), personal contacts list and personal
Website. Table 2 gives information on the questions and the type
of answers. In the next subsections, we present the results we have
obtained.

FEEDBACKS ON CONTEXT,
PARTICIPANTS’ POSITIONS AND SKILLS

In this subsection, we first present the results we have obtained
concerning the context (i.e., size of the companies and sectors of
activity). Then, we present the results on the participants’
positions and computer’s skills.

Sectors of Activity
The question 1 (What is the sector of your company?) of the survey
is related to the sector the participants are working in Figure 1
shows various results due to the fact that different mediums have
been used to share the survey. Thus, various sectors are
represented, such as IT (28%), business/transport/hotel/food/
catering (13.3%), housing (12%) or Insurance/banking/
financial institution (8.6%). Other fields, such as defense (2%)
construction (1.3%) or energy (0.6%) are anecdotal.

Size and Types of Companies
Thanks to the question 2 (What is the size of your company?), we
have underlined that all sizes of companies are also represented.
Indeed, results in Figure 2 show that roughly 52% (30.6 + 21.3) of
the participants work in companies that employ less than 250
employees. Moreover, results show that big companies

lhttps://www.cryptzone.com/pdfs/Whitepapers/CryptzoneNetwork-Access-
Security-Survey-2015
mhttp://www.sans.org/readingroom/whitepapers/analyst/cybersecurity-
professionaltrends-survey-34615
nhttps://www.clearswift.com/solutions/adaptive-data-loss-prevention
ohttps://www.teramind.co/product/dlp-data-loss-prevention

phttps://goo.gl/forms/4HcEFZ8ifNWXRPM52
qhttps://goo.gl/forms/TknBWkGnsFySgryT2
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TABLE 2 | Questions and types of answers of our online survey.

ID Questions Types of answer

1 What is the sector of your company? Radio button
• Industrial (mechanic, cars, metallurgy, etc.)
• Construction
• Consumer goods, transport, hotel, food, catering
• Information and communication
• Insurance/banking/financial institution
• Housing
• Scientific, research, and development
• Public administration, academic
• Health
• Energy
• Defense
• Consulting
• Other

2 What is the size of your company? Radio button
• Between 0 and 19 employees
• Between 20 and 249 employees
• Between 250 and 5,000 employees
• More than 5,000 employees

3 What is your position? Short text area
4 How would you rate your computer skills? Likert scale (1–7)
5 In your work, do you have to manage sensitive data? Radio button
6 If so, do you often manipulate such data? Radio button

• Rarely (“it is never common in my work to manipulate sensitive
data.”)

• Often (“from time to time, I have to manipulate sensitive data.”)
• Frequently (“A significant part of my work is to manipulate
sensitive data.”)

7 In your company, are you aware of the security policies that
concern you?

Radio button

By security policies, we mean policies of access control (“who can
access what?”) and transmission control (“who can send what to
whom?”)
• Yes, I know what I can/cannot do
• No, I know that they exist, but I do not know what I can do/
cannot do

• No, and I do not know if they exist
8 If you are aware of such policies, have you ever done anything to

bypass them?
Radio button

Example: Send a document to someone who had no access to
this resource
• Yes, and I was aware that I was bypassing security
• Yes, but I was not aware that I was bypassing security
• No, never

9 Do you think that not being aware of such policies is an obstacle
for your work?

Likert scale (1–5)

10 According to you, data leakage can be Radio button
• A problem for the company (financial loss, image, etc.)
• A problem for the employee (official warning, dismissal, etc.)
• A problem for both
• A problem for neither of them

11 Are you aware of security mechanisms implemented within your
company?

Radio button

12 Do you think that these mechanisms are an obstacle to your
work?

Likert scale (1–5)

13 Do you think that these mechanisms are intrusive for employees? Likert scale (1–5)
(Continued on following page)
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(i.e., strictly more than 5,000 employees) are also well represented
(29.3%).

Position of the Participants
Thanks to the question 3 (What is your position?), the survey
shows various results regarding the position of the participants.
Indeed, Table 3 shows a snippet of the results we have obtained.
As one can see, various profiles can be underlined, including
technical positions such as IT engineers, administrators,
developers and security experts. Moreover, other profiles can
be highlighted, such as accountant, bankers, Ph.D. students/
researchers and employees from human resources. Finally,
other types of participants have also answered the survey,
including librarians, CEOs, professional photographs and
building architects.

TABLE 2 | (Continued) Questions and types of answers of our online survey.

ID Questions Types of answer

14 According to you, what are the most efficient mechanisms to
avoid data leakage?

Checkboxes

• Notify users that an action is going to cause a data leakage and
let her/him choose (e.g., popup messages)

• Notify users that an action is going to cause a data leakage and
prevent this action

• Send an email to the administrator/manager to notify her/him
and automatically prevent the action

• Send an email to the administrator/manager in order for her/him
to choose if the action can be performed or not

• Automatically deactivate actions that can cause data leakage
(for instance, automatically deactivate the “send” button when a
confidential attached document is put within an email)

• Prevent the action without notifying the user
• Other form of mechanisms (you can share ideas at the end of
the form)

15 In the end, you would prefer a mechanism that let you decide, but
might let you perform data leakage or a mechanism that prevent
you from unintentional data leakage, but does not let you decide

Radio button

16 If you have any ideas of mechanisms, some remarks or
comments.

Text area

FIGURE 1 | Distribution of the different sectors of activity.

FIGURE 2 | Distribution of the size of the companies.

Frontiers in Big Data | www.frontiersin.org October 2020 | Volume 8 | Article 5682576

Bertrand et al. End-Users Perception on Company’s Leaks

https://www.frontiersin.org/journals/big-data
www.frontiersin.org
https://www.frontiersin.org/journals/big-data#articles


Computer Skills
The results of the question 4 (How would you rate your computer
skills?) depicted in Figure 3 underline that the level of knowledge
and skill is a very subjective and personal perception. For
instance, some accountants have set a very high score (6 out
of 7) while some IT professionals have set a smaller level for their
own skills. Nevertheless, it is safe to state that whatever the
position, most participants consider that they know some
things on computers.

Generally, there is no correlation between the perceived
computer skill and the position except for the participants
who have a very high skill level (7) where 60% of the
participants have a technical profile in Information and
Communication Technology (developer, IT support, architect,
team leader, engineer, etc.). However, we noticed that there is a
correlation between the perceived skill and the size of the
company. The skill increases slightly with the size of the
company as we can see it in the table below.

Now that we have described the results concerning the context
and employees, we describe in the next subsection the questions
and results that target employees’ awareness, knowledge and
perception on security policies and data leakage.

FEEDBACKS ON AWARENESS,
KNOWLEDGE AND PERCEPTION TOWARD
SECURITY POLICIES AND DATA LEAKAGE
In this subsection, we present the results of the questions 5–13
that we have proposed to:

1) Determine if the participants:

• Use sensitive data (Question 5 and 6);
• Are aware of any security policies within their

companies (Question 7);
• Have ever been the cause of intentional or unintentional

data leakage (Question 8).
2) Collect the feeling and perception of the participants toward

security policies and data leak prevention mechanisms.

Usage of Sensitive Data
Thanks to questions 5 (In your work, do you have to manage
sensitive data?) and 6 (If so, do you often manipulate such data?),
we have noticed that 88.7% of participants manipulates sensitive
data. We underline that the survey gives a definition of what a
sensitive data is, in order to reduce biais induced by participant’s

TABLE 3 | Snippet of some of our participants’ positions.

Position Number of participants
fitting a position

Sector of activity

Accountant 6 Insurance/banking/financial institution
Solution architect 1 Information and communication
Community manager 1 Information and communication
Head of vessel finance team 2 Consumer goods, transport, hotel, food, catering
Librarian 3 Public administration, academic
Senior risk advisor 1 Insurance/banking/financial institution
Entrepreneur 3 Other
Operation executive 1 Consulting
CEO 1 Housing
Investigator 1 Defense
Broker 2 Insurance/banking/financial institution
SEO specialist 1 Information and communication
Web designer 1 Information and communication
Architect 5 Energy
Business analyst 1 Insurance/banking/financial institution
IT security expert 1 Industry
International sales and Marketing manager 1 Consumer goods, transport, hotel, food, catering

TABLE 4 | The average perceived skill for each size of company.

Size of the company Average perceived skill

Micro-enterprise 4.54
SME 4.65
MidCaps company 5.61
Large company 5.56

FIGURE 3 |Distribution of the perceived computer skill on a scale from 1
to 7 (in percentage).
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own definition. While filling the form, we present the following
definition for sensitive data: “By sensitive data, we mean data
containing confidential information that needs to be kept
between a restricted set of users (patent, accounting, personal
information, etc.).”

Concerning the occurrences, we have seen that 41.1% of
participants manage sensitive data frequently (“A significant
part of my work is to manipulate sensitive data.”), as against
19.2% who have declared that manipulating such data is rare (“It
is never common in my work to manipulate sensitive data.”).
Finally, 40% of participants have declared that they manage
sensitive data in a quite regular basis (“From time to time, I
have to manipulate sensitive data.”).

We can conclude that many employees have to deal with
sensitive data (e.g., patent, accounting, personal information)
while performing their day to day tasks.

The results obtained showed no correlation between the usage
of sensitive data and the size of the company/activity sector or the
position of the participants.

Security Policies Awareness
The next question (i.e., question 7: In your company, are you
aware of the security policies that concern you?) we have asked
to the participants refers to their knowledge regarding security
policies within the company. Results shows that 69.5% of them
are aware of the security policies and know what they can/
cannot do in terms of security (i.e., Access and Transmission
Control). However, we underline that roughly a quarter of
them (23.8%) have declared that they do not really know what
they can/cannot do, despite the fact that they are aware that
some security policies exist. Finally, only 6.7% of the
participants have declared that they are not aware of any
security policies within their company. Based on these
results, we can conclude that most participants have some
knowledge on the security policies applied within their
companies.

The results obtained showed no correlation between
awareness regarding security policies and the size of the
company/activity sector or the position of the participants.

Security Policy Bypassing
Another question that we have asked is about bypassing security
policies (i.e., question 8: If you are aware of such policies, have you
ever done anything to bypass them?). Results show that 43.7% of
the participants have bypassed a security policy without knowing
it, causing a potential unintentional data leakage. Moreover,
results show that 35.1% have declared that they have never
bypassed a policy, while 21.2% have declared that they have
bypassed a policy intentionally.

While exchanging with the 10 participants who gave their
email address, we have discovered that some unintentional
bypasses have been performed for the following reasons
(words in italic are words that have been used by the
participants):

• Lack of awareness: security policies are not well specified
or too obscure for the employees, preventing them to
specifically know “what can be done with the
document.”

• Lack of usability: security policies are blocking an employee
on her/his task or context. Thus, she/he has to
“improvise.”

• Carelessness: the participant does not consider the leakage
of a particular data as “critical” or “important.”

The results obtained showed no correlation between the fact to
bypass security policies and the size of the company/activity
sector or the position/computer skill of the participants.
However, concerning, the 65 participants who have answered
that they have bypassed the security policies, their response
regarding the question 7: “In your company, are you aware of
the security policies that concern you?” was as follow:

• “No, and I do not know if they exist” for six of them;
• “Yes, I know what I can/cannot do” for 29 of them;
• “No, I know that they exist but I do not know what I can do/

cannot do” for 30 of them.

Feelings Toward the Lack of Awareness and
Knowledge
Based on the previous declarations, we have asked participants
their feelings on the lack of awareness and knowledge regarding
the security policies of the company. Results of the question 9
(Do you think that not being aware of such policies is an obstacle

TABLE 5 | Number of participants with comments per company size.

Size of the company Numbers of participants

Micro-enterprise 3 (23%)
SME 2 (15.4%)
MidCaps company 4 (30.8%)
Large company 4 (30.8%)

TABLE 6 | Number of participants with comments per activity sector.

Activity sector Numbers of participants

ICT 6 (46.15%)
Industrial 4 (30.8%)
Scientific, research and development 1 (7.7%)
Construction 1 (7.7%)
Insurance/banking/finanicial institution 1 (7.7%)

TABLE 7 | The level of computer skill of the participants who have provided
comments.

Level of computer skill Numbers of participants

1 0
2 1 (7.7%)
3 0
4 1 (7.7%)
5 3 (23%)
6 5 (38.4%)
7 3 (23%)
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for your work?) show that 61.6% have declared that not knowing
the policies is an obstacle for their tasks (while only 17.2% have
declared that it is not an obstacle at all). Thus, we can say that
the lack of knowledge regarding the security policies can
increase the difficulty of performing some tasks, like editing
and sending documents such as patent, photos, reports or
accounting files.

The results obtained showed no correlation between the
feelings toward the lack of awareness and knowledge regarding
security policies and the size of the company/activity sector or the
position of the participants.

Data Leakage Perception
In this Section, we present the results of the question 10According
to you, data leakage can be:

• A problem for the company (financial loss, image, etc.),
• A problem for the employee (official warning,

dismissal, etc.),
• A problem for both,
• A problem for neither of them).

The results show that most of the participants (71.5%) are
aware that a data leak can be a very big problem for both
companies and employees. Moreover, 23.2% of them have
declared that only companies are impacted after a data
leakage. Finally, the other choices (i.e., “a problem for the
employee” and “a problem for neither of them”) are anecdotal
(respectively 4.6 and 0.7%). Thus, we can conclude that most
participants are aware that data leakage can be a problem for both
companies and employees independently from the size of the
company/activity sector and their position.

Mechanisms to Prevent Data Leakage
Concerning the mechanisms to tackle the problem of data
leakage, the results of the question 11 (Are you aware of
security mechanisms implemented within your company?)
show that 55% of participants have declared being aware that
their company uses some kind of data leak prevention
mechanisms. According to the 13 participants who have
commented the form (thanks to the last question,
i.e., question 16: If you have any ideas of mechanisms, some
remarks or comments‥.), we can state that these mechanisms
embed network filtering, document ciphering, Document
Management System (DMS) and DLP (Symantec). However,
no IRM mechanism has been cited yet.

Most of the 13 participants, who have provided comments
about the security mechanisms, have a technical profile
(i.e., computer skills) and work for large companies in high
tech domain (see Tables 5–7).

Concerning the other results, the survey shows that 21.2% of
participants are not aware of security mechanisms within their
company (as against 23.8% who have declared that such
mechanism exists within their company, without having
explicit knowledge of it).

The results obtained showed a correlation between
awareness and knowledge regarding data leak prevention
mechanisms and the size of the company. This is discussed
in “Discussion.”

Feelings Toward Anti-Data Leakage
Mechanisms
Answers gathered thanks to questions 12 (Do you think that these
mechanisms are an obstacle to your work?) and 13 (Do you think
that these mechanisms are intrusive for employees?) show
interesting results regarding the perception of data leak
prevention mechanisms (see Table 8). On one hand, we can
underline that for a non-negligible part of participants, these
mechanisms are quite blocking. Indeed, if we consider levels 4
and 5, these mechanisms are quite constraining for 44% of
participants. However, roughly a quarter of the participants
(31.1%) considered that these mechanisms are not very
constraining.

Concerning the intrusiveness, Table 9 shows that roughly 44%
of participants think that these mechanisms are intrusive, while
31% have declared that it is not the case. Thus, we can conclude
that the perception of constraint and intrusiveness varies from
one individual (and context) to another. However, it is safe to
state that these mechanisms are not imperceptible by most
employees.

The results obtained showed no correlation between the
perception and feelings of the participants regarding data leak
prevention mechanisms and the size of the company/activity
sector or the position of the participants.

FEEDBACKS TOWARD DATA LEAK
PREVENTION MECHANISMS

In this section, we present the results of the questions 14
and 15.

TABLE 8 | Perceived level of constraint on a scale from1 to 5 (5 is very
constraining).

Level of constraint Numbers of participants

1 15/150 (10%)
2 32/150 (21.3%)
3 37/150 (24.6%)
4 51/150 (34%)
5 15/150 (10%)

TABLE 9 | Perceived level of intrusiveness on a scale from 1 to 5 (5 is very
intrusive).

Level of intrusiveness Numbers of participants

1 20/150 (13.3%)
2 25/150 (16.6%)
3 37/150 (24.6%)
4 53/150 (35.3%)
5 15/150 (10%)
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Preferred Anti-Data Leak Mechanisms
The goal of the question 14 (see below) was to collect information
about the preferences of the participants regarding anti-data leak
mechanisms in terms of non-intrusiveness, ease-of use and
efficiency.

Question 14: According to you, what are the most efficient
mechanisms to avoid data leakage?

• Notify users that an action is going to cause a data leakage
and let her/him choose (e.g., popup messages).

• Notify users that an action is going to cause a data leakage
and prevent this action.

• Send an email to the administrator/manager to notify her/
him and automatically prevent the action.

• Send an email to the administrator/manager in order for
her/him to choose if the action can be performed or not.

• Automatically deactivate actions that can cause data leakage
(for instance, automatically deactivate the “send” button
when a confidential attached document is put within an
email).

• Prevent the action without notifying the user.
• Other form of mechanisms (you can share ideas at the end

of the form).

The obtained results to this question are presented in
Table 10.

Moreover, we underline that an open question (i.e., the last
Radio button: Other form of mechanisms) has been proposed to
allow the participants to cite other mechanisms. Among the
obtained results, we can cite:

• Use a Public Key Infrastructure.
• Use different levels of mechanisms depending on the

sensitivity and the confidentiality of the data.
• Raise awareness of users (with training, recommendation

systems, guidelines, etc.).
• Include a logging mechanism in case of conflict between a

user and her/his hierarchy.

As we can see in Table 5, most of the participants would like to
be notified that an action is going to cause a data leakage. 45% of

the participants prefer to decide to continue or not the action they
are performing. 56% of the participants prefer to not take any
responsibility and leave the decision to the administrator/
manager to prevent or not an action. However, 9% of the
participants want to be considered and informed if an action
is prevented. 69% are in favor of automatic actions
(i.e., automatically prevent/deactivate action).

Security vs “Freedom”
The goal of the question 15 was to ask the participants if they
would prefer a mechanism that let them decide, but might let
them perform a data leakage (more “freedom”), or if they would
prefer a mechanism that prevent them to perform unintentional
data leakage, without letting them decide (more security). Results
show that more than 55% of them prefer security over freedom,
whatever the type of participants (i.e., positions and skills).
However, we have discovered interesting correlation with the
size of the companies. These correlations are presented in the next
subsection.

DISCUSSION

In this final subsection, we discuss correlations we have identified
between answers in order to underline some interesting results
regarding the link between the size of a company and perception
toward security. These correlations are presented in the next
subsections.

Correlation Between the Size of the
Company and Security vs. Freedom
By comparing the size of the companies and the previous
question (i.e., question 15: In the end, you would prefer a
mechanism that let you decide, but might let you perform data
leakage or a mechanism that prevent you from unintentional data
leakage, but does not let you decide), we have discovered that
participants from very small companies tend to prefer a
mechanism that promotes security over a certain freedom.

Indeed, Table 11 shows that, in the case of middle-sized, big,
and very big companies, the ratio between answers are quite
equivalent. In the case of very small companies, the distribution is

TABLE 10 | Proposed mechanisms and their attractiveness.

Proposed mechanisms Attractiveness
(multiple choices)

Notify users that an action is going to cause a data leakage and let
her/him choose (ex: popup messages)

68/150 (45.3%)

Notify users that an action is going to cause a data leakage and
prevent this action

68/150 (45.3%)

Send an email to the administrator/manager to notify her/him and
automatically prevent the action

37/150 (24.6%)

Send an email to the administrator/manager in order for her/him to
choose if the action can be performed or not

48/150 (32%)

Automatically deactivate actions that can cause data leakage (for
instance, automatically deactivate the “send” button when a
confidential attached document is put within an email)

67/150 (44.6%)

Prevent the action without notifying the user 14/150 (9.33%)
Other form of mechanisms 7/150 (4.6%)
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very different, underlining that employees of these companies
rather prefer a mechanism that prevent them to leak data, even if
this mechanism is too restrictive. In order to have a better
understanding of these results, we have asked some
participants, in small companies, to explain their choice.
Among the answers, we can highlight the following remarks
(the words in italic are the ones used by the participants):

• “The data are my bread and butter, I cannot lose them over a
mistake.” (Entrepreneur).

• “It can be a big problem for me to send my pictures to the
wrong person.” (Professional photograph).

• “As a member of a small company, everyone knows
everyone, I guess it would be a shame to leak a personal
information.” (Secretary).

These answers show that a smaller infrastructure tends to
make the leaker “more responsible,” probably because of the
social proximity with the other employees.

As a conclusion, we can say that the smaller the company, the
bigger the need for security. Employees of bigger companies
prefer having more freedom over security.

Correlation Between the Size of the
Company and Awareness Toward the
Security Mechanisms
When analyzing the results obtained for the question 11 (Are you
aware of security mechanisms* implemented within your
company?), we have noticed that there is a correlation between
awareness of the participants toward the security mechanisms
and the size of the company (see Table 12). Indeed, participants
from bigger infrastructures tend to have a better awareness and
knowledge of the security mechanisms used by their company.
We hypothesize that bigger infrastructures are more likely to
inform, raise the awareness and educate the employees, thanks to
dedicated guidelines and training.

CONCLUSION AND FUTURE WORKS

In this article, we have presented the results of an online survey
that we have proposed to 150 employees from different
companies. Among other things, the survey has been able to
gather information on the context (e.g., size of the company,
sector of activity) and the participants themselves (e.g.,
computer’s skill, position). The survey has been used to
have insights on the employee’s knowledge and perception
toward sensitive data and security policies. However, unlike
existing works, we have been able to gather information on the
attitude and perception of the employees regarding data
leakage within companies and the used prevention
mechanisms.

The results have shown that the mechanisms used by the
companies are quite known by end-users. However, many of
them considered that these mechanisms are quite intrusive
and blocking for their work. In addition, the survey has
underlined that most of the participants have been
involved in both intentional and unintentional data leakage
for several reasons, including lack of awareness, lack of
usability and carelessness. Moreover, we have spotted out
differences between small and big companies. Indeed, the
results have shown that employees of small infrastructures
tends to prefer mechanisms that prevent data leak, even if this
protection does not let them decide what to do. Concerning
the awareness, the results also show that employees of bigger
companies tend to be more aware and trained when it comes
to security.

Finally, we have used the survey to ask participants the
mechanisms they would prefer in order to prevent them from
unintentional data leakage. Based on the collected results, we
will integrate the favorite solutions to an existing data leakage
prevention policy engine. Moreover, we aim at using the
context (i.e., type and sensitivity of the data, company’s
guideline, etc.) and the user preferences to dynamically
change these mechanisms in order to provide contextual,

TABLE 11 | Correlation between the perception of mechanisms and the size of the companies.

Company size Number of participants Security over “freedom” “Freedom” over security

Micro-enterprise 46/150 (30.6%) (73.9%) (26.1%)
SME 32/150 (21.3%) (53.1%) (46.9%)
MidCaps company 28/150 (16.6%) (57.2%) (42.8%)
Large company 44/150 (29.3%) (47.7%) (52.3%)

TABLE 12 | Correlation between the awareness of security mechanisms and the size of the company.

Company size Number of participants Yes No, (but know they
exist)

No, (do not
know if they

exist)

Micro-enterprise 46/150 (30.6%) (58.7%) (21.7%) (19.6%)
SME 32/150 (21.3%) (46.9%) (50%) (3.1%)
MidCaps company 28/150 (16.6%) (75%) (25%) 0
Large company 44/150 (29.3%) (93.2%) (6.8%) 0
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usable, acceptable, non-intrusive and user-friendly anti-data
leakage mechanisms.
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