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Logic models of signaling pathways are a promising way of building effective in silico
functional models of a cell, in particular of signaling pathways. The automated learning
of Boolean logic models describing signaling pathways can be achieved by training to
phosphoproteomics data, which is particularly useful if it is measured upon different
combinations of perturbations in a high-throughput fashion. However, in practice, the
number and type of allowed perturbations are not exhaustive. Moreover, experimental
data are unavoidably subjected to noise. As a result, the learning process results in a family
of feasible logical networks rather than in a single model. This family is composed of logic
models implementing different internal wirings for the system and therefore the predictions
of experiments from this family may present a significant level of variability, and hence
uncertainty. In this paper, we introduce a method based on Answer Set Programming to
propose an optimal experimental design that aims to narrow down the variability (in terms
of input–output behaviors) within families of logical models learned from experimental
data. We study how the fitness with respect to the data can be improved after an optimal
selection of signaling perturbations and how we learn optimal logic models with minimal
number of experiments. The methods are applied on signaling pathways in human liver
cells and phosphoproteomics experimental data. Using 25% of the experiments, we
obtained logical models with fitness scores (mean square error) 15% close to the ones
obtained using all experiments, illustrating the impact that our approach can have on the
design of experiments for efficient model calibration.

Keywords: experimental design, Boolean logic models, phosphoproteomic, answer set programming, signaling
networks

1. Introduction

The recent development of high-throughput experimental technologies allows us to observe differ-
ent cellular parts undermultiple situations. This information is of great value to generate and validate
computational models of the molecular processes happening within cells.

Thanks to their simplicity, qualitative approaches allow us tomodel larger-scale biological systems
than quantitativemethods. Among these approaches, logicmodels are able to capture interesting and
relevant behaviors in the cell (Morris et al., 2010; Mbodj et al., 2013). We have previously proposed
to generate logic models by training a prior knowledge network to phosphoproteomics data.
Importantly, due to factors, such as the sparsity and the uncertainty of experimental measurements,
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there are often multiple models that cannot be distinguished with
the data at hand, that is, the model is non-identifiable, requiring
to consider a set (a family) of logic models (Saez-Rodriguez et al.,
2009; Guziolowski et al., 2013). In this paper, we propose to
specialize the (possibly many) logic behaviors of this family by
using an efficient strategy for experiment design, that is, an opti-
mal selection of signaling perturbations to discriminate models
at hand.

The experimental design problem consists of finding the most
informative experiments in order to identify more accurate mod-
els (Kreutz and Timmer, 2009). On the one hand, in the context
of quantitative models, this problem has been approached via
methods for both parameter estimation andmodel discrimination
(Kremling et al., 2004; Vatcheva et al., 2005; Mélykúti et al., 2010;
Busetto et al., 2013; Stegmaier et al., 2013; Meyer et al., 2014).
On the other hand, for qualitative models, fewer methods have
been proposed (Ideker et al., 2000; Yeang et al., 2005; Barrett and
Palsson, 2006; Szczurek et al., 2008; Sparkes et al., 2010; Atias
et al., 2014). An optimal experimental design can be applied to
either: (i) experimental setup selection, that is the optimal choice
of species to perturb and measure, or (ii) perturbations selection,
where one perturbation indicates which species will be perturbed
in one experiment.

In this work, we focus on experimental design for selecting
an optimal signaling perturbation set by considering the exper-
imental setup fixed and a set of initial measurements from low
combinatorial (i.e., single stimulus or inhibitor species) perturba-
tions. We use training algorithms to identify a family of Boolean
models explaining the data according to a prior knowledge net-
work. This family needs to be discriminated by measuring the
effect of additional perturbations. For this, we propose a new
method that finds optimal set of signaling perturbations satisfy-
ing the following criteria: (i) it contains a minimal number of
perturbations to discriminate all pairs of models in a family of
Boolean networks, (ii) such perturbations maximize the pairwise
differences of models’ predictions, and (iii) they are subject to
technologically inspired constraints, such as the minimization of
experimental perturbations cost.

Compared to previous contributions in the context of logical
models, our work presents certain differences and similarities.
In general, in previous methods, the optimality criterion for a
selection of perturbations is given by means of the so-called
Shannon entropy (Shannon, 1948). In this context, the Shannon
entropy provides a measure of the expected information gained
in performing a specific experiment. Intuitively, the higher the
Shannon entropy, the higher the ability of an experimental per-
turbation to distinguish between rival models (Ideker et al., 2000;
Szczurek et al., 2008; Atias et al., 2014). In contrast, in our work,
the main optimality criterion consists of maximizing the sum of
pairwise differences over Boolean models’ output. The intuition
behind this criterion is to increase the chances to discriminate
a pair of models despite the experimental noise. Nonetheless,
it is worth noting that some pairs of models could be better
discriminated than others. Thus, in principle, if one aims at having
amore uniform pairwise discrimination, an entropy-based design
criterion would be more appropriate. However, approaches based
on the Shannon entropy must resign to exhaustiveness due to

computational scalability. Maximizing the sum of pairwise dif-
ferences was already proposed by Mélykúti et al. (2010) for the
discrimination of ODEs models and, recently, the same idea has
been used in the context of Boolean logic models (Atias et al.,
2014). However, in contrast to our approach, the method intro-
duced by Atias et al. (2014) aims at finding only one perturbation
maximizing the number of differences in the output of the pair
of models, which differs the most from each other. Therefore, in
general, it does not guarantee that other pairs of models will be
discriminated as well. More generally, except for Szczurek et al.
(2008), previous approaches proposed assays composed of one
perturbation. Therefore, only after the proposed perturbation has
been carried out in the laboratory and models have been (par-
tially) discriminated, another perturbation can be designed. In
contrast, but similarly to Szczurek et al. (2008), we find the small-
est number of perturbations to optimally discriminate all pairs
of models at once. This approach is tailored to high-throughput
technologies that are designed to measure the effects of tens of
perturbations in a single run.

We provide a precise characterization of the combinatorial
problem related to the optimal selection of signaling perturba-
tions, together with an Answer Set Programming (Gebser et al.,
2012) based solution to this problem included within the open
source python package caspo, which is freely available for down-
load1. We applied our method to two case studies using in silico
and real phosphoproteomics datasets to measure the impact of
our approach in a real setting. We show that optimal logic models
with few input–output behaviors can be learned by combining
a set of low combinatorial perturbations with a minimal set of
greater combinatorial perturbations. In the artificially generated
data, we obtained that phosphoproteomicsmeasurements from 64
low combinatorial perturbations can be enriched with 10 combi-
natorial perturbations (from the 1630 possible) to identify a family
of logic models with a fitness quality (mean square error) equal to
one of the golden standard logic model used to generate the data.
In the real dataset, we obtained that phosphoproteomics measure-
ments from 12 low combinatorial perturbations can be enriched
with 31 combinatorial perturbations (from the 120 available) to
identify a family of logic models with a fitness quality at a 15%
distance from the fitness of logical models explaining optimally
all 120 responses to the perturbations considered.

2. Materials and Methods

2.1. Background
In this paper, we are interested in the discrimination of mod-
els based on synchronous Boolean networks (Kauffman, 1969).
Importantly, we restrict ourselves to BNs describing models of
immediate-early response as introduced in Saez-Rodriguez et al.
(2009). Since we focus on fast (early) events, it is assumed that
oscillation or multi-stability caused by feedback-loops (Remy
et al., 2008) cannot happen until a second phase of signal prop-
agation occurring at a slower time scale. Therefore, BNs with
feedback-loops are not considered (Macnamara et al., 2012).

1http://bioasp.github.io/caspo/
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Several related methods within this framework were published
in the last few years in order to learn BNs from a prior knowledge
network (PKN) and a phosphoproteomics dataset (Mitsos et al.,
2009; Saez-Rodriguez et al., 2009; Guziolowski et al., 2013; Sharan
and Karp, 2013; Videla et al., 2014). A PKN is a signed and
directed graph describing causal relations among a set V of nodes
representing biological species. An experimental setup is defined
by three subsets of V, namely, possible stimuli (VS), possible
inhibitors (VI), and measured species (VM). A signaling pertur-
bation is a combination of present/absent stimuli and inhibitors.
Then, a phosphoproteomics dataset provides phosphorylation
activities (in this context, immediate-early responses) of a set of
measured species or readouts under several signaling perturba-
tions. Note that any signaling perturbation is described by an
n-dimensional Boolean vector, i.e., p∈Bn, where n= |VS|+ |VI|
and B= {0,1}. More precisely, if the jth position in p is assigned to
1 (resp. 0), the corresponding stimulus or inhibitor is said to be
present (resp. absent) in the experimental perturbation p.

In general, aforecited methods for learning BNs explore the
space of models compatible with the topology given by the PKN
aiming at the minimization of two criteria, namely, the difference
between data and model predictions, and the model size. On the
one hand, the difference between data and model predictions
is measured by means of the Mean Squared Error (MSE). On
the other hand, the size of a BN is defined as the sum of its
formulas’ length. Further, due to the inherent noise in experimen-
tal data, we are interested not only on optimal but also nearly
optimal BNs. That is, BNs having MSE and size within given
tolerances with respect to the corresponding minimal values. In
this context, it has been shown that the exhaustive enumeration
of nearly optimal BNs explaining phosphoproteomics dataset with
respect to a PKN leads to a large number of them (Guziolowski
et al., 2013). Nonetheless, it often happens that for all measured
species, several BNs describe exactly the same response to every
possible signaling perturbation. In such a case, we say that those
BNs describe the same input–output behavior. For example, in
Guziolowski et al. (2013), several thousands of nearly optimal BNs
described only 91 distinct responses. Concretely, the input–output
behavior of a BN is described by a “truth table” whose entries
are all possible signaling perturbations, and whose outputs are
the corresponding Boolean vector responses. Therefore, we can
see input–output behaviors merely as functions of the form β:
Bn →Bm where n= |VS|+ |VI| and m= |VM|. Notice that, for a
given set of BNs, we can identify a canonical set of input–output
behaviors B containing exactly one representative BN for each
behavior.

2.2. Discriminating Input–Output Behaviors
In this section, we introduce our method to discriminate
input–output behaviors in a pairwise fashion. We assume that we
are given a set B of input–output behaviors. For instance, this set
may result from the learning of BNs from given PKN and phos-
phoproteomics dataset. Inwhat follows,we denote byD a selection
of signaling perturbations. In theory, all combinatorial perturba-
tions of stimuli and inhibitors could be considered. Nonetheless,
in order to consider the limitation of current technology, in gen-
eral, we restrict ourselves to perturbations having at most s stimuli

and i inhibitors, with 0≤ s≤ |VS| and 0≤ i≤ |VI|. Then,we denote
with P the set of such possible signaling perturbations. Notably,
the total number of perturbations is given by:

s∑
j=0

(
|VS|
j

)
×

i∑
j=0

(
|VI|
j

)
where

(n
m
)
denotes the binomial coefficient, i.e., n!

m!(n−m)!
. Alter-

natively, P could be defined by the user providing any fixed list
of feasible perturbations. Next, our method has three main steps:
(1) find the minimum number k of signaling perturbations in P
to discriminate every pair of input–output behaviors in B, (2) find
all sets of exactly k signaling perturbations in P maximizing the
sum of pairwise differences of input–output behaviors in B, and
(3)minimize the complexity of the experiments byminimizing the
number of present stimuli and inhibitors in the set of selected per-
turbations. Inwhat follows, we givemore details andmathematical
definitions for each of these steps. In addition, we introduce a
parameter kmax describing themaximumnumber of perturbations
that can be performed simultaneously.

2.2.1. Step 1: Required Signaling Perturbations to
Discriminate all Behaviors Pairwise
Usually, several perturbations must be performed in order to
discriminate among every pair of behaviors. However, in order to
minimize experimental costs, one would like to perform as few
perturbations as possible. Therefore, our first criterion consists of
finding the minimum number of perturbations, which allow us to
discriminate among every pair of input–output behaviors. To be
more precise, we aim at finding the smallest k∈ (0, kmax) such that
there exists a set D having k perturbations p∈P satisfying:(

∀β, β′ ∈ B :: (∃p ∈ D :: β(p) ̸= β′(p))
)
. (1)

Let us denote with D(k,s,i) the set of all D⊆P with |D|= k and
satisfying (1). It is worth noting that we restrict our search to at
most s stimuli, i inhibitors, and kmax perturbations. Therefore,
there may be cases where does not exists D discriminating all
input–output behaviors pairwise. For such cases, we relax the
constraint of full pairwise discrimination and define D(k,s,i) as
before but setting k= kmax and without requiring the satisfaction
of (1). That is, some but not all pairs of input–output behaviors are
discriminated.

2.2.2. Step 2: Maximizing Differences Over
Measured Species
Once we have identified that k signaling perturbations are
required to discriminate between all input–output behaviors in
B (or alternatively, k= kmax), the next question is how to select
among all possible sets D∈D(k,s,i). Then, we define the differ-
ences (Θdiff) generated by a set D∈D(k,s,i) over the family of
input–output behaviors B as:

Θdiff (B,D) =
∑

β,β′∈B

∑
p∈D

H(β(p), β′(p)) (2)

where H denotes the Hamming distance over Boolean vectors,
i.e., the number of positions at which the corresponding vectors
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values are different. Our second criterion consists of finding all
sets of k perturbations D∈D(k,s,i) such that the function Θdiff is
maximized,

D∗
(k,s,i) = argmax

D∈D(k,s,i)

Θdiff (B,D) . (3)

2.2.3. Step 3: Minimizing the Complexity of
Experiments
The complexity of any signaling perturbation is essentially related
to the number of present stimuli and inhibitors in it. Thus, in this
step, we aim at finding the simplest sets of perturbations among all
D∗ ∈ D∗

(k,s,i). Toward this end, we define two functions counting
the number of stimuli (ΘVS ) and inhibitors (ΘVI ) being present in
a given set of signaling perturbations. More precisely, let us recall
that every perturbation p is a Boolean vector such that, if the jth
position in p is assigned to 1 (resp. 0), the corresponding stimulus
or inhibitor is said to be present (resp. absent) in p. Thus, for the
set U =VS orU =VI of either stimuli or inhibitors, we can define
ΘU as,

∀D∗ ∈ D∗
(k,s,i), ΘU

(
D∗) =

∑
p∈D∗

∑
uj∈U

pj (4)

where pj denotes the jth position in p corresponding to either a
stimulus if U =VS, or an inhibitor if U =VI. Finally, we consider
two additional optimization criteria in lexicographic order (Mar-
ler and Arora, 2004) aiming at the identification of the simplest
D∗ ∈ D∗

(k,s,i), and we define the family of optimal sets of signaling
perturbations Dopt ∈Dopt as follows:

Dopt = argmin
D∗∈D∗

(k,s,i)

(
ΘVS

(
D∗) ,ΘVI

(
D∗)) . (5)

Notice that we minimize firstΘVS and then, with lower priority
ΘVI , but this is an arbitrary choice, which can be revisited.

2.3. Experimental Design Powered by
Answer Set Programming
Themethod described in Section 2 is implemented in the publicly
available python package caspo. Our software strongly relies on
a form of logic programming known as Answer Set Program-
ming (ASP) (Gebser et al., 2012). ASP provides a declarative
framework for modeling knowledge-intense combinatorial (opti-
mization) problems. Moreover, state-of-the-art ASP solvers offer
powerful implementations. In our context, the ASP logic program
is satisfiable for positive integers k, s, i if there exists a selection
of k signaling perturbations in P satisfying (1). Then, the solving
consists of considering, starting from k= 1, increasing values for
k until the ASP logic program is satisfiable. Once the solver finds
the smallest k or reaches kmax, it proceeds to solve the multi-
objective optimization problem in lexicographic order: first, by
maximizing the pairwise differences over the Boolean models’
outputs as defined in (3), and then by minimizing the complexity
of experimental perturbations, as defined in (5). It is worth noting
that, thanks to the declarativeness and elaboration tolerance of
ASP, it is straightforward to consider additional constraints for
specific use cases.

2.4. The Loop for Learning and Discriminating
Input–Output Behaviors
In what follows we assume the existence of a method for learning
nearly optimal BNs and their corresponding set of input–output
behaviors. Further, such a method must be parametrized speci-
fying allowed tolerances with respect to optimal fitness and size.
Also, we assume an implementation of the method described in
Section 2. In our case, we rely on the python package caspo, which
implements both methods providing an unified framework. In
order to evaluate our method in a systematic way, we have imple-
mented the workflow shown in Figure 12. For a more detailed
description, we refer the reader to pseudo-code algorithms (Algo-
rithm S1 and S2) provided in Supplementary Material.

We start by learning strictly optimal input–output behaviors
from a given PKN and initial dataset. Then, the workflow follows
a “cautious” strategy in the sense that it will try to discriminate
among input–output behaviors as soon as we find more than one.
Every time we discriminate among a set of input–output behav-
iors, an optimal set of signaling perturbations is proposed. Then,
both the set of perturbations and the corresponding measure-
ments obtained after performing the experiments are added to the
dataset used for learning and the workflow starts over. Notably, in
our simulations, measurements are extracted automatically from
either artificial or real datasets available beforehand. Meanwhile,
in real case studies, measurements would be provided by concrete
wet experiments.

Importantly, there are caseswhen the learningmethod returns a
single optimal input–output behavior. In such cases, the workflow
explores nearly optimal behaviors by considering a range of toler-
ances, first over the optimal model size and then over the optimal
MSE. Extending the discrimination procedure to nearly optimal
behaviors allows ensuring that the complete workflow is robust
to noise in data. Nonetheless, after considering certain ranges of
tolerances on both size and fitness to data, there could be only one
input–output behavior. In such a case, we interpret the behavior
at hand to be robust enough and the workflow terminates. Other-
wise, theworkflowhas two additional stop conditions: (1)when all
proposed signaling perturbations for discrimination are already
present in the dataset used for learning; (2) when the number of
experiments in the dataset reaches a given maximum number of
allowed experiments.

3. Results

3.1. Experimental Design on Artificial and
Real Case Studies
Weevaluate our approach using theworkflowdescribed in Section
4 for real-world signaling pathways in human liver cells, and
both artificial and real phosphoproteomics datasets. At every loop
iteration, we compute two metrics over the learned input–output
behaviors: (1) the learning MSE, which is computed with respect
to the dataset used for learning, and (2) the testing MSE, which
is computed with respect to the complete space of signaling per-
turbations under consideration (either artificial or real datasets
available beforehand).

2An implementation is publicly available at http://github.com/svidela/sbloopy
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FIGURE 1 | The loop for learning and discriminating input–output
behaviors. The loop starts by learning optimal input–output behaviors from a
given PKN and initial dataset. Then, we try to discriminate among learned
input–output behaviors as soon as we find more than one. Every time we
discriminate among a set of behaviors, an optimal set of signaling perturbations

is proposed. Next, both the set of perturbations and the corresponding
measurements are added to the dataset used for learning and the loop starts
over. When the learning method returns a single optimal input–output behavior,
the workflow explores nearly optimal behaviors by considering a range of
tolerances, first over the optimum model size and then over the optimum MSE.

3.1.1. Artificial Case Studies
The PKNwas introduced in Saez-Rodriguez et al. (2009) and here
we use a variation that we used also in Guziolowski et al. (2013).
Further, to motivate our study, we considered the experimental
setup (choice of stimuli, inhibitors, and measured species) from a
publicly available phosphoproteomics dataset (Alexopoulos et al.,
2010). It contains 7 stimuli, 7 inhibitors, and 15 readouts. Using
the PKN, we have generated 100 random BNs as our gold stan-
dards. We require that every gold standard has size between 28
and 32, and between 2 and 4 AND gates. Next, for each gold
standard, an artificial Boolean dataset is generated by performing
the simulation of every possible signaling perturbation over the
network. That is, each artificial dataset consists of 214 signaling
perturbations with their corresponding output measurements.
Moreover, toward more realistic phosphoproteomics datasets, we
add random noise to Boolean outputs using the distribution
Beta(α= 1, β= 5). In this context, the loop starts with a dataset of
size 64 having all perturbations (and the corresponding artificial
measurements) including all combinations of 0 or 1 stimulus
with 0 or 1 inhibitor. For the following iterations, optimal sets
of signaling perturbations are chosen among all combinations

of 0–3 stimuli with 0–2 inhibitors. The maximum number of
perturbations to discriminate a given set of behaviors was set
to 5, and the maximum number of experiments allowed in the
dataset used for learning was set to 80. Additionally, for each gold
standard dataset, starting from the same 64 initial datasets, we
performed 50 random selections of 10 and 16 experiments. These
experiments were added to the initial datasets and we learned BNs
from randomly selected experiments. Finally, we computed the
testing MSE of this family of BNs with respect to the total 214
experiments.

3.1.2. Real Case Study
To validate this approach on a real phosphoproteomic dataset,
we used a larger PKN than in the in silico dataset. The reason
being that 2 phosphoproteomics datasets were available for this
PKN: a low combinatorial one referred to as screening, where
only 1 stimulus was perturbed per experiment, and the follow-
up, which had greater combinatorial perturbations. The PKN and
datasets were introduced in Melas et al. (2012). The PKN was
constructed from several sources of information; it was pruned
using the screening dataset to keep only the signaling pathways
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that show a significant response on specific cells. The follow-up
dataset had 120 combinatorial signaling perturbations and was
used to learn optimal BNs fitting the data. The experimental
setup for this dataset consisted of 12 stimuli, 3 inhibitors, and 16
readouts. In this context, the loop starts with a dataset having the
12 responsive experiments from the screening dataset. Then, in
the following iterations, optimal sets of perturbations are chosen
among the available experiments in the follow-up dataset. It is
worth noting that at each iteration, there may be several optimal
sets of perturbations to discriminate behaviors at hand. Thus, we
executed the loop 30 times and at each iteration, one among all
optimal sets of signaling perturbations was randomly chosen. The
maximum number of perturbations to discriminate a given set of
behaviors was set to 5, and the maximum number of experiments
allowed in the dataset used for learning was set to 50. Additionally,
starting from the same 12 initial datasets, we performed 30 ran-
dom selections of 20 and 38 experiments. These experiments were
added to the initial datasets and we learned BNs from randomly
selected experiments. Finally, we computed the testingMSE of this
family of BNs with respect to the total 120 experiments.

In Figure 2, we show the evolution of the learning MSE for
100 artificial datasets and the 30 real data executions. In Figure 3,
we show the evolution of the testing MSE for the same artificial
and real datasets. For the artificial dataset, we observe that the
learning MSE remains constant independent from the number of
experiments used; while for the real dataset, it slightly increases
with the number of experiments. For the real case, we observe a
significative difference in the learning MSE of the logic models
learned from a low combinatorial set of experiments (screen-
ing data) compared to the MSE of those learned from a more
combinatorial follow-up dataset (Figure 2B). For both datasets,
we observe that the testing MSE converges to the optimal MSE
obtained when using the full available datasets. For the artificial
case, the testingMSE converges exactly to the optimalMSE (0.047)
after 10 experiments; a random selection of experiments is far
from reaching this MSE value. For the real case, it converges to an
MSE (0.149) at a 15% distance from optimal MSE after 31 exper-
iments; a random selection of experiments shows comparable
results. In contrast to a random selection, the proposed method
guarantees selecting perturbations that can propose networks

FIGURE 2 | Learning MSE for in silico (A) and real (B) phosphoproteomic
datasets. The X-axis shows the number of experiments (optimal signaling
perturbations and measurements associated) used for learning at each iteration.

The Y-axis shows the learning MSE obtained at each iteration, it represents the
quality of the learned models with respect to the experiments used in the
learning step.

FIGURE 3 | Testing MSE for in silico (A) and real (B) phosphoproteomic
datasets. The red line represents the optimal MSE learned using the full
available experimental datasets (214 experiments for in silico and 120 for real
datasets). The X-axis shows the number of experiments (optimal signaling
perturbations and measurements associated) used for learning at each iteration.

The Y-axis shows the testing MSE obtained at each iteration, it represents the
quality of the learned models with respect to the full experimental dataset at
each iteration. Red boxplots are the results obtained when the set of signaling
perturbations was composed of randomly selected experiments of size 74 or 80
for the in silico case, and 32 or 49 for the real case.
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with few input–output behaviors: in the real and in silico exe-
cutions, learned logic models had two to eight behaviors after
optimal experimental design. One run of the workflow for the
artificial case studies proposes 5–16 (on average 11.5) signaling
perturbations, while one run of the workflow for real case studies
proposes 7–37 (on average 18.9) optimal signaling perturbations.
This shows a space of input–output behaviors more difficult to
discriminate, therefore requiring more signaling perturbations in
the real case study. In 80% of the artificial benchmarks, the loop
terminated because all optimal experimental designs were already
proposed, in 13%, because the number of 80 allowed experiments
was reached, and in 7%, when the search space considered by
exploring all size and fitness tolerance range yielded only one
input–output behavior. For the real case, in 42% of cases, the loop
terminated because all optimal experimental designs were already
proposed, in 16%, because behaviors were indistinguishable with
the available 120 perturbations, in 6% because the number of
50 allowed experiments was exceeded, and in 36%, because the
timeout of 48 h was reached.

3.2. Proposing Experiments to Discriminate
Input–Output Behaviors
Using the real-case PKN and the complete follow-up dataset
(120 experiments), we explored the space of nearly optimal
BNs by setting 0.2% of tolerance with respect to the minimum
MSE. By doing this, we found 35208 BNs describing 32 logi-
cal input–output behaviors. Notably, in regards of the available
experimental observations and their intrinsic uncertainty, such
behaviors explained the data equally well. Next, we identified
6558 optimal sets of signaling perturbations, having 0–3 stimuli
combined with 0–2 inhibitors, in order to discriminate among the
32 input–output behaviors. Each optimal set consists of 9 signaling
perturbations yielding 3378 pairwise differences. In Figure 4A,
we show one example of optimal signaling perturbations. Next,
we looked at which specific measured species generated differ-
ences (Figure 4B). On the one hand, for one measured species,
viz., CREB, we generated pairwise differences with eight of the
nine proposed signaling perturbations. On the other hand, for all
other measured species, we generated pairwise differences with
at most two out of the nine signaling perturbations. Moreover,
for three measured species, viz., ERK, MAP2K1, and rps6Ka1,
we generated pairwise differences with only one experimental
perturbation (#7).

4. Discussion

The main result of this paper is that the experimental design
loop combining learning and discriminating steps shows a fast
convergence of the testing MSE (computed with respect to the
complete space of signaling perturbations under consideration)
to an approximation of its optimal value: in the real case study,
based on a very small initial screening dataset (12 perturbations),
30 well-chosen perturbations are enough to learn input–output
behaviors whose fitness with respect to the total follow-up pertur-
bations is 15% greater than the optimal MSE. This confirms that
follow-up phosphoproteomics assays can be highly redundant and
should be designed carefully.

4.1. Testing MSE Non-Monotonic Evolution
In artificial case studies, the learningMSE (computed with respect
to the dataset used for learning) remains somehow constant when
new perturbations are added to the dataset. This suggests that
the 64 perturbations from the initial dataset may be enough to
constrain the training method in a part of the search space, which
is close to an optimal Boolean network. Then, introducing sub-
optimality searches in the loop allows us to explore efficiently the
search space of Boolean networks around such an optimum. On
the contrary, the learning MSE for the real case study appears to
be very heterogeneous at each iteration of the proposed workflow.
The best models optimizing the fitness to the 12 screening data
(single stimulus) are at a very small distance (0.07), suggesting that
the Boolean networks explaining properly the data should be easy
to identify. However, as soon as the observations from additional
perturbations (each consisting of a combination of different stim-
ulus and inhibitor species) is added to the dataset, the learning
fitness increases to (0.11–0.15) showing a significant variability.
This suggests that the best models optimizing each dataset are
placed in different parts of the search space and that the training
dataset is not robust to small variations. Altogether, values for
testing MSE evidence that the discriminative method should be
always applied iteratively: after some iterations, it may appear that,
although a family of optimal BNs has been totally discriminated,
applying a step of discrimination for a closer model to the optimal
BNs finally allows to identify BNs with a better fitting. Concretely,
our analysis strongly suggests that not only the 120 follow-up
perturbations are redundant, but also that additional experiments
to the 120 at hand are needed to improve the robustness of the
BNs identification process. Finally, the validation of the method
when using random selection is difficult to evaluate for the real
case, since our search space of optimal signaling perturbation was
constrained to the 120 available experiments. While in this case
the performance was not better than random, we have shown in
artificial cases howourmethod is significantly better than random
in larger space of experiments.

4.2. Introduction of Sub-Optimality
Criteria in the Learning Step
The above mentioned behavior of the learningMSE confirms that
the space of optimal logic models returned by training procedures
is very sensitive to the dataset under consideration. That is, it may
constantly change when observations of new perturbations are
being considered (see the toy example provided in Supplementary
Material). Relaxing the tolerance of optimality in our learning
procedure allows us in many cases (75% of artificial case studies
and 40% of real case studies) to learn new perturbations that will
decrease the testing MSE at each iteration (see Figure 5). On the
contrary, in other cases, it heavily altered the space of learned logi-
cal models yielding a largerMSE. In these cases, however, theMSE
of learned logical networks was always improved in a later step.
Whereas the cycle of learning and experimental design for artifi-
cial case studies follows homogeneous trajectories in all 100 cases
(the number of iterations was on average 6.45 with σ= 2.3, the
number of experiments selectedwas on average 11.5withσ= 3.2),
the cycle for real case studies shows more variability in the 30
considered cases (the number of iterations was on average 10.4
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FIGURE 4 | Optimal experimental design to discriminate
between 32 input–output behaviors. (A) Description of each
experimental perturbation. Black squares indicate the presence of the

corresponding stimulus (green header) or inhibitor (red header).
(B) Number of pairwise differences by measured species with each
experimental perturbation.

FIGURE 5 | Trajectories of the testing MSE for three significative cases
for in silico (A) and real (B) phosphoproteomic datasets: the case where
a maximum testing MSE was found, where an average testing MSE was
found, and when the minimal testing MSE was found. The X-axis shows

the number of experiments (optimal signaling perturbations and measurements
associated) used for learning at each iteration. The Y-axis shows the testing
MSE obtained at each iteration; it represents the quality of the learned models
with respect to the full experimental dataset at each iteration.

with σ= 4.5, the number of experiments selected was on average
18.9 with σ= 8.1). In Figure 5, we show the trajectories of this
cycle for three significative cases in both datasets: the case where
amaximum testingMSEwas found, where an average testingMSE
was found, and when the minimal testing MSE was found.

4.3. Technological Constraints
The technological criteria used in this work focused on mini-
mizing the number of perturbed species; however, many other
criteria could be taken into account. For example, we could assign
weights to stimuli and inhibitors in order to describe the cost

Frontiers in Bioengineering and Biotechnology | www.frontiersin.org September 2015 | Volume 3 | Article 1318

http://www.frontiersin.org/Bioengineering_and_Biotechnology
http://www.frontiersin.org
http://www.frontiersin.org/Bioengineering_and_Biotechnology/archive


Videla et al. Designing experiments to discriminate logic models

of each perturbation and minimize the required budget. Also, if
certain stimuli and/or inhibitors are not compatible with each
other, we could consider additional constraints in order to avoid
such combinations. Finally, a constraint can be added to reduce
the variability on the selection of inhibitors, since inhibitions
require additional control experiments. Adding such criteria may
be useful given the fact that we often found many optimal
sets of signaling perturbations that would allow to discrimi-
nate a family of Boolean networks equally well. In addition,
when full pairwise discrimination of input–output behaviors is
not possible, we could define an objective function in order
to maximize the number of discriminated pairs using a fixed

number of perturbations. Interestingly, an important feature of
the computational method adopted, that is, Answer Set Pro-
gramming, is to easily allow for modifications of the constraints
over the search space. Thus, the framework that we propose
in the tool caspo is intentionally rather generic and should be
adapted to the characteristics of the signaling system, which is
studied.

Supplementary Material

The Supplementary Material for this article can be found online
at http://journal.frontiersin.org/article/10.3389/fbioe.2015.00131
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