[image: image1]Applications of Mixed Reality Technology in Orthopedics Surgery: A Pilot Study

		ORIGINAL RESEARCH
published: 22 February 2022
doi: 10.3389/fbioe.2022.740507


[image: image2]
Applications of Mixed Reality Technology in Orthopedics Surgery: A Pilot Study
Lin Lu1,2†, Honglin Wang1,2†, Pengran Liu1,2†, Rong Liu3, Jiayao Zhang1,2, Yi Xie1,2, Songxiang Liu1,2, Tongtong Huo2, Mao Xie1, Xinghuo Wu1,2* and Zhewei Ye1,2*
1Department of Orthopaedics Surgery, Union Hospital, Tongji Medical College, Huazhong University of Science and Technology, Wuhan, China
2Intelligent Medical Laboratory, Union Hospital, Tongji Medical College, Huazhong University of Science and Technology, Wuhan, China
3Department of Orthopaedic Surgery, Puren Hospital of Wuhan, Wuhan University of Science and Technology, Wuhan, China
Edited by:
Paul F.M.J. Verschure, Pompeu Fabra University, Spain
Reviewed by:
Marina Carbone, University of Pisa, Italy
Janno Torop, University of Tartu, Estonia
* Correspondence: Xinghuo Wu, wuxinghuo@163.com; Zhewei Ye, yezhewei@hust.edu.cn
†These authors have contributed equally to this work
Specialty section: This article was submitted to Bionics and Biomimetics, a section of the journal Frontiers in Bioengineering and Biotechnology
Received: 13 July 2021
Accepted: 21 January 2022
Published: 22 February 2022
Citation: Lu L, Wang H, Liu P, Liu R, Zhang J, Xie Y, Liu S, Huo T, Xie M, Wu X and Ye Z (2022) Applications of Mixed Reality Technology in Orthopedics Surgery: A Pilot Study. Front. Bioeng. Biotechnol. 10:740507. doi: 10.3389/fbioe.2022.740507

Objective: The aim of this study is to explore the potential of mixed reality (MR) technology in the visualization of orthopedic surgery.
Methods: The visualization system with MR technology is widely used in orthopedic surgery. The system is composed of a 3D imaging workstation, a cloud platform, and an MR space station. An intelligent segmentation algorithm is adopted on the 3D imaging workstation to create a 3D anatomical model with zooming and rotation effects. This model is then exploited for efficient 3D reconstruction of data for computerized tomography (CT) and magnetic resonance imaging (MRI). Additionally, the model can be uploaded to the cloud platform for physical parameter tuning, model positioning, rendering and high-dimensional display. Using Microsoft’s HoloLens glasses in combination with the MR system, we project and view 3D holograms in real time under different clinical scenarios. After each procedure, nine surgeons completed a Likert-scale questionnaire on communication and understanding, spatial awareness and effectiveness of MR technology use. In addition to that, the National Aeronautics and Space Administration Task Load Index (NASA-TLX) is also used to evaluate the workload of MR hologram support.
Results: 1) MR holograms can clearly show the 3D structures of bone fractures, which improves the understanding of different fracture types and the design of treatment plans; 2) Holograms with three-dimensional lifelike dynamic features provide an intuitive communication tool among doctors and also between doctors and patients; 3) During surgeries, a full lesion hologram can be obtained and blended in real time with a patient’s virtual 3D digital model in order to give surgeons superior visual guidance through novel high-dimensional “perspectives” of the surgical area; 4) Hologram-based magnetic navigation improves the accuracy and safety of the screw placement in orthopaedics surgeries; 5) The combination of mixed reality cloud platform and telemedicine system based on 5G provides a new technology platform for telesurgery collaboration. Results of qualitative study encourage the usage of MR technology for orthopaedics surgery. Analysis of the Likert-scale questionnaire shows that MR adds significant value to understanding and communication, spatial awareness, learning and effectiveness. Based on the NASA TLX-scale questionnaire results, mixed reality scored significantly lower under the “mental,” “temporal,” “performance,” and “frustration” categories compared to usual 2D.
Conclusion: The integration of MR technology in orthopaedic surgery reduces the dependence on surgeons’ experience and provides personalized 3D visualization models for accurate diagnosis and treatment of orthopaedic abnormalities. This integration is clearly one of the prominent future development directions in medical surgery.
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INTRODUCTION
Understanding the patient-specific three-dimensional (3D) anatomy is essential for both preoperative planning and intraoperative decision making. Although conventional 3D image data such as mixed reality (MR) and computerized tomography (CT) images offer excellent discriminatory properties, these 3D volumetric images are still displayed in 2D on a flat screen, limiting the real depth perception and the possibilities for interaction in 3D space (Kumar et al., 2020; Lungu et al., 2021). Two-dimensional visualization of 3D datasets still leaves a lot of the understanding of complex anatomical structures to the spatial imagination of individuals, which often makes it difficult for surgeons to clarify detailed information of lesions and their nearby anatomical structures (Brun et al., 2019). By using these flattened 3D datasets for preoperative assessment and planning, surgeons are forced to create 3D models in their minds with obvious potential flaws, which may not only affect the development of the surgical strategy, but may also result in a failure to deliver effective surgical information to the patient during the decision-making and consent-signing processes. In addition, seamless integration of the 3D images into the actual surgical procedure is difficult (Sauer et al., 2017). At this stage, there is still a spatial and temporal separation between the image and the surgical act. Intraoperatively, the surgeon needs to constantly switch her attention between the surgical area and the image monitor, mentally reconstructing the image and translating it to the same orientation and position as the patient. This lack of synchronization between the images and the surgical field results in a lack of hand-eye coordination, which may in turn affect the surgeon’s performance (Tepper et al., 2017). Mixed reality (MR) technology has recently provided simple and easy-to-use solutions to simulate 3D images as well as reduce the bias between the workspace and visualization.
In fact, artificial reality technologies, which include virtual reality (VR), augmented reality (AR), and mixed reality (MR), have sought to address 3D visualization needs in medicine since the early 1990s (Brun et al., 2019; Carbone et al., 2020; Lungu et al., 2021). Among artificial reality technologies, VR has been defined as a technology that immerses the user in a completely artificial, computer-generated environment (Brigham, 2017). AR is a technology which superimposes digital with real objects and permits interaction with both types of objects (Carbone et al., 2020; Condino et al., 2021b). Although both AR and VR show promise, there are severe limitations that have prevented their broad application in surgical field. These include the inability to perceive the depth and perspective of the virtual elements in AR, and exclusion of the real-world environment in VR. The concept of mixed reality, which is also known as “reality-virtual continuum” ranging from the completely real to a completely virtual environment, was proposed in 1994 (Milgram and Kishino, 1994; Goo et al., 2020). As a new-generation reality technology, MR technology is a combination of virtual reality (VR) and augmented reality (AR) in 3D applications (Li et al., 2018; Park et al., 2020). A core feature of MR technology is to introduce and integrate 3D hologram into the real world seen by users, and establishes interactive feedback loop between the virtual world and the real world to enhance the sense of reality and space of user experience. (Lee et al., 2016; Martin et al., 2020) (Duff et al., 2013; Schuster-Amft et al., 2014; Elliott et al., 2015; Colomer et al., 2016). Compared to AR and VR, MR not only anchors virtual objects into the physical world, enabling the user to interact with both virtual and real objects, but also allows the user to experience depth and perspective, which significantly improves 3D visualization of surgical anatomy. (Wu et al., 2018a; Brun et al., 2019; Chytas and Nikolaou, 2021). MR holograms have several advantages as an assistive tool in surgical procedures (Halic et al., 2010; Sauer et al., 2017). Namely, 1) real-time sharing of 3D holograms, 2) depth fitting between real and virtual worlds, and 3) real-time interaction. While the usefulness of MR technology has been reported in various medical interventions, including neurosurgical procedures (Comeau et al., 2000), cardiothoracic surgery (Brun et al., 2019), laparoscopic and endoscopic surgery (Al Janabi et al., 2020; Li et al., 2020), there is a dearth of systematic reports and studies on MR technology in orthopaedics surgery, especially studies that provide a detailed clinical-use workflow of MR hologram in different scenarios during orthopaedics surgery from the data capture to holographic visualization to help readers replicate the work. Furthermore, little attention has been paid to get feedback from participants in MR experiments to better understand such technology, despite the increasing interest to bring MR into surgery.
Therefore, in this work, we report in detail preliminary experience in integrating MR technology into orthopaedics surgical workflow under different case scenarios, including preoperative planning, preoperative communication, intraoperative guidance, surgical navigation, and telesurgery consultation. Qualitative tests were also carried out to evaluate workload and usability of MR technology for orthopaedics surgery and to explore advantages and limits of this novel technology.
METHODS
The Construction of the Orthopaedic Mixed-Reality Surgery System
The proposed mixed-reality system (Visual 3D, Beijing,China) is composed of both hardware and software components. The hardware components include a data-processing computer with a 1.6 GHz processor, a USB electronic encryption dog, HoloLens glasses (Microsoft Corporation, Redmond, WA), a router, a background server and a 3D-imaging workstation. The workstation is mainly composed of four modules: a local database module, a 3D display module, a floating-point function module, and a scene-editing module. The software part includes components for medical image processing, the HoloLens client, and the Pad control terminal. The system has a cloud platform, through which all image data and image processing results can be stored, transmitted and shared. The data-processing computer is used for image enhancement, segmentation, 3D reconstruction as well as virtual surgery simulation of DICOM data acquired by various imaging devices. Here, the abbreviation DICOM stands for Digital Imaging and Communications in Medicine, which is a standard format to view, store, retrieve and share medical data. The MR space-station consists of a mixed-reality display device (HoloLens glasses) and a tablet-computer control device for holographic presentation of 3D anatomical models. The study was approved by the ethics committees of Union Hospital, Tongji Medical College, Huazhong University of Science and Technology.
Key System Modules
Data Collection and 3D Reconstruction
Patient-specific raw data samples, acquired using CT and MRI modalities, were obtained from the picture archive and communication system (PACS) of Wuhan Union Hospital. The data samples were imported into the 3D imaging workstation, StarCloud workstation (a 3D reconstruction software from Visual3D, Beijing,China). This imaging framework employs accurate and fast advanced algorithms (including deep learning algorithms) with flexible manual operations. This enables quick extraction and reconstruction of the target DICOM voxels into a 3D mesh model (STL format) , which can be directly published as a HoloLens holographic scene or a digital asset exchange (DAE) file adapted to the zSpace environment. Finally, the proposed framework embodies fast, accurate and safe 3D reconstruction and analysis of patient image data. The framework also combines private cloud and space-station units to form a closed-loop data-flow scheme involving image data acquisition and analysis, cloud storage and graphics-processing-unit (GPU) rendering, mixed-reality holographic browsing, recording and sharing. This stable imaging scheme enables effective medical treatment through well-designed self-tuned artificial intelligence and machine learning approaches, optimized equipment functions, and enhanced user experiences.
Cloud-Based 3D Model Storage and Rendering
A private cloud network ensures smooth and safe use of devices in a local area network (LAN). We established a LAN within our hospital environment using a router to connect workstations, space stations and the cloud infrastructure. The established LAN ensures secure image-data flow in the hospital environment. After the 3D model storage and rendering are completed in the cloud, models are transmitted to the space station through a high-speed LAN. While the space-station devices are limited in memory and computing power, the cloud GPU greatly reduces the computational intensity of these devices, exploits cloud capabilities to improve rendering of voxel-based models, and hence enables real-time smooth viewing of more realistic and clear 3D models.
Mixed-Reality Holographic Imaging
All of reconstructed files are imported into the editing module inside the StarCloud workstation for colorization and transparentization, and were saved as .fbx files recognized by MR display device (Microsoft HoloLens) for holographic visualization. Manual segmentation was also performed to highlight relevant structures. Then, holographic 3D models can be spatially viewed with HoloLens. The operator can scale, rotate and move the 3D hologram by gesture or voice control. Moreover, the 3D models can be edited over the Internet, and can also be shared with others synchronously and remotely. At the same time, with a third-angle recording operation, many people can share the holographic view of an interacting doctor.
Experimental Protocols
To evaluate the usability of the proposed MR visualization system in orthopaedics surgery, a pilot user study has been conducted. The MR system was applied in different clinical scenarios of orthopaedics surgery, including preoperative communication, intraoperative guidance, surgical navigation and remote consultation. After each operation, the surgeons completed a Likert-scale questionnaire on communication and understanding, spatial awareness and effectiveness of MR technology use. NASA Task Load Index (NASA-TLX) were employed to evaluate the workload of intraoperative system support.
Preoperative Communication/Planning
Preoperatively, raw cross-sectional DICOM images (such as MRI and CT) were segmented and processed to a 3D mesh using StarCloud workstation. After removing the noise and unimportant tissue structures in medical images, the segmented data were converted to a virtual 3D model, then exported into HoloLens headset to produce holograms. In preoperative communication/planning, surgeons, nurses, patients and their families share the 3D hologram of the lesion site and communicate treatment options by wearing HoloLens. These users not only can observe the hologram from equal or different angles, but also interact simultaneously using the manipulation tools.
Intraoperative Guidance
During the operation, all surgeons put on HoloLens glasses for real-time sharing of the patient’s hologram through the interaction between the MR system and the patient-specific case. Using the HoloLens, projecting a virtual holographic model into the actual superficial anatomy of a patient or just above it to avoid obstructing a surgeon’s view. The 3D virtual model is manually aligned with the patient’s body by registering the major anatomical landmarks. At this point, a surgeon can perform surgery while observing virtual 3D models to guide the design of skin incisions, the angle of screw placement, the range of tumor resection, and so on.
Surgical Navigation
The MR navigation system is mainly based on TrakStar, which is a high-accuracy electromagnetic tracker designed for short-range motion tracking applications. System components of the navigation system were the following: TrakStar tracking system, a flat-panel monitor, an electro-magnetic transmitter, six degrees-of-freedom (6DOF) sensors and electronics unit. The 6DOF sensor provides a tracking solution that includes the position in three dimensions and the orientation of the three sensor axes relative to the tracker reference frame. As part of the 3D Guidance product suite, the trakSTAR electromagnetic tracking system provides high-precision, real-time unobstructed tracking of miniature sensors embedded in medical tools. To track the position of TrakStar tracked pointing tool, the TrakStar tracking tool (sensor) was mounted near the surgical area and used as a reference coordinate system. The virtual model was imported to HoloLens glasses and utilized in conjunction with navigation for enhanced guidance via MR hologram overlay with the surgical area. By integrating the electromagnetic signals and virtual model, the MR navigation could provide accurate and flexible guidance during orthopaedics surgery.
Telesurgury Consultation
The MR-based telesurgery system interconnectes an operation site and a guidance site via a public 5G wireless network, which provided bidirectional data transmission connecting both ends of the system.The 5G Customer Premises Equipment (CPE) was used as a terminal receiver for the 5G radio network signals generated by the 5G base station. Surgical data was also transmitted from the 5G CPE to the 5G base station. The data was then transmitted from this station to the destination station via the 5G core network. In this study, the bandwidth of the 5G wireless network was 1 Gb/s. For real-time communication and coordination, the two sites were also connected via a video conferencing system and a 4 K resolution screen (Hisense). In addition, the 3D holographic models reconstructed by MR system were separately displayed on another 4 K resolution screen. The operation field and the expert real-time guidance scenes are captured by HD cameras. Then, the images are integrated and displayed to realistic on-site collaboration among doctors at different locations. With the support of MR technology and 5G wireless network, external specialists can share 3D holograms with local doctors for remote surgical consultation. During surgery, doctors at different locations can easily communicate in real time, and mark structures within the surgical site with dots, lines, or arrows using a stylus on networked computer screens via augmented reality technology. The MR hologram could be controlled by the experts to send instructions and virtual operations to the surgeons. On this basis, operations can be performed safely, accurately and efficiently. The proposed MR-based telesurgery system makes remote surgical consultation a reality by virtual real-time presence of off-site experts into the surgical theatre. A schematic of 5G-assisted MR telesurgury consultation can be found in Supplementary Figure S1.
A Questionnaire Survey on Mixed Reality
The method of the National Aeronautics and Space Administration-Task Load Index (NASA-TLX)(Patel et al., 2020; Said et al., 2020) was used to evaluate the clinical workload of MR technology. The load index is based on six items, namely mental demand (“How mentally demanding was the task?”), physical demand (“How physically demanding was the task?”), temporal demand (“How hurried or rushed was the pace of the task?”), effort (“How hard did you have to work to achieve your level of performance?”), performance (“How successful were you in performing the task?”) and the frustration level (“How insecure, discouraged, irritated, stressed, and annoyed were you?”). This index was used to investigate the workload of nine surgeons who had interacted with MR modules in our test environment. These MR modules were compared to traditional 2D display technologies using a paper questionnaire with relevant information. The NASA-TLX score is scaled to be in the range of 0–100 in order to facilitate comparison [20]. The higher the score, the greater the total load. Moreover, a Likert-scale questionnaire (with possible responses typically ranging from 1 for “strongly disagree” to 5 for “strongly agree”) that assessed their opinions on the effect the 3D hologram had on understanding and communication, spatial awareness, and effectiveness as surgical supporting tool.
Statistical Analysis
Statistical analyses were performed using the GraphPad prism, version 8 (GraphPad Software) and SPSS version 20.0 (Statistical Package for the Social Sciences, IBM). Continuous variables were expressed as mean ± standard deviation (SD), medians and interquartile ranges or simple ranges, as appropriate data was processed using analysis of variance (ANOVA) to explore possible relationships between individual characteristics and questionnaire score.
RESULTS
In our experiments, MR technology can be smoothly integrated into surgical workflow. The doctors use the MR system to convert conventional imaging formats into 3D holographic models for visualization with HoloLens, as well as to optimize these holographic models for preoperative and intraoperative use. By overlaying the location of the patient’s lesion with the holographic model helps the surgeon to view and analyse the lesion from multiple angles and levels, and to accurately determine the size, location and adjacent structures. Also, this solution is conducive to doctor-patient communication, surgical design optimization, accurate intraoperative positioning and navigation, and the improvement of long-distance surgical consultations. To a certain extent, the visualization effect based on MR technology improves the quality of medical services, reflects humanistic care, and achieves better treatment results. The following are illustrative cases for which the orthopaedics surgery by MR technology was particularly effective.
Case 1: Simpler, More Accurate, and Smoother Communication
Before starting certain orthopaedic surgeries, we apply the MR system to construct 3D holographic fracture models, where each model could fully and stereoscopically show detailed information of the patient’s fracture. The spatiotemporal awareness inherent in MR overhauls the ill-posed communication between the surgeon, staff, and information. From a patient’s point of view, viewing holograms by HoloLens glasses enables the patient to establish an intuitive understanding of his (or her) fracture before the surgery (Figures 1A,B). This understanding of the medical conditions is useful not only for patients but also for their families. The holograms are also convenient for surgeons to directly and accurately point out the necessity and the potential risks that might be associated with an operation, increase the confidence of the patients and their families in the surgeon’s decisions, and enhance the surgical treatment outcomes. To a certain extent, these holograms alleviate possible tensions in the doctor-patient relationship that might arise due to the medical information asymmetry between doctors and patients. From a doctor’s perspective, viewing 3D lifelike dynamic holograms provides an intuitive communication platform for doctors in the same discipline or in different disciplines (Figures 1C,D). As well, the MR hologram deepens the doctor’s understanding of the fracture degree and type. This thereby provides a powerful tool for formulating a suitable treatment plan.
[image: Figure 1]FIGURE 1 | Applications of mixed reality in preoperative communication. (A,B). Effective doctor-patient communication is conducted preoperatively through mixed reality technology. (C). Surgeons discuss technical schemes through mixed reality. (D). Communication between doctors and nurses through mixed reality.
Cases 2–3: Intraoperative Guidance
Case 2. A 29 year-old male patient had a severe fall which resulted in a burst fracture of the lumbar vertebra and a spinal cord injury. Prior to surgery, the fracture types and the internal fixation approaches were analyzed by CT structural data. Then, these DICOM data were reconstructed and segmented by StarCloud workstation. Different colors were used to distinguish different structures to obtain a “3D fracture digital model”, then simulate pedicle screw placement on this model (Figures 2A–C). The ideal trajectories for pedicle screw placement are achieved by eliminating the structural hierarchy, and compared with the measurement data on the workstation. Then the reconstructed 3D model is injected into HoloLens glasses, and project the hologram. During the operation, after the holograms had been aligned and rotated by gesture control or voice, the 3D holographic model is projected on the above of the surgical area to guide the surgeon to design the incision size (Figure 2D). Following separation of the paraspinal muscles from the vertebra, the real position of the injured spine was overlaid on the virtual 3D digital model through the HoloLens glasses to update the surgeon’s perspective. The manual rigid co-registration between the holograms and the surgical vertebrae is accomplished according to the four bony landmarks (the spinous process, lamina, and the superior and inferior articular processes adjacent to the pedicle) selected before the operation (Figures 2E,F). Subsequently, under the guidance of the MR hologram, the pedicle screw is placed from the preoperatively defined ideal pedicle entry point to the end point. The rest of the surgery proceeded in standard fashion that a pre-bent connection rod was attached and the height of the vertebral body was restored after proper longitudinal distraction and reduction, and then tighten the nut. Finally, the bone graft procedure was completed with a titanium mesh cage. All procedures were completed successfully and intraoperative fluoroscopy showed satisfactory reduction.
[image: Figure 2]FIGURE 2 | Mixed-reality-guided spinal fracture surgery. (A). Spinal fracture 3D reconstruction with spiral CT. (B,C). Computer simulations for pedicle screw placement. (D,E,F). Mixed-reality-guided osteotomy and pedicle screw implantation.
The patients experienced significant pain relief and neurological improvement immediately after surgery. At the 3 months follow-up, he fully recovered normal neurological function.
Case 3. A 61 year-old female patient was diagnosed with osteosarcoma of the left pelvis. Extensive resection and reconstruction were performed. We planned osteotomy assisted by MR hologram and reconstruction using a personalized titanium alloy hemi-pelvic prosthesis. Preoperatively, CT and MRI data are collected and fused to create a 3D virtual model, which is then given different colours and transparency using its PC client. This process allows data to be accessed wirelessly via HoloLens glasses (Figures 3A,B). The location, shape and size of the tumour and its surrounding anatomy in the model are consistent with the findings of the patient’s imaging data. Moreover, the personalized hemi-pelvic prosthesis was digitally designed and 3D printed according the morphology of unaffected side hemi-pelvis which subsequently implanted in surgery to reconstruct the pelvis. During surgery, the hologram is projected onto the patient’s body surface using a head-mounted device. The MR overlay injected into HoloLens helped verify regional anatomy including tumor location allowing for optimizing resection and preservation of key structures. After having verified the overlay’s accuracy by using marker points and characteristic markers on the body surface (anterior superior iliac spines and posterior superior iliac spines), an incision was made in the outward aspect of the pelvis to reach the ilium. With increased awareness provided by the overlay, the tumor on the left iliac was fully dissected and exposed (Figures 3C,D). Subsequently, in tumor and pelvic resection phase, the osteotomy is completed according to the preoperative design, guided by the 3D hologram, and the personalized hemi-pelvic prosthesis was implanted and fixed to reconstruct the pelvis. Finally, the incision was washed with physiological saline and then sewn up.
[image: Figure 3]FIGURE 3 | Mixed-reality-based orthopaedic surgery with a personalized 3D-printed prosthesis. (A). A 3D reconstructed model of the patient’s pelvis showing the extent of the tumor and its important surrounding structures. (B). Mixed-reality representation of the pelvic tumor. (C). Mixed-reality-guided tumor removal. (D). Successful placement of the personalized 3D-printed prosthesis.
The patient had normal anesthesia recovery and could move the left leg slightly. Postoperative X-ray scan demonstrated the removal of the tumor and a good position of the prosthesis.
Case 4: Surgical Navigation
In this study, we developed a MR-assisted orthopaedics surgery method using the electromagnetic tracking system. First, raw CT data of C1/2 fracture was obtained from the picture archive and communication system (PACS) of Wuhan Union Hospital. Then, the 3D model of the C1/2 fracture was reconstructed using MIMICS 19.1 software, then producing 3D printing (Figure 4A). The fracture-type was analyzed and a computer simulation of pedicle screw placement was performed, including one or more surgical trajectories and corridors (Figure 4B). Three anatomical bony landmarks were identified on the preoperative model and referenced during surgery. The specific surgical navigation steps were as follows. First, the TrakSTAR tracking tool (sensor) was installed on the 3D printed model as a reference coordinate system. The 3D position of the tracked pointing tools in the physical space of the 3D printed model was tracked by the TrakSTAR tracking tool in order to mark the point of entry and the trajectory of the screw placement and the information was input into the computer (Figures 4C,D). Then, each model with planned internal fixation was imported to HoloLens glasses. During surgery, the virtual model was utilized in conjunction with the electromagnetical tracking system for enhanced guidance via MR hologram overlay with the 3D-printed model. The surgeon observes the virtual models and simulated the operative procedures through HoloLens glasses. The registration between the 3D-printed model and 3D hologram were performed by point-to-point matching of the three preoperatively defined landmarks. To verify overlay accuracy, alignment of the hologram with its physical counterpart was visually confirmed by the surgeon (Figure 4E). The holographic model of the fracture, the tracked entry point and trajectory of pedicle screw on it were shown on the PC screen and HoloLens glasses. Subsequently, the screws were sequentially placed into the printed model under the guidance of MR hologram according to the tracked trajectory and entry point (Figure 4F). The postoperative radiological results showed that the screws were well positioned and consistent with the preoperative planning.
[image: Figure 4]FIGURE 4 | Mixed-reality-based navigation for the atlanto-axial pedicle screw placement. (A). 3D printed models for atlanto-axial fractures and dislocations. (B). Computer simulations of the direction and angle settings for pedicle screw placement. (C,D,E). Pedicle screw placement in the atlanto-axial fracture models under the guidance of the MR-based navigation system. (F). Precisely-inserted pedicle screws into the atlanto-axial fracture models.
Cases 5–6: Mixed-Reality-Assisted Telesurgery
Case 5. A 59 year-old female patient was found to have a hip fracture in Xinjiang Bozhou Hospital, a primary hospital (more than 1,300 km away from our main hospital). The patient’s CT data was preoperatively imported into the StarCloud workstation, and a 3D model of the fracture was rapidly reconstructed and stored in the cloud-based MR collaboration platform. Doctors at different locations exploited this model to carry out preoperative discussions, intraoperative guidance and other operations. Preoperatively, with the support of MR and 5G technology, the holographic images of anatomy in the MR glasses of the surgeon are transmitted in real time to the MR glasses of the experts in long distance. By this way, the experts at Wuhan were able to conduct preoperative physical examination, preoperative assessment and preoperative discussions with surgeons and patients through remote communication (Figures 5A,B). Percutaneous screw fixation (minimally invasive surgery) was planned and performed. Intraoperatively, the experts in Wuhan were projected to the operating room in Xinjiang profit from the application of augmented reality technology combined with 5G technology. The remote specialist was able to share what the surgeons in the operating room sees and hears and to communicate with them in real time, as well as direct the surgical incision on a tablet screen with a guide pen, which the surgeon can then see on his own screen (Figure 5C). The MR holographic model is then projected directly onto or above the operating site during multiple stages of the procedure, including positioning, skin incision and screw placement, providing an anatomical reference for the surgeon to be able to quickly and accurately determine the insertion point and angle of the screw. (Figure 5D). A total of three screws were implanted and intraoperative X-ray showed good internal fixation. After surgery, the patients returned to the ward without complains of discomfort. The telesurgeons were also asked to provide a rating for understanding of information communicated during the procedure.
[image: Figure 5]FIGURE 5 | An overview of the cloud-based mixed-reality telesurgery platform. (A,B). Surgeons in different places conduct MR-based preoperative planning. (C,D). Real-time intraoperative guidance of an orthopaedic surgery by remote experts.
Case 6. A 76 years old female patient was admitted to the Xianfeng County People’s Hospital, a primary care hospital over 600 km from our main hospital. She had suffered a T12 burst fracture in an accident and required immediate surgery. Due to the lack of local medical resources, such an operation was not feasible. Through careful early planning, we used a cloud-based MR platform and 5G network technology to assist the surgeon with remote surgery. 5G communications enabled remote holographic projection images from Wuhan to Xianfeng in Hubei. Specifically, holographic surgical planning, remote surgical guidance, surgical collaboration and remote communication between surgeons were all completed. Pre-operatively, real-time communication between surgeons and remote specialists for pre-operative discussions was carried out through the cloud platform and 5G technology. 3D virtual models were generated and a simulation of screw placement procedures were performed (Figure 6A). During the surgical intervention, the surgeon incorporates the position and orientation of the pre-operative images more effectively into the surgical workflow by moving, zooming or transferring the images close to the surgical site (Figure 6B). At the same time, the surgeon and the specialist communicate in real time via the audio-visual system, providing both parties with the same surgical images and thus surgical guidance (Figure 6C). Finally, the surgeries were successfully performed, intraoperative fluoroscopy showed satisfactory reduction (Figure 6D). After surgery, similar questionnaire procedure was performed.
[image: Figure 6]FIGURE 6 | A cloud-based 5G-network mixed-reality platform for telesurgery. (A). The patient’s CT data was imported into Mimics, and a 3D model of the fractured spine was rapidly reconstructed. (B). During the surgical procedure, doctors from different places shared MR holograms in real time through a 5G network. (C). Real-time intraoperative guidance by remote experts. (D). Pedicle screws inserted with high precision into the T12 fracture.
National Aeronautics and Space Administration Task Load Index and Likert-Scale Questionnaire
We evaluated the workload of both conventional 2D image data and MR 3D hologram for surgical support using the NASA Task Load Index (Table 1). As shown in Figure 7, the 3D hologram group received significantly lower “mental,” “temporal,” “performance,”, and “frustration” scores; however, they received significantly a significantly higher “physical demand” rating than usual 2D support. The main reason is that participants need to wear a mixed reality headset, but the weight of the mixed reality glasses was acceptable (Figure 7A). In weighting of each scale, “frustration” and “mental” loads were considered important factors in both technological supports (Figure 7B). The Likert-scale questionnaire revealed that the 3D hologram group had superior results compared to the 2D group (understanding and communicating: 2D group median score 1, IQR 1–2 versus MR hologram group median 5, IQR 4–5; p <0.001; spatial awareness: 2D group median score 1, IQR 1-2 versus MR group median 5, IQR 5–5; p <0.001; lowering the learning curve: 2D group median score 2, IQR 1–2 versus MR hologram group median 4, IQR 4–5; p <0 .001; Effectiveness as surgical supporting tool: 2D group median score 2, IQR 1.5–2.5 versus MR group median 5, IQR 4–5; p <0.001; Figure 7C, Table 1).
TABLE 1 | NASA Task Load Index scores, and Likert scale questionnaire scores.
[image: Table 1][image: Figure 7]FIGURE 7 | The National Aeronautics and Space Administration-Task Load Index (NASA-TLX) and Likert-scale Questionnaire Scores. (A). MR scored significantly higher “physical demand” than usual 2D support. And, MR scored significantly lower “mental”, “temporal,” “performance” and “frustration.” (B). Weighting of each scale. “Frustration” and “mental” were considered important factors in MR support. (C). Surgeons perceptions of both modes and were rated on a five-point Likert scale from 1 to 5 (1 indicates completely disagree; 2, disagree; 3, neutral; 4, agree; and 5, completely agree).
DISCUSSION
To the best of our knowledge, this study is the first case series detailing the clinical-use workflow of MR hologram in different scenarios during orthopaedics surgery. Similar to previous studies (Bowyer et al., 2010; Craig et al., 2010; Drake et al., 2014; Moro et al., 2017; Ferro et al., 2019; Condino et al., 2021a), we initially used mixed reality technologies for conventional applications of teaching and training, where MR-HMDs are typically put on for intuitive demonstrations and simulations in anatomy courses. However, we have come to realize a great MR potential in analyzing bone fractures, particularly in displaying their 3D structures, and understanding their types and degrees. In our work, we use MR holographic imaging to visualize the 3D fracture structures, render fractures separately, and upgrade fracture observations from the traditional 2D level to the 3D level. While conventional 2D imaging techniques play an essential role in the diagnostic process and preoperative planning of orthopedic surgery, MR hologram could enable 3D, more realistic, and accurate presentation of anatomy. This not only improves the understanding of complex anatomy, but also aids in structural surgical interventions (Kersten-Oertel et al., 2013) (Figure 8). Therefore, having developed a suitable workflow, we investigated the use of MR holograms in the orthopaedics surgical environment. We show that MR technology has a unique advantage in doctor-patient communication, preoperative planning, image-assisted surgery, and remote surgical consultation.
[image: Figure 8]FIGURE 8 | Applications of mixed reality in teaching and training. (A). Building an interactive virtual 3D human body. (B). Classification of the atlantoaxial dislocations. (C). The pelvic fractures and the surrounding structural anatomy. (D). The Schatzker classification of the tibial plateau fractures.
For any surgery, good doctor-patient communication and meticulous preoperative planning is crucial for optimized surgical treatment. Preoperative conversations are not only important as a communication channel with patients and their families, but also represent a necessary measure for preventing medical disputes, and an embodiment of respecting a patient’s right to know (Chuah et al., 2013). Due to the complexity of the anatomy, the high specialization of the surgery, the limitation of their knowledge and cognition levels, patients and their families often do not fully understand their illness and the treatment options. Compared to traditional two-dimensional diagrams (Duff et al., 2010), holographic modality provides the user with a 3D and more realistic view of the surgical target. By sharing and interpreting MR holographic models with 3D realistic dynamic characteristics and using these models to demonstrate surgical procedures, surgeons improve the patient’s subjective understanding of the illness and surgical plan, thus alleviating the information asymmetry between doctors and patients, and making the communication process simple and efficient. (Prochaska et al., 2016). Moreover, careful preoperative planning will contribute to achieve high levels of precision and avoid complications (Kumar et al., 2020). By using HMDs, medical staff can understand complex anatomical structures as well as individual pathologies in a more comprehensible and intuitive manner. (Devoto et al., 2019). For the visualization of anatomical structures in complex surgical interventions, MR applications simulate 3D images and reduce the offset between working space and visualization allowing for improved spatial-visual approximation of patient and image, it is good for surgeons to make the correct operation plan. Furthermore, preliminary studies have also shown that MR offers an improved training modality for orthopedic residents. A similar study by Condino et al. explored a mixed-reality platform using HoloLens, demonstrating its application as a hybrid training system for orthopedic open surgery with a reduced learning curve (Condino et al., 2021a).
In an intraoperative setting, surgeons could access anatomical information of the patient through the MR system and HoloLens glasses, then superimpose virtual holographic elements onto the actual superficial anatomy of the patient while on surgical table, in real time. This holographic guidance enables the surgeons to obtain a high-dimensional “perspective” operation area and a better spatial awareness, which will improve accuracy, safety, and efficiency of the operation. (Kersten-Oertel et al., 2013; Wu et al., 2018b). Use of a hologram is also guaranteed to not contaminate the operating field and avoids the distraction caused by the surgeons constantly having to divert their gaze to a separate screen during the procedure (Condino et al., 2021b), and the unnecessarily prolonged operation time that ensues. Moreover, Saito et al. also reported that during the surgical operations, last-minute simulations can be realized by sharing holograms. This can fully relieve the psychological pressure of the surgeons (Saito et al., 2020). These may account for MR hologram scored significantly lower “mental,”“temporal,” “performance,” and “frustration” workload than traditional 2D support. In addition, we propose an MR navigation system based on electromagnetic signals to orthopaedics surgery that does not require extensive equipment. On the one hand, compared with our previous application of 3D-printed guide technology (Wu et al., 2017), the MR-based navigation can not only be used with stable C1/2 fractures, but it can also be used in cases of severe spinal column fractures. On the other hand, in comparison to the CT-guided navigation, the MR-based navigation reduces the risk of radiation exposure while allowing lateral, anteroposterior (AP), axial, and trajectory views (Kovanda et al., 2015). Nevertheless, the MR-based navigation system is not a substitute for the anatomical knowledge and experience of the surgeons, but it is just an auxiliary assistive tool similar to other image-guided methods.
Beyond conventional surgery uses, MR also offers a new strategy for remote surgical consultation. Traditional telemedicine systems have image processing modules, audio transmission modules, and video frame capture modules. Telemedicine specialists obtain surgical images by capturing frames, marking images on the screen, then sending the images back to the operation scene with both audio and video guidance (Batsis et al., 2019). Indeed, this is a non-real-time guidance system, with a certain time lag. Through the MR-based telesurgery system, this situation is radically changed. The emergence of the holographic mixed-reality (MR) technology is likely to be a key milestone in the development of telehealth. In the considered teleconsultation cases, we used the 5G network for full-HD real-time interaction and live broadcast. The 5G network has the advantages of a high broadband, a low delay, high-speed coding, and edge computing. The combination of the advantages of the 5G network and the MR real-time interaction enabled real-time transmission, visual expression, and accurate understanding of 3D model information. This combination also breaks through the physical presence limitations, especially in line with the telemedicine requirements. With the 5G network, surgical operations can be accompanied by high-throughput calculations, analysis of MR holographic stereo images, and live cloud video over 4K. These system features enable off-site experts and surgeons to share MR holograms and interact in real time, in order to complete operations successfully and with the highest quality. As well, the effective combination of these technologies can realize the sharing of high-quality medical resources, thereby alleviating the imbalance in medical resource availability across various geographic regions.
Challenge and Future Development
As a promising novel technology, there are some yet unresolved issues for MR. First, the registration accuracy still needs improvements. The manipulation of the surgeon, respiratory motion, and the interaction with the surgical instruments orthopeadics surgery could affect the registration. (Wei et al., 2019). Future directions for MR research in surgery need to be focused on creating systems that are capable of accurate automated image overlay, in order to limit the potential for error. Second, the resolution of the HoloLens glasses is not high enough to render high-quality and high-fidelity 3D images. Also, a horizontal 30-degree field of view prevents users from obtaining a perfect experience. Third, the perceptual issues, intrinsic to standard optical see-through HMDs, due to mismatched accommodation between the virtual content and the real-world scene (Condino et al., 2018; Condino et al., 2020). Fourth, wearing HoloLens glasses for a long time may cause human eye discomfort and even dizziness. Last, human-computer interaction needs to be improved (Hough et al., 2015). So far, most MR-based systems only track the user’s head and hands, while ignoring other perception and interaction channels. This limited sensing technology seriously restricts the design and development of multi-channel interactive MR systems.
Notably, with recent advancements in display and wearable technologies, users will enjoy better experiences with 3D holographic models. Moreover, due to the outbreak of the 2019 novel coronavirus (COVID-19), MR-based telemedicine systems are expected to be more widely used in the next 5 years. As the model registration and interactivity issues are better addressed, the MR technology can be expected to be applied routinely in the perioperative period within 10 years. This can be achieved through the seamless combination with advanced technologies of 5G, artificial intelligence, and cloud computing.
Limitations
There are several limitations in this study. For instance, it is a case study rather than a randomized controlled trial that explores the potential of mixed reality (MR) technology in the visualization of orthopedic surgery, and the number of cases was small. Randomized studies with a larger number of cases are needed to confirm the results. Moreover, thorough comparative analysis of MR technology utility and accuracy during specific stages of surgery should be performed.
CONCLUSION
In this study, our aim was to demonstrate the potential use of MR technology for image-guided orthopeadics surgery and provide information to surgeons for implementing such technology. Although still in its infancy, this technology might herald a revolution in the way we perform surgery. The integration of MR technology in surgery is clearly one of the future development directions in orthopaedics.
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Category 2D group, 2D group, 3D holographic 3D holographic p value

mean (SD) median (IQR) group, mean group, median
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NASA Task Load Index scores
Mental 65.56 (5.27) 65 (60-70) 30.44 (5.89) 40 (85-42.5) <0001
Physical 22.22 (4.40) 20 (20-25) 45.56 (6.35) 45 (40-50) <0.001
Temporal 61.11 (5.64) 60 (60-65) 40.00 (5.00) 40 (37.5-45) <0.001
Performance 69.44 (5.83) 70 (65-72.5) 28,89 (5.46) 30 (25-30) <0.001
Effort 61.67 (6.12) 60 (60-67.5) 61.11 (6.01) 60 (57.5-65) >0.99
Frustration 75.56 (6.35) 75 (70-80) 35(6.12) 35 (30-40) <0.001
Likert-scale questionnaire scores

Better understanding and communication 1.44 (0.53) 1(1-2) 4.67 (0.5 5 (4-5) <0.001

Lowering the learing curve 1.78 (0.67) 2(1-2) 4.44 (0.53) 4(4-5) <0.001

Better spatial awareness 1.22 (0.44) 1(-2) 4.89(033) 5(5-5) <0.001

Effectiveness as surgical supporting tool 2(0.71) 2(1.5-2.5) 4.67 (0.5) 5 (4-5) <0.001
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