[image: image1]Augmented reality for orthopedic and maxillofacial oncological surgery: a systematic review focusing on both clinical and technical aspects

		SYSTEMATIC REVIEW
published: 22 November 2023
doi: 10.3389/fbioe.2023.1276338


[image: image2]
Augmented reality for orthopedic and maxillofacial oncological surgery: a systematic review focusing on both clinical and technical aspects
Naqash Nasir1,2*†, Laura Cercenelli3*†, Achille Tarsitano1,4‡ and Emanuela Marcelli3‡
1Oral and Maxillo-Facial Surgery Unit, IRCCS Azienda Ospedaliero-Universitaria di Bologna, Bologna, Italy
2Orthopedics and Traumatology Department, IRCCS Azienda Ospedaliero-Universitaria di Bologna, Bologna, Italy
3eDIMES Lab-Laboratory of Bioengineering, Department of Medical and Surgical Sciences, University of Bologna, Bologna, Italy
4Maxillofacial Surgery Unit, Department of Biomedical and Neuromotor Science, University of Bologna, Bologna, Italy
Edited by:
Run Zhang, The University of Queensland, Australia
Reviewed by:
Cosima Prahm, University of Tübingen, Germany
Wen Qi, Polytechnic University of Milan, Italy
* Correspondence: Naqash Nasir, naqash.nasir2@unibo.it; Laura Cercenelli, laura.cercenelli@unibo.it
†These authors have contributed equally to this work and share first authorship
‡These authors have contributed equally to this work and share last authorship
Received: 11 August 2023
Accepted: 03 November 2023
Published: 22 November 2023
Citation: Nasir N, Cercenelli L, Tarsitano A and Marcelli E (2023) Augmented reality for orthopedic and maxillofacial oncological surgery: a systematic review focusing on both clinical and technical aspects. Front. Bioeng. Biotechnol. 11:1276338. doi: 10.3389/fbioe.2023.1276338

This systematic review offers an overview on clinical and technical aspects of augmented reality (AR) applications in orthopedic and maxillofacial oncological surgery. The review also provides a summary of the included articles with objectives and major findings for both specialties. The search was conducted on PubMed/Medline and Scopus databases and returned on 31 May 2023. All articles of the last 10 years found by keywords augmented reality, mixed reality, maxillofacial oncology and orthopedic oncology were considered in this study. For orthopedic oncology, a total of 93 articles were found and only 9 articles were selected following the defined inclusion criteria. These articles were subclassified further based on study type, AR display type, registration/tracking modality and involved anatomical region. Similarly, out of 958 articles on maxillofacial oncology, 27 articles were selected for this review and categorized further in the same manner. The main outcomes reported for both specialties are related to registration error (i.e., how the virtual objects displayed in AR appear in the wrong position relative to the real environment) and surgical accuracy (i.e., resection error) obtained under AR navigation. However, meta-analysis on these outcomes was not possible due to data heterogenicity. Despite having certain limitations related to the still immature technology, we believe that AR is a viable tool to be used in oncological surgeries of orthopedic and maxillofacial field, especially if it is integrated with an external navigation system to improve accuracy. It is emphasized further to conduct more research and pre-clinical testing before the wide adoption of AR in clinical settings.
Keywords: augmented reality, mixed reality, orthopedics oncology, maxillofacial oncology, surgery, tracking
1 INTRODUCTION
Augmented reality (AR) is a technology that allows the fusion of digital content into the real environment. The achieved augmented continuum is a virtual world in which virtual objects are overlaid on real elements, in the surrounding actual environment (Azuma et al., 2001).
The first AR system using a Head Mounted Display (HMD) was developed by Sutherland in 1968 (Feiner, 2002). Since its discovery, AR technology has been utilized by experts in many areas; such as entertainment, sports, gaming, retail, and also medicine. Indeed, the recent technological advancements in headsets and computer hardware resulted in many companies, especially in the entertainment sector, investing in AR devices which have become increasingly available and accessible. Therefore employed also in health-related applications particularly in the surgical fields.
When applied to surgery, the AR allows to improve the user’s perceptual and comprehensive ability by projecting three-dimensional underlying anatomy directly onto the user’s retina (via HMDs) or on a display screen.
AR in surgery has enormous potential to help the surgeon in identifying tumor locations, delineating the planned dissection planes, and reducing the risk of injury to invisible structures. Therefore, using AR in the operating room (OR) could be helpful in performing surgical tasks in a more accurate way. HMDs are particularly beneficial for AR surgical applications since they intrinsically provide the surgeon with an egocentric viewpoint, and offer improved ergonomics if compared to traditional computer-assisted surgical systems. This allows surgeons to concentrate on the task at hand without having to turn their heads away from the surgical field to constantly look at imaging monitor. The most ambitious goal in surgery is to use AR for intraoperative navigation. This involves taking data from preoperative imaging and using anatomical anchors in the operating field to register the two representations in real time.
Registration is an important step in computer-assisted surgical navigation in order to correlate the virtual content and the real surgical scene. In this context, the registration error can be defined as; the measurement of how much the virtual objects displayed in AR appear incorrectly positioned relative to the real environment.
For virtual-to-real surgical scene registration, AR systems typically use a camera coupled to a device marker; such as QR code, anchored to the patient (marker-based registration). Another option is marker-less registration which includes a combination of location data (from Global Positioning System), inertial measurement unit (IMU) data, and computer vision to track image features such as scene depth, the object surface, and object edges (Venkatesan et al., 2021).
The core of the registration modality is tracking, which means to determine and follow the position and orientation of an object with respect to some reference coordinate system over time.
Over the past decade, with the advent of multimodal and high-detailed 4D medical imaging (Bradley, 2008), numerous surgical specialties have integrated AR into their surgical workflow, namely; neurosurgery (Cannizzaro et al., 2022), urological surgery (Bianchi et al., 2021; Schiavina et al., 2021; Roberts et al., 2022), ophthalmology (Li et al., 2021), gastrointestinal endoscopy (Mahmud et al., 2015), cardiovascular surgery (Rad et al., 2022), spinal surgery (Molina et al., 2021a), breast surgery (Gouveia et al., 2021), and thyroid surgery (Lee et al., 2020). Some authors utilized AR to perform lateral skull-based surgery for cerebellopontine angle tumor (Schwam et al., 2021) and some used it in open hepatic surgery (Golse et al., 2021). Moreover, AR has also been employed in procedures such as perforator flap transfer (Jiang et al., 2020) and percutaneous nephrolithotomy (Ferraguti et al., 2022).
Orthopedic and Maxillofacial surgeries have been pioneers in the use of AR in a surgical setting (Barcali et al., 2022).
These two surgeries may represent very promising fields for the future clinical implementation of AR, since they are based on bony hard tissues which make it easier to have fixed references, i.e., bony structures, to be used for ensuring an accurate virtual-to-real scene registration between preoperative (virtual) and intraoperative (real) views.
Regarding orthopedic surgery, Alexander et al. (2020) formulated a 3D augmented reality system for the placement of acetabular component during total hip arthroplasty (THA) and found it to be more precise and faster than standard fluoroscopic guidance. Similarly, Ogawa et al. (2018) found AR to be more accurate when comparing it to conventional goniometer for acetabular cup placement during THA. In 2019, Tsukada et al. (2019) conducted an in vitro study on sawbone models for employing AR during total knee arthroplasty and concluded that the system provided accurate measurements for tibial bone resection. Consequently, in 2021, the same authors, formulated prospective cohort study on 72 patients. They emphasized that AR-assisted navigation to resect distal femur is more precise than the conventional method (Tsukada et al., 2021).
Augmented reality and its tools have emerged as a new paradigm also in spinal surgeries. Many authors have validated the use of AR navigation for the precise placement of pedicle screw (Elmi-Terander et al., 2018; Elmi-Terander et al., 2019; Gibby et al., 2019; Dennler et al., 2020) and some compared its accuracy with free-hand approach (Elmi-Terander et al., 2020). In 2021, Molina et al. (2021b) conducted the first human trial of using an FDA approved AR-HMD (X-vision Spine System, Augmedics) and demonstrated its clinical and technical accuracy in spine surgery.
In the context of oral and cranio-maxillofacial surgery, AR applications are of increasing interest and adoption (Badiali et al., 2020).
Sharma et al. (2021) proposed a marker-less AR navigation system algorithm with greater precision and faster processing time for jaw surgery. Similar to the article on marker-less image registration for jaw experiments published by Wang et al. (2019), this study demonstrated its clinical viability through minimal registration error and processing time.
Some other experiences of marker-less AR navigation have been reported for assisting the harvesting of periosteum pedicle flap and osteomyocutaneous fibular flap in head and neck reconstruction (Battaglia et al., 2020), as well as for guiding osteotomies in pediatric cranio-facial surgery (Ruggiero et al., 2023).
Similarly, recent studies in dental implantology have demonstrated the efficacy of AR for displaying dynamic navigation systems (Pellegrino et al., 2019; Shrestha et al., 2021). Ma et al. (2019) proposed an AR-assisted navigation with cone beam computed tomography (CBCT) registration method to attain the desired dental implant precision. They compared the navigation method to physician’s experience and concluded that AR guidance had better outcomes in terms of mean target error and mean angle error. Budhathoki et al. (2020) emphasized the use of AR navigation to visualize deep-seated anatomy, narrow areas and to provide positioning of surgical instruments to avoid positioning error complications during jaw surgery. Moreover, Gao et al. (2019) employed AR in mandibular split osteotomy. Same as, Pietruski et al. (2019) who incorporated AR navigation and cutting guides for mandibular osteotomies in 2019 and concluded that this technology can enhance the surgeon’s perception and hand-eye coordination during mandibular resection and reconstruction procedures.
Although AR technology has a long history in orthopedic and maxillofacial surgery, a complete analysis of its clinical and technical application on oncological cases is still lacking.
In this literature review, we provide the comprehensive up-to-date overview on current clinical applications of AR in orthopedic oncology and maxillofacial oncology, pointing out its benefits and current limitations. Moreover, we also elucidate the different technological aspects of AR used in each of these experiences to give an insight on how AR can be administered in oncological surgical scenarios.
2 MATERIALS AND METHODS
2.1 Searching criteria
This systematic literature review was conducted on PubMed/Medline and Scopus databases using the terms, “Augmented Reality” AND “Orthopedic oncology,” “Mixed Reality” AND “Orthopedic oncology,” “Augmented Reality” AND “Maxillofacial” AND “oncology,” “Mixed Reality” AND “Maxillofacial” AND “oncology” and “Augmented Reality” AND “Head and Neck” AND “cancer.” The same search was also attempted using the term “Cranio-maxillofacial” AND “oncology” in the place of “Maxillofacial” AND “oncology,” from which, however, no additional results were obtained with respect to what was already found. Searches for both specialty domains were done separately and 2 independent users performed search until 31 May 2023. Relevant articles of only last 10 years were included in this review paper. Manual search was also done in references of papers to see missing of any relevant paper. PRISMA-guidelines were kept in mind while preparing this review article.
The SPIDER (Sample, Phenomena of Interest, Design, Evaluation, Research type) method was used to construct the suitable research question: “Can augmented reality be considered a beneficial tool in orthopedic and maxillofacial oncological fields in achieving surgical accuracy?”
This review addresses this question by focusing on both clinical and technical aspects of AR in these two surgical disciplines, as well as on reporting current limitations and benefits.
Due to the qualitative and mixed-method nature of the included articles and the heterogeneity of the data, the term “evaluation” was left intentionally broad.
We performed the study selection based on the following inclusion criteria: studies on augmented reality applications in either orthopedic or maxillofacial field, only focused on oncology; studies reporting applications on different targets (e.g., phantoms, cadavers, animals and patients). All articles with either quantifiable or qualitative outcomes on augmented reality confined to both specialties with case reports were included.
Exclusion criteria were the following: articles “not relevant” (i.e., not related to augmented reality, not strictly related to oncological surgery, not related to orthopedic or maxillofacial surgery); articles with language of publication other than English; theses; conference papers; editorials; book chapters; review articles (as Review articles typically do not include sufficient specifics regarding the recommended solutions and are also considered as secondary source, therefore they cannot be used in data extraction process).
2.2 Data extraction and analysis
All the search articles available till 31 May 2023 were screened by title first and then abstract.
The authors, date of publication, study design, and data from the eligible articles were tabulated in Microsoft Excel® (Microsoft Corporation, WA). All articles meeting the inclusion criteria were read carefully and stratified following two parallel perspectives: a clinical one, i.e., focusing on the specific surgical application, the type of study (on phantoms, on cadavers, on animals, on humans), the anatomical region of interest, the virtual information provided to surgeon, and a technical one, i.e., the registration/tracking modality the type of AR display, the achieved registration and surgical accuracy).
Key findings of each article were also stated in given tables in the Results section for both orthopedic and maxillofacial specialties, and also depicted in bar histograms. However, meta-analysis could not be performed due to heterogeneity of literature. All these findings were validated by a second independent investigator to ensure the correct data acquisition and selection of the appropriate relevant literature.
Due to the fact that the included study designs exhibited a significant level of variability, as is often observed in the case of new technologies, they are developed individually with distinct features. Consequently, conventional approaches for evaluating the risk of bias were not suitable for use in this context. The authors generally evaluated and assessed the risk of bias to be low or negligible for data description, but it could be high for the analysis of the effectiveness of approaches used in these studies. Furthermore, none of the articles included in the review refers to a specific methodological protocol.
3 RESULTS
The initial search of the PubMed/Medline and Scopus databases was completed on 31 May 2023, and all available articles were scrutinized using the above-described criteria.
In the following paragraphs, an analytic overview of the selected papers and their classification were presented for both orthopedic oncology and maxillofacial oncology.
As depicted in flowchart (Figure 1), the databases search for orthopedic oncology returned 89 results while manual search yielded 4 publications. Fifty-nine articles remained after removing duplicates based on titles and abstracts. According to the inclusion criteria, only 9 of the 59 articles were included in this review. Other articles were excluded for the following reasons: “not-relevant” (n = 27), review articles/book chapters/editorials/conference papers (n = 22), non-English articles (n = 1).
[image: Figure 1]FIGURE 1 | A flowchart showing inclusion and exclusion criteria used for the search, and the resulting selected papers.
Similarly, for CMF oncology, 951 articles were found through PubMed/Medline and Scopus search and 7 from manual search. Out of total 958, 738 articles remained after removal of duplicates. Based on above defined criteria, 27 publications were included and others were eliminated for the following reasons: “not-relevant” (n = 395), review articles/book chapters/editorials/conference papers (n = 286), non-English language (n = 30).
For the included articles, both clinical and technical aspects are summarized separately in given tables for both specialties (Tables 1–4). For the clinical aspects, we classified the papers according to: the specific surgical application, the number of cases involved, the involved anatomical region, the type of study (i.e., on phantom, on cadaver, on patient), the virtual information provided to augment the surgeon’s view (Tables 1, 3). For the technical aspects, we considered the type of AR display and device, the used registration/tracking modality, as well as the achieved registration error and surgical accuracy (measured in mm) (Tables 2, 4). For each included article we provided in a separate table a brief description of the study and the major outcomes (Tables 5, 6).
TABLE 1 | Distribution of studies by clinical aspects of AR in Orthopedic Oncology.
[image: Table 1]TABLE 2 | Distribution of studies by technical aspects of AR in orthopedic oncology.
[image: Table 2]TABLE 3 | Distribution of studies by clinical aspects of AR in maxillofacial oncology.
[image: Table 3]TABLE 4 | Distribution of studies by technical aspects of AR in maxillofacial oncology.
[image: Table 4]TABLE 5 | Brief description of each article with aim and major outcomes, on Orthopedic Oncology.
[image: Table 5]TABLE 6 | Brief description of each article with aim and major outcomes, on Maxillofacial Oncology.
[image: Table 6]We also show in bar histograms the breakdown of the studies according to some of the most interesting aspects above mentioned (Figures 2, 3).
[image: Figure 2]FIGURE 2 | Bar histograms depicting types of study (A), anatomical regions involved in the surgery (B), registration/tracking modality (C) and AR display type (D), for Orthopedic Oncology.
[image: Figure 3]FIGURE 3 | Bar histograms depicting types of study (A), anatomical regions involved in the surgery (B), registration/tracking modality (C) and AR display type (D), for Maxillofacial Oncology.
3.1 Orthopedic oncology
For orthopedic oncology (Cho et al., 2017; Choi et al., 2017; Cho et al., 2018; Moreta-Martinez et al., 2018; Abdel Al et al., 2020; García-Sevilla et al., 2021a; Molina et al., 2021c; Moreta-Martinez et al., 2021; Pose-Díez-de-la-Lastra et al., 2022), four studies were conducted on phantoms (n = 1) or both on phantoms and prospectively on patients (n = 3). Three studies were conducted on animal cadavers, whereas, two studies directly employed AR on patients in OR. In the context of AR display and registration/tracking modality, five studies used screen-based display and eight studies opted for a marker-based registration/tracking modality. Regarding the anatomical region of interest, pelvis is the most involved anatomical region in the selected studies (n = 4).
The main outcomes reported in the included articles referred to the registration error of the AR systems, the AR-guided surgical accuracy in performing tumor resection compared to preoperative planning and/or to standard procedures (i.e., manual measurements), the placement error in positioning surgical guides or patient-specific implant under AR assistance.
Despite the fact that the application of AR in the field of orthopedic oncology has been relatively limited compared to maxillofacial oncology to date, the included studies demonstrate the potential future significance of AR technology in this surgical field.
3.2 Maxillofacial oncology
In the field of maxillofacial oncology (Scolozzi and Bijlenga, 2017; Battaglia et al., 2019; Gsaxner et al., 2019; Pepe et al., 2019; Kim et al., 2020; García-Sevilla et al., 2021b; Gsaxner et al., 2021; Meng et al., 2021; Ochandiano et al., 2021; Sahovaler et al., 2021; Scherl et al., 2021; Sugahara et al., 2021; Tel et al., 2021; Ceccariglia et al., 2022; Cercenelli et al., 2022; Chan H et al., 2022; Gao et al., 2022; Han et al., 2022; Modabber et al., 2022; Shi et al., 2022; Tang et al., 2022; Winnand et al., 2022; Yang et al., 2022; Necker et al., 2023; Prasad et al., 2023; Shaofeng et al., 2023; Zhao et al., 2023), in the majority of articles (n = 14) the proposed AR systems were tested on phantoms, and 8 on patients only. Five researcher groups carried out pre-clinical research on phantoms before using AR on patients. The marker-less registration approach (n = 14) and wearable AR displays, i.e., HMDs (n = 14), were utilized in the majority of the research studies. These two investigating factors made up 52% of the total studies. Mandible, being the most involved anatomical area of interest for AR implementation, comprises of 52% of total studied areas (n = 14).
The following are the primary findings that are covered in the articles: the registration error, the AR-guided surgical accuracy in performing tumor resection or flap harvesting compared to preoperative planning, and the AR-guided surgical accuracy compared to the more conventional use of 3D printed cutting guides. It is interesting to mention that, some studies in maxillofacial oncology have also incorporated external tracking navigation systems into augmented reality to improve accuracy and spatial relationships. The articles included have shown the importance of AR and its future perspectives in this field. Nevertheless, the majority of the studies underlined the need for additional research before clinical application.
4 DISCUSSION
In the set of orthopedic oncology articles, all studies utilized marker for registration except 1 (Abdel Al et al., 2020), which opted for marker-less registration. Mean registration error found to be less than 3 mm where measured (not all articles reported the registration error) excepting the one case of complex shoulder phantom (Pose-Díez-de-la-Lastra et al., 2022), where RMSE was slightly more than 3 mm with HoloLens 2.
Out of nine articles, only three randomized controlled trial studies (RCT) were reported (performed on animal cadavers). Mean AR-assisted resection was less than 2 mm as compared to conventional approach (e.g., manual resection) which had mean resection error more than 2.5 mm in these studies (Cho et al., 2017; Choi et al., 2017; Cho et al., 2018).
Included studies of orthopedic oncology also reported two cases, both achieved intended outcomes using AR without any complications (Abdel Al et al., 2020; Molina et al., 2021c). Moreover, one study demonstrated a better positioning of surgical guide in simulated pelvic tumor through AR as compared to freehand method (García-Sevilla et al., 2021a).
Regarding usability, only one study conducted a questionnaire survey with patients and surgeons, and the results turned out to be satisfactory (Moreta-Martinez et al., 2021). Ergonomics of the most popular AR devices, HoloLens 1 and 2, were discussed by Pose-Díez-de-la-Lastra et al. (2022) while comparing them on two orthopedic cases. They indicated that HoloLens 2 has superior ergonomics (score 4 out of 5) as compared to HoloLens 1 (score 2.84 out of 5).
The primary outcomes of the included articles in orthopedic segment demonstrated the utility of AR and showed even better results than conventional procedures in some cases. However, some of the limitations of the orthopedic segment is that few articles discuss the usability and ergonomics of this technology. Only three out of nine articles are randomized controlled trials (RCTs), making it difficult to derive a statistical comparison value from the current studies. Furthermore, only four articles provided surgical accuracy (Cho et al., 2017; Choi et al., 2017; Cho et al., 2018; García-Sevilla et al., 2021a) and only four provided registration error (Choi et al., 2017; Moreta-Martinez et al., 2018; Moreta-Martinez et al., 2021; Pose-Díez-de-la-Lastra et al., 2022) showing the limitation of this research.
Over all, with consideration of sufficient accuracy achieved in terms of registration error and surgical accuracy during surgical simulations, it can be said that AR is beneficial and helpful in orthopedic oncological surgeries. However, due to limited literature in orthopedic oncology till date, further testing is recommended.
In maxillofacial oncology, out of eight marker-based studies, only two reported AR regisration error in terms of fiducial registration error (<1 mm) (Sahovaler et al., 2021; Chan H et al., 2022). Marker-less registration error (where measured in articles) ranges from less than 1 mm to upto 2 cm (Gsaxner et al., 2019; Gsaxner et al., 2021; Cercenelli et al., 2022; Shi et al., 2022; Yang et al., 2022). This shows that some articles did not achieve the desired precision in AR registration through the marker-less approach.
Marker-based AR surgical accuracy was reported in five articles and it was demonstrated in terms of deviation from pre-planned surgical resection. Mean surgical resection error was measured to be less than 3 mm among these articles (Kim et al., 2020; García-Sevilla et al., 2021b; Chan H et al., 2022; Gao et al., 2022; Zhao et al., 2023). Conversely, seven articles reported surgical accuracy using the marker-less approach. The accuracy ranges from 0.49 to 2.77 mm in six articles (Ceccariglia et al., 2022; Cercenelli et al., 2022; Modabber et al., 2022; Shi et al., 2022; Tang et al., 2022; Winnand et al., 2022), whereas, one study had a maximum surgical error of 6.08 mm which did not meet surgical requirement (Yang et al., 2022).
Two studies employed both marker-less and marker-based registration, the latter being used mainly in the case of lack of surface features easily recognizable (Shaofeng et al., 2023) or to introduce a calibration procedure aimed at improving registration accuracy (Pepe et al., 2019). Particularly in (Shaofeng et al., 2023) the surgical accuracy, in terms of distance deviation between the planned osteotomies and postoperative cuts performed under AR guidance, was measured in the range of 0.88–2.01 mm. Manual alignment for virtual-to-real registration was performed in five articles (Meng et al., 2021; Scherl et al., 2021; Han et al., 2022; Necker et al., 2023; Prasad et al., 2023) and only two of them reported errors in terms of overlaying AR images. One study showed average relocation error of 4 mm ± 3.9 mm with HoloLens 2 (Prasad et al., 2023), whereas the other measured mean registration error of 1.3 cm with HoloLens 1 (Scherl et al., 2021). Even though it is hard to comment based on only two results, it seems that chances of error are more in manual registration as compared to marker-less or marker-based approach.
Two of the three case reports on maxillofacial oncological surgery were qualitative, while one case of fibrous histiocytoma had quantified findings with an overall mean discrepancy of 2.77 ± 1.29 mm using AR (Kim et al., 2020). According to qualitative studies, the incorporation of mixed reality during pre-surgical and intra-operative phases allows for precise surgical outcomes and is helpful for lesion identification and determination of its extension (Scolozzi and Bijlenga, 2017; Sugahara et al., 2021).
A total of seven studies have examined the utilization and precision of AR in the context of flap harvesting for mandibular restoration (Battaglia et al., 2019; Meng et al., 2021; Cercenelli et al., 2022; Han et al., 2022; Modabber et al., 2022; Winnand et al., 2022; Zhao et al., 2023). Among these, two of them conducted a comparison between marker-less AR guidance and cutting guides in the context of iliac crest harvesting (Modabber et al., 2022; Winnand et al., 2022). The results indicated that cutting guides exhibited superior precision compared to AR navigation in terms of, both distance and angular deviation from pre-determined trajectories. However, the distance deviations were less than 2.7 mm in AR group. In contrast, Zhao et al. (2023) employed a marker-based methodology to assess the fibular flap, yielding an average distance deviation of 1.22 ± 0.12 mm. One possible explanation for this phenomenon is that the marker-based approach tends to exhibit more accuracy in comparison to the marker-less approach in relation to lower limb bones. This might be attributed to the specific shape and contour of these bones, which pose challenges for marker-less registration techniques.
It is interesting to outline that five of the studies utilized external navigator system with mixed reality. Four of them incorporated external navigation into mixed reality to enhance accuracy and spatial relationships (Scolozzi and Bijlenga, 2017; Gao et al., 2022; Tang et al., 2022; Yang et al., 2022) and one study compared AR and optical tracking system (OTS) accuracy (García-Sevilla et al., 2021b).
García-Sevilla et al. (2021b) compared AR and OTS for surgical navigation and concluded that they have similar accuracy with errors below 1 mm. Gao et al. (2022) used HoloLens and OTS on five patients of cranio-fibrous dysplasia and the mean registration error across all cranium models was 1.036 [image: image] 0.081 mm. Tang et al. (2022) conducted a study to evaluate efficacy and accuracy of mixed reality, which is augmented by surgical navigator, on seven patients of maxilla and mandibular tumors. The mean deviation from pre-defined osteotomy plane was 1.68 [image: image] 0.92 mm (set target error was 2 mm). However, in the study by Yang et al. (2022), cross linking of mixed reality and optical navigator did not produce clinically required accuracy (maximum error was 6.08 mm), but authors highlighted that this system enhanced spatial experience and work efficiency. Furthermore, in one case report, researchers utilized tracked-microscope-based AR system and they emphasized that this system was helpful in identifying and determining the extension of pleomorphic adenoma of lacrimal gland (Scolozzi and Bijlenga, 2017).
Feasibility and usability studies were conducted in two articles in maxillofacial oncology. In one study, the standard ISO-9241/110 feasibility questionnaire based on the 5-point Likert Scale was conducted on both medical staff and AR experts, and overall feedback turned out to be positive (Pepe et al., 2019). In another article by Gsaxner et al. (2021), AR usability evaluation received a SUS of 74.8 [image: image] (>68 indicates above average) with the 5-point Likert scale of 4.5 [image: image] 0.7 out of 5 (5 representing extremely positive).
In addition, AR guided simulations scored higher as compared to virtual unguided resections in mental demand, performance, effort and frustration in preclinical study conducted on phantoms by Chan H et al. (2022).
Some clinicians find the AR system simple to learn and use, which improves their decision-making skills (Gsaxner et al., 2021), whereas, some authors stressed on the importance of pre-clinical education in managing the technology’s steep learning curve (Ochandiano et al., 2021).
Despite of the fact that a few studies did not achieve sufficient accuracy in terms of registration error and surgical accuracy in maxillofacial oncology, the overall outcomes seem to have a positive impact of AR in maxillofacial oncological surgeries. For instance, according to Chan H et al. (2022), AR guided resection improved negative margin and had more similarities with pre-planned cutting planes. Similarly, Shaofeng et al. (2023) came to conclusion that AR system accuracy is similar to that of surgical guide while testing it on mandibular tumor and fibular reconstruction. They also emphasized that it enhances surgeon’s hand-eye coordination in executing surgeries. Ceccariglia et al. (2022) found the discrepancy of under 2 mm between AR projected osteotomy and customized cutting guide osteotomy. Shi et al. (2022) concluded that AR navigation can effectively display and guide the surgical path and helps in achieving desired results. Furthermore, Sahovaler et al. (2021) showed advantage of AR over unguided simulations. However, some pressing concerns like limited depth perception and time required for auto-registration were also mentioned in some studies (Pepe et al., 2019; Gsaxner et al., 2021; Modabber et al., 2022).
Similar to orthopedic oncology, maxillofacial oncology section also lacks in many aspects. Feasibility questionnaire survey and ergonomics are discussed in only few articles. The different methods of evaluation in articles limited the ability to provide quantifiable results. Additionally, only 10 out of 27 articles reported on registration error and only 14 reported on surgical accuracy. Conversely, further research is emphasized pre-clinically before implementing AR in operating rooms.
We should advocate for the development of a technique that is uniform and consistent in order to investigate this new technology and make it possible to conduct meta-analyses for future investigations. This stage is crucial for gathering data to support the use of AR in oncological procedures in both disciplines. Additionally, we stress the importance of including external navigation in AR in future experiments in order to enhance the precision and depth perception of this infant, yet useful technology. Moreover, through the use of standardized questionnaires, SUS, and a 5-point Likert scale, feasibility and ergonomics should be evaluated.
We observed from the collected papers that an important aspect of AR implementation is three-dimensional printing (3D printing), also referred to as rapid prototyping, which is typically used for obtaining pre-operative patient-specific phantoms replicating the anatomical structures of interest. These phantoms are typically used in the papers to perform the surgical task preoperatively under AR guidance, as well as to evaluate both the registration error and surgical accuracy (Moreta-Martinez et al., 2018; Gsaxner et al., 2019; Pepe et al., 2019; García-Sevilla et al., 2021a; García-Sevilla et al., 2021b; Gsaxner et al., 2021; Moreta-Martinez et al., 2021; Ochandiano et al., 2021; Sahovaler et al., 2021; Tel et al., 2021; Chan H et al., 2022; Gao et al., 2022; Pose-Díez-de-la-Lastra et al., 2022; Shi et al., 2022; Shaofeng et al., 2023). When using a marker-based tracking approach, the reference marker which is designed to fit in a unique position on the patient, is produced by 3D printing (Moreta-Martinez et al., 2021; Cho et al., 2017; Choi et al., 2017; Cho et al., 2018; Moreta-Martinez et al., 2018; García-Sevilla et al., 2021b; Ochandiano et al., 2021; Sugahara et al., 2021; Pose-Díez-de-la-Lastra et al., 2022; Shaofeng et al., 2023). Moreover, in some cases (Moreta-Martinez et al., 2018; Ceccariglia et al., 2022) patient-specific surgical guides used for comparative evaluation with AR guidance on surgical accuracy are manufactured via 3D printing. Finally, some studies clearly suggest to use AR and 3D printing in combination to improve surgical efficacy, accuracy, and patients experience (García-Sevilla et al., 2021a; Moreta-Martinez et al., 2021).
4.1 Limitations of AR in surgery
Despite the fact that AR is a growing technology, it is not without limitations and complications. Surgeons should be well aware of the limitations of augmented reality in surgery, including technical challenges, limited field of view which limits the amount of virtual content available to the user, high implementation costs and limited user experience. In addition, they should consider how these limitations may impact the accuracy and efficacy of AR systems, as well as the surgical outcomes. Before incorporating AR into clinical practice, it is essential to execute a comprehensive analysis of its viability and benefits.
For instance, the viewing distance and angle of commercially available HMDs, such as HoloLens 2, are not optimized for use in surgery since the focus distance is suboptimal for medical procedures that are typically carried out at arm’s length and with the head bowed to observe the operative field (Wong et al., 2022).
To the authors’ knowledge, today only two “surgery-specific” headsets are available for AR-based intraoperative guidance: the X-vision Spine System by Augmedics, which received FDA approval (https://www.augmedics.com/), and the VOSTARS system, still under investigation (https://www.vostars.eu/). VOSTARS is promising new wearable AR system designed as a hybrid Optical-See-Through (OST)/Video-See-Through (VST) HMD capable to offer a highly advanced navigation tool for maxillofacial surgery and other open surgeries. An early prototype of the VOSTARS system (Ruggiero et al., 2023) has been already evaluated in phantom tests and demonstrated a sub-millimetric accuracy (0.5÷1 mm) in the execution of high-precision maxillofacial tasks (Cercenelli et al., 2020; Condino et al., 2020).
The issue of depth perception is another challenge that surgeons have to consider when applying AR technology during surgical procedures (Sielhorst et al., 2006). Surgeons must accurately gauge the distance between their instruments and the intended targets for AR surgery to be successful. However, accurate distance estimation during AR-assisted surgery is complicated by the fact that tools and target landmarks are 3D-rendered (Choi et al., 2016).
In order to implement AR in surgery, complex technical solutions, including medical-grade software and hardware systems, are required. For example, consumer-grade computer systems are suboptimal for displaying high-quality 3D rendered objects, and HMDs have a limited battery life (2–3 h), which can result in technical issues such as system failure, calibration errors, and latency. These obstacles may limit the accuracy of AR systems and result in surgical complications (Wong et al., 2022).
In addition, surgeons using AR-HMDs must contend with the limited field of view, restricted binocular field and projection size (Lareyre et al., 2021).
Virtual-to-real scene registration with HMDs is another major issue when using AR for surgical guidance and simulation, resulting in inaccurate identification of the deep anatomical structure in question. Due to the fact that these display devices were not devised for medical purposes, their technical characteristics are less suited for surgical procedures (Badiali et al., 2020).
Surely, a marker-less registration, i.e., without the use of fiducial markers or trackers anchored to the patient, is highly preferable in surgery, however it is not always feasible for certain surgeries. As also emerged from our analysis, in maxillofacial oncological surgery a marker-less based approach seems to be more viable since the edges of anatomical parts (e.g., mandible or skull) are more accessible and trackable during surgery; conversely, in orthopedic field the intraoperative recognition of bone edges may be more difficult.
During surgery, a surgeon using an AR headset may endure discomfort, weariness, eye strains, and headache. Furthermore, it is possible that the surgeon’s ability to focus on the surgical operation field might get impaired due to the visualization of augmented information. However, in a study conducted on simulation sickness, in 2018, authors showed that out of 142 HMD’s users from various fields, only few experienced mild discomfort (Vovk et al., 2018).
Because this technology is high priced and requires significant investment to initiate and implement in hospitals, it is not widely accessible in all medical settings. Consequently, the data associated with augmented reality in the surgical field are rather preliminary and require further testing and analysis.
The AR application has a steep and costly learning curve. It requires expertise, and most surgeons are unfamiliar with AR utilization. So they must collaborate with biomedical engineers to implement this technology in the operating room. Personnel must endure time-consuming hands-on training in order to implement AR in hospital surgical setups.
When information needs to be electronically distributed to several departments in order to make patient-specific tools for AR, patient data privacy is another concern that must be addressed. When dealing with sensitive information pertaining to patients, certain national regulations should be followed in order to protect and secure both their safety and their privacy.
4.2 Future of AR
Augmented reality is being recognized as a promising application for enhancing the outcomes and standard of care for orthopedic and maxillofacial oncology patients. Especially in complex oncological cases that require a strategic planning for execution and comprehension, it is emphasized that surgeons should consider using augmented reality where applicable, in combination with 3D printing. However, implementation of AR and its tools in surgical cases and healthcare has certain shortcomings which can be improved with future advancement in technology. Depending on the complexity of cases, process from procuring CT scan/MRI images to 3D printing of pre-surgical phantoms and developing a patient-specific AR application take days, sometimes even months including preoperative surgical planning and simulation training. Surgeons and biomedical engineers must work together to refine and successfully execute the procedure. Therefore, as future perspective, AR cannot be used in emergency cases and can only be advised in elective surgeries. Despite these facts, we continue to believe that AR technology has the potential to revolutionize the conventional methods of oncological surgical procedures and overcome all of these limitations. Augmented reality is expected to help in better understanding of tumor anatomy and in plan the resection accordingly. This will contribute to improve the outcomes and standard of care by limiting the recurrence rate while attaining the desired surgical margins with accuracy.
5 CONCLUSION
Currently, augmented reality is one of the most innovative technology in the field of surgery, particularly orthopedic and maxillofacial surgery. Due to its real-time visualization of preoperative images and planning directly on the patient, AR can be particularly beneficial for oncological surgeries in both fields to achieve the desired surgical accuracy. In oncological surgery, the AR allows to overcome some limitations of conventional computer-assisted surgical navigation, such as the surgeon’s attention shift from the operative field to view the navigation monitor, as well as to avoid the lead-time in manufacturing 3D-printed cutting guides. Indeed, AR should be used as a complementary tool to other computer-assisted technologies, as suggested by our literature review: particularly for maxillofacial oncology, surgeons have begun to incorporate external navigation systems into AR to track the surgical probe or instruments, to further improve accuracy and spatial relationships.
Even though AR technology is still in its infancy and has certain limitations, the current outcomes of its application in both disciplines are promising to support its clinical use. Certain concerning aspects still remain, related to image-to-patient registration and surgical accuracy. In the present review, we attempted to identify a range of registration error and surgical accuracy based on results from both surgical domains. Although it is difficult to derive general ranges due to the involvement of various anatomical regions and different complexity for each domain it can be observed that AR resection error exhibited greater accuracy compared to conventional un-guided resection, hence successfully attaining the desired goals without any associated complications. Additionally, in some studies the AR navigation showed comparable accuracy with pre-planned virtual cutting planes and with customized cutting guides.
We believe that the still limiting technical aspects on registration and surgical accuracy can be improved and overcome with further development in hardware and software used for AR. For that, industry-academic partnerships are essential to advance the technology, in conjunction with clinical studies to assess its benefits and role in the clinical practice.
In conclusion, although AR is seen to have the capacity to enhance surgical efficiency and ensure patient’s safety, further search needs to be done pre-clinically in order to improve its accuracy and before achieving its wide adoption in clinical settings.
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Chan H et al. Chan et al. 2022 | Phantom Tumors and cutting Simulated Maxillary tumors Maxilla 5
(2022) planes.
Sahovaler et al. | Sahovaleretal. | 2021 | Phantom Tumors and cutting Simulated Sinonasal tumors Sinonasal 4
(2021) planes.
Shi etal. (2022) | Jiafeng shi 2022 | Phantom Mandible and osteotomy | Mandibular tumor Mandible 1
etal line
Cecaariglia et al. | Ceccariglia 2021 | Patient Skin, tumor with 1 maxillary squamous cell Maxilla, mandible 3
(2022) etal. surrounding normal bone | carcinoma,1 osteomyelitis of left
and cutting planes jaw, 1 osteomyelitis of left mandible
Ochandiano et al. = Ochandiano | 2022 | Phantom Mandible with teeth, 8 mandibular, 1 maxilla,1 tongue | Mandible, maxilla, 7
(2021) etal. and Patient | implant position and and 1 hard palate tongue, hard palate
angulation, splint
(tracker)
Gsaxner et al. Gsaxner etal. | 2019  Phantom Bone and tumor mass. Head and neck cancers (not Head and neck (not | 8
(2019) and Patient specified) specified)
Pepe et al. (2019)  Pepe et al. 2019 | Phantom Tumor, reference Simulated Head and neck tumor | Head and neck (not | 1
markers, slice of PET-CT specified)
scan
Garcia-Sevilla Garcia-Sevilla | 2022 | Phantom Bone, tumor, surgical Adenoid cystic carcinoma Hard palate 1
et al. (2021b) etal. and Patient | resection margin, splint
for tracking
Tel et al. 2021) | Tel etal. 2021 | Phantom Skull with maxillary Inferior orbital compartment Orbit 5
and Patient | sinuses, muscles and fat, | tumors (3 cavernous hemangioma,
tumor, infraorbital nerve, | 1 neurofibroma, 1 schwannoma)
optic nerve
Gsaxner et al. Gsaxner etal. | 2021 | Phantom Skull and tumor, Head and neck carcinoma (not Head and neck (not | 1
(2021) orthogonal slices of specified) specified)
imaging in anatomical
planes
Sugahara et al. Sugaharaetal. | 2021 | Patient Tumor, nasal cavity and | Maxillary calcifying odontogenic | Maxilla 1
(2021) maxillary sinus with cyst
surrounding normal skull
Shaofeng et al. Shaofeng Liu | 2023 | Phantom Mandible, teeth, resection | Bilateral mandibular simulated Mandible 9 model trials,
(2023) etal. and Animal | lines, surgical saw, tumor 12 animal trials
fixation screw
Prasad et al. Prasad BA 2023 | Human Simulated cancer 20 different simulated Head and | Head and neck (not | 20
(2023) etal. Cadaver neck cancers specified)
Gao etal. (2022) | Gao etal. 2022 | Phantom Skull and virtual Craniofacial fibrous dysplasia Maxilla 5
recontouring plan
Kim etal (2020)  Jin Kim etal. | 2020 | Patient Skull, tumor and cutting | Malignant fibrous histiocytoma of  Maxilla 1
planes the maxilla
Yang etal. (2022) | Yang et al. 2022 Patient Mandible with tumor and | Mandibular tumor Mandible 4
surgical planes
Tang etal. (2022) = Tang et al. 2022 | Patient Skaull, tumor, surgical Maxillary and mandibular tumor | Maxilla, mandible 7
planes, probe
Scolozzi and Scolozzi etal. | 2017 | Patient Skull and tumor Pleomorphic adenoma of lacrimal | Orbit 1
Bijlenga (2017) gand
Cercenelli et al. | Cercenelli 2022 | Phantom Bone, vessels, skin, Skin paddle harvesting in Mandible ;!
(2022) etal. osteotomy line osteomyocutaneous fibular flap
Scherl etal. (2021) | Scherletal. | 2021 | Patient Surface of the face, Parotid tumor Parotid Gland 6
mandible, masseter,
parotid gland, tumor
Necker et al. Neckeretal. | 2022 | Human Mandible, tumor Mandibular tumor Mandible 1
(2023) Cadaver
Hanetal (2022) | Linetal. 2022 | Phantom Arteries, veins, bone Mandibular ameloblastoma Mandible 1
and Patient | tissues
Zhao et al. (2023) | Zhao et al. 2022 | Cadaver Fibula, osteotomy lines | Mandible (application: fibular flap = Mandible 7
harvesting)
Modabber etal.  Modabber 2021 Cadaver Tliac crest with planned | Mandibular tumor (application: Mandible 10
(2022) etal. osteotomies iliac crest harvesting)
Mengetal (2021)  Mengetal | 2021 | Cadaver Fibula, fibular flap with | Mandible (application: fibula flap  Mandible 1
cutting planes harvesting)
Battaglia et al. Battaglia et al. | 2021 | Patient Skin, fibula, cutting Mandible (application: fibular flap | Mandible 3
(2019) guides, arteries harvesting)
Winnand etal.  Winnand etal. | 2022 | Phantom Tliac crest with planned | Mandible (application: iliac crest  Mandible 10
(2022) osteotomies graft harvesting)
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Reference Authors Target Virtual Specific surgical application Anatomical
of study content region
Moreta-Martinez et al. | Moreta etal. | 2021 | Phantom | Bones, tumors, 2 myxofibrosarcoma, 1 liposarcoma, 1 Ewings | Femur, thigh, calf, = 6
(2021) and Patient | cutting planes sarcoma, 1 fibrous dysplasia, pelvis, shoulder
1 undifferentiated pleomorphic sarcoma
Cho et al. (2017) Choietal. | 2017 | Animal Coloured template | Simulated femur tumor Femur Total =
cadaver of tumor with 123
normal bone and AR = 82
safety margin con =41
Cho et al. (2018) Choietal. 2018  Animal Tumor, surgical Simulated pelvic tumor Pelvis Total =
cadaver plane and safety 36
margin AR =18,
con=18
Choi et al. (2017) Choietal. | 2017 | Animal Tumor, safety Simulated pelvic tumor Pelvis Total =
cadaver margin, resection
and saw plane
Molina et al. (2021¢) Molina etal. | 2021 | Patient Tumor and L1 chondroma Spine 1
osteotomy
trajectory
Abdel Al et al. (2020) Abdel etal. | 2020 | Patient MRI images with | Soft tissue sarcoma Foot 1
tumor
Garcia-Sevilla et al. Garcia- 2021 | Phantom | Bones and PSI Simulated Pelvic tumor Pelvis 6
(2021) Sevilla et al.
Moreta-Martinez etal. | Moreta etal. | 2018 | Phantom  Skin, bone and Ewings sarcoma Tibia-fibula 1
(2018) and Patient | tumor
Pose-Diez-de-la-Lastra | Pose-Diez- | 2022 | Phantom  Bone, tumorand  Extraosseous Ewing’s sarcoma and Tibia-fibula, 2
etal. (2022) de-la-Lastra and Patient | surgical guide Undifferentiated pleomorphic sarcoma shoulder

etal.
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n with aim and outcomes

A Authors conducted a preclnical study on phantoms to addres the sue of margin contol using AR. 5 phantom models with maxillay tumors were
created and 5 resident surgeons carrid out both AR-guided simulated resecton and virtsl unguided resectons for comparison. 115 ostcotomics were
performed vitually and comparison was done on basis of intalesonal cuts (<0 mim), close (>0 mim and <5 mm), adequate (> mm and <15 mm) and
exceeding distance (>15 mm) from tumor

Resolts/Conclusion: Registration eror was les than 1 mum for AR application. In context of surgical accuracy,Intratumor margi was 0% in ARguided
resceton versus 1.9% i unguided smulation, Close margin slo showed lo percentage f 0.8%ind 7.9% i AR guided and unguided resctions, espectiely.
I ot cases, pvalue was <0.0001. With  p-vale o 0015, the percentage was grater for the AR-guided simolaton at 25.3% 35 opposed to 186% i the
unguided simultion for “adequate” resction. No diferences were noted fo excesive margins. In adtion, AR-gided simulatons scored higher in mental
demand, performance, ffort, and frustation. According to authors, AR-guided resctions had mre similaites with pre-planned surgical planes
‘Consequently,they concluded that AR methodology improves negative margin through more precise endering of preplan cutting plancs

Aim: Resarchers conducted 3 preclinical study to compare approsch of AR and inraoperative navigation (IN) on sinonasal malignancies emol, five
Surgeons performed simulations of virtal cuts to ompare AR approsch and advance IN spproach on four tumor models. Unguided, AR, IN and AR+ N
‘simultions were performed and statisticlly compared. Making itratumor cutsthe ey outcome,th others “cose,adequate, and excessive distances” from
tumor were also analyzed in percentages. Additonally, screning timing was calculted based o the information from gaze tracker headsct
Results/Conclusion: AR application regisraton esror was <1 mm. Ot of 335 cuts, percentage of ntratumoral cuts were 207%, 94%, 1.2% and 0% for the
unguided, AR, IN, and ARVIN simulation, espectvely (p < 0.00D1) showing the advantage of AR over unguided simultion. IN approach decreases
intratumorsl cuts s compared to AR alone spproach. Wheress, combination of both AR and IN did notimprove intrturmoral rate sigaifcatly (p-value 05).
“The screening timing in unguided, AR, IN, and AR+IN turned out o be 55.5%, 0%, 78.5%, and 61.8%,respectivly (p < 0.001). The screening time and
workload score (NASA-TLX questonnaire Scor) in ARYIN approach improves as compared to N alone approach. Hence,the authors concluded that AR
navigaion improves open sinonsal tumars resectons s well as overcome the ttntion-deterioatingscrecning problem o IN. Howexer, more works nceds o
be done on this application before clinical implementation

A o this atcle, authors conducted a study based on marker-less tracking on mandibula edge fo resction of benign masiloficial tumor 10 avoid the
s caused by guiding plat. Before surgery, thy replicated the 3D model for discased bone for pre-surgical simulation and access the lines of
resection of tumor

Resolts/Conclsion: They analyzed the marker-lss surfce registration rvor nd turned out 0 be 06153 0.2826 mm (<1 mm),afected by system ertor and
mpact wasignored surgicaly Surgical eror s assesd using an experimental AR system and found out o be 04858 + 0.3712 men (<1 mm). The authors
concluded that AR-guided marker-les naigation can ffctvely display and guide the surgica path. Therefore, it helps i achiving he desird resultsand has
a posiive impact on doctors

Aim: I this sty authors demonstrsed the application of marker-less AR registation for removalof masxilofucial tumors,and perormed th resectional
Surgeries o three patients suffring from oral tumors using AR. Two males and one femle patients with the mesn age of 56 years undervent seven group of
asteotomies in tota. These astotomics were analyzed by comparing corticotomy lins dravn by AR guidance and customized cuttng goides
Resolts/Conclsion: The difference of under 2 mm was noted between AR projected osteotomy and customized cutting guide oseotomy; hence showing that
marker-frce AR navigation i ahievsble. However, the authors also emphasized that futherrescarch s needed to be doneon marker-lssfcialregisration for
maxillofacial tumors resecton despite being considred safe

: Authorspublishd sn aticle emphsizing the role of 3D printing, virtal surgiclplanning (VSP) and sugmented reality i hesd and neck tumors abltion
and dental implants. They included 11 patints. Out of which, § suffred from mandibula, 1 tongue, | mxila and 1 hard plate carcinoma. Tota of
56 implants were inserted, bt 6 of them were withdrawn from data analysis due to unavoidable ntrs operative complications, Using intrsoperative ifrared
optical navigtion (for the ist fou patients), surgeons virtualy planned and transfered the prosthetially diven dent placement to the patien.
Finaly, they use s combination of conventional staicteth supported 3D-printed aceylic gide sent, ntraoperstive dynamic navigation, and AR fo final
intraoperative veriicaton f ther seven patents. Difernces in mplants coronal apical,and angularlocation btween preoperative 3D planningand guided
intraoperaive placement were quantifed

Results/Conclsion: Due to jigregistration instbily, initial simple infrared navigated cases achieved low accuracy. Dynamic navigaton cases that follow
achicved 1-1.5 mm insertion point devation with the help ofhighly stable acrylic static guides used s reerence and o register markers Hence, Image-guided.
surgery, 3D printing, and AR technology could b usd o precisely pan, implantaton and reconstrucive surgerie. The authors went on (o stres the
importance of preclinicl cducation in mansgin the technology's steep learning curve

i Authors employed marker-frce inside-outimage o fice registraton forsugmented ralit n hesd and neck oncologicalcases. For that, they 3D printed
cight phantom heads of subjects it tamorsintisrgion and subsequently tested the spliction’ vibilty on human subjct. For sccuracy cstinmation,arget
registration error (TRE) was measured through fve diffrent andmarks and compared it with optical tracking system

Results/Conclusion: TRE was epeated 10 times o each phantom and humman subject reporting mean TRE of 9.2 £ 1.5 mm,in comparison o eror of high-
precsion opicltracking sysem of 39 2 1.8 mm in transaton and 49 2. in otation. Even though authors did not achicve the desred precision required
for this type of nterventon due to certain restrictions,they sl beleve that AR is  vable tool for these nterventions

A I this artice,authors employed a markerlessapproach fora head and neck tumor demonstration on a 3D PET CT scan-acquired meel In model, xand
yaxes were marked long the horizontaland vertical axis of the tamor mass forevaluation purposes,whereas the -axis depits the direcion o gaze. Red points
‘vere added o facal landmarks to measure the registation exvor aganstthe gree virua point rom the AR application, and a experienced user repeed the
measurements four times. Automatic egitation eror was anlyzed vwith and without user calibet

Results/Conclsion: Ertors with ser calibration (markers) long the . ,and 2axs were o be ~45. 29 mm, 33 2.3 mim and -9.3 6.1 mm,respectiely.
“These erors had nearly doubled values without user calbration (without markers)along these axes (12,5 25 mm, 7.0+ 2.1 mm and — 190+ 20 mm),
indicating that ser clibration guarantees 2 more precse registzation. However, the most anticipatd difficuly during this study appears to be physician’s
limited depth perception, which estricted him from viewing the 3D model rom certain angles. Moreover, the standard ISO-9241/110 feasibility questionmaire
based on 5-point Likert Scle was conducte and overallfeedbuck turned out to be positive

A o this study, authors compared three diferent navigation techniques for e biocresction of exophytic nvasive adenoid cystic cacinoma ofthe hard
palae. Preoperstive simulation and accuracy of these surgical navigations based on pre. defined surgial margins sere estimated on phantom and esch
simultion was repeated three times

Results/Conclusion: Iniily, an optical trackng system (OTS) faclaing registration using srews (fve screws were attched to mailla before image
acquisition) was examined for surgcal guidance. The median deviation from the desird surgical margin was 057 man, but withlowest vriatons (IQR of
024 mim). Wheress, OTS enabling regstration with surgical guide (splint),had median and IQR both higher than srew registration. AR navgation, on the
other hand, had thelowest median of 040 mm, but with high varition exhibitng IQR of 0.8 mm. However, no sttistical diference s noted in tes of
accuracy (errors below 1| mim). But, owing o low ertor variatons, OTS with screw registrtion was considerd for ral surgical ntervention, giving he iducial
point registraton errors of 0.7, 093 and 081 mm over thce different repeitons. Additionaly, AR was also tested in OR for qualtative study. Authors
concluded that these navigationl approaches ar accurate and convenicnt for misimal invasive and conservational approsches

A The authorsconducted a qualtatve investigation int theuseof computerassstedpre-operative surgical lanning,virtual endoscopy, and AR naigation
forthe resecion ofvarious histopathologicl masses i the nfeior arbital compartment vi trsnsantralapproach. Five patients vith disease-rlted mainsigns
and symptoms were incuded. Pe-surgial simulation was conducted on patient-specifc 3D-printed model

Resolt/Conclsion: Ultmatey,surgery s performed under transmxilley navigation guidance using vitual models o verify the correct surgicalpositioning
throughout all csental sages of endoscopic transantrl approach. Excisions were performed through a transantal approach on sl patients without
intraoperatve o long-term postoperativ complications. I was dtermincd that cach step of virtual planning can be eplicated wih eltive precsion during
actusl surgery. I the context of AR implementaton, accurae rscking and overlaying were performed on cach patent spcific phantom fr preopertive
simulation, ighlghting it rol during preoperative study, raining, and actual surgery

Aim: This article emphasized on praticabilty and utlity of s designed AR system fo head and neck tumor simulation and cliniclsttngs. Hleven healtheare
personnel with extnsiveexperience in the head and neck region were recruited, Duringtheinital segment of training participantsreceved a comprchensive
inteoduction and demonstraton ofthe HoloLens system using  ptient phantom, The researchers wer then requested o caluate the AR system n 3 healthy
volunteer with a simulated tumor in the head snd neck regio to demonstate a clinical case uring th testing phase

Results/Conclusion: Registraton ervor was noted between a few millmeters to 2 cm. Afer completing bt phases (eaning and demonstration), physicans
participated in systm feasibilty questonnaires and an informa interview. The AR usabily evaluation received a System Usablity score (SUS) of 748 2 159
(568 indicates above aerage) with a5-point Likert scale of 415 0 out of 5 (with I” represnting extremely negative and *5”rpresenting xtremely posiive).
According to users, however,registration precision s th time required fo auto-rgistrtion were pressng concens. In concluson, clinicans fin this AR
system simple tolearn and us, which improves thei decison-making skill

Aim: Authors presnted  cas report on theresection of malryclcifyng odontogeic yst and reconstuction sing mixd resity linical Symproms:
27 years ol fmal h ingival sweling i 2010 3 et untcated du o the abtinnc o discomfor, Latce i 2016, duing outine dotal car,an .ray
teveled radiolucentsec bt gain disrganded agaist the medicladvice. Nest e, upon displacement off aneror masillay teth paient was refrred t
our department

Iovestigtions: Physial examinstion rvesled et nasl sl defomity long vith intrsorl and leftupper lp swelling. The Elctrc pulp ts showed vital
sescion in thi egion bt o pain upon presure

Pre.rguistes:Patl rescton of et il romth e ncsr 0 th second pre- ol with s cancellos bone and mrow graing ws planned.
Virtalplaning and estimaton of gt quantt o il post.reseetion cavity were sccomplihed prior t srgery. 3D model with al details on tumor and it
vescction s printed. During surgery. umor and surrounding snatomical stctures were viraly visualized by thre surgeons using HoloLens
Resls/Conclusion: The reseetion wassccesfully exceuted according 1 planand pos srgicl void as reconstrcted uingila ancellous bone grf. At the
15 month olov.up, tere ere o complictions o relaps, I conclusion,the incorporation of mised salty doringpre surgical and nt-operative phases
allows for accurate and secure surgey

Aim: Authors tested thefeasibility andsceuracy of marker-less contour-based AR egistration forsimulated mandibular tamor and fbula-based reconstruction
‘on phantom models and subscquently compared his AR based system accuracy with surgical guides in anima teias. Virual tamor tssue of ight and lef
mandible wasdesigned, and 9 mandibular and ibolar models were 3D printed. Based on he trgger dtecton agorithm, virtualeal rgistration of oteotomy
instruments ortacking and clibration ofnstrument's angle was lo accomplished. Afte virtual.resl scene egistration of strument and lesion, mandibular
rescction,sew iarion snd bula reconstuction were accomplished under AR guidance and post-surgical CBCT data was analyzed fordeviarions from pre.
operatie planning

Resolts/Conclusion: For model trial,the distance and angula deviation for mandibulr osteotomy surface were 162 +035 mm and 368.+ 071", respecivly.
nd for fxation scews, it was 167 + 070 mm and 7.50 & 139, espectively. Inconteast,th distance and angular deviaion of reconstructed fibula ostotomy
were 186 +0.43 mm and 5.8 + 206’ respectivly. No statistical difference was noted between pre-operatie planning and post-surgial analysis (p < 0001),
For animal rial, 12 New Zealand rabbis wererecrited and divided into i pars of AR and surgical gide groups. The animals were scanned agan for ertor
analyss in order compare deviaton between AR group and surgical guid group. For bilateral condylar outer pols,disance devitions for AR and surgical
‘guide groups were 093 £ 0.63 mm and 0381 + 030 mim, respectively (p = 0.68) Fo bilateral mandibulr poserior angl,thy were 201 + 249 mim and 2.89 +
183 min, respectively (p = 0.50). Whereas, for mandibular oteotomy surface,disance deviation for both groups were 141+ 061 mm and 121+ 0.18 mm,
respectivly (p = 0.45) andthe angula deviation were 651+ 221" and 6.1+ 293’ respectively (p = 0.63). The istance deviaton forreconsteucted tiofibular
osteotomy surface were 033.+ 022 mm and 034.+ 018 me (p = 0.70),whereas, angolar deviatons were 6.47 + 303" and 690 & 401" (p = 0.80),rspectvey.
“There was o statisical diffrence between two groups 7 > 0.05).Inconclusion, AR system s feasibe with accuracy similr to surgical guide. I also enbances
surgeon’s hand-eye coordination during surgeris. However, more testng i reqied prior o clinical implementation

i This aticle demonsteated the feasibily and sccuracy of AR-guided re-resections of head, neck and oral cavity cancers, 20 ifferent disectons were
performed on 3 cadavers by 2 head and neck surgeons. Befre simulating cancer resection, o sutures were placed: one:at theedge o the resection sie(S) and.
other at adjacent esection bed(R). Afe esection, 2 iducial markers were used to pinpoint the precise ocation of st R, which was then removed. Usinga.
HMD, surgeons manually align the AR hologram to resection bed. Stich S on the hologram wasused . guide o relocatestitch R and positon s new stitch R
‘The distance between R and R' was measured for accuracy

Resolts/Conclsion: The statstical analysis shovied s mean relocation error of 40 39 man, However, erors pertsining to maxillary and mandibular
rescctons differedsigificantlyfrom those ssociated with othr esections (107 . 25 mm:p < 0.01). Aftr evaluating s applicabiliy on cadavers, theauthors
emphsized on applying thistechnology to patients in the operating room

A Authorsconducted astudy aimed at treatment of raniofacial brous dysplasia with AR navigation and anlyzeits usabilty i crano- masilofacialsurgery.
Randomly sclcted datafrom fve patiets vith raniofscalHbrous dysplasia wasutlized for viraal planing and 3D printing, Asa rferencefor stimating the
bony resecton, the normal contralateralside of the cranium as isrored on the discssed ide. The vrtul recontouring plan was then superimposed on a 3D
skall model. For AR registration, a marker fixed to patient’s dentl model i trackd b HoloLens and Optial Tracking System (OTS),which was lso used fo
track the surgicaldillin el time, For aceuracy measurement,  postopeative 3D model was superimposed onto  pre-operative surgical plan. Using software
for 3D analyss, discrepancies were measured

Result/Concusion: The mean erro across al fve econtoured cranium model using AR guidance was 1036 + 0.081 mim. It was concluded that the AR
eament modaliy for cranofacial bxous dysplasia is both effctive and safe

N this case report, virual planiing and AR guidance were employed for the resection of s brous histocytoma nvolving masilry sinuses on let side
Clinical symptoms: A 39-year-0ld Korean presented with facil deformity and discomfort n the left maxilary and palat region

Investigations: Physical examination revaled no cervicallymphadenopthy and imaging showed radiolucent lsion. A CT scan evealed an expansile mass
obstructing the lft masillry sinus entirly and extending into the nasal cavity

Pre-requisies: Four osteotomies were planned fo the total masillectomy according to pre-surgical vietul planning. The AR viewer coud track forchead
marker and overlay images on acual parient. Additonaly  paientspecific polycaprolactone mesh implant was 3D printed fo reconstuction of the orbital
floor. For intrvention, a Modified Weber Ferguson incsion was made and AR guided surgey was prformed sing AR viewer, Ostotomies were performed
and post-operative CT scan was collected 10 assess discrepancies between the pre-planned osteotomies and the acual osteotomes performed
Results/Conclusion: The disrepancie n frontomillay, perygomasilly, pre-masillry and zygomaticomasillay osteotonyes were 499, 225, 195, and
188 mim, espectvey, with oveall mean of 277 + 129 man Inconclusion,total maxillectomy performed under the AR guidance is sppeared o bea powerful
ool in applied surgery

Aim: The suthors examined the eft ofcross inking a mixcd reliy display dvice (HoloLens) snd an opticalnavigtor,anlysingts sccurscy with enhanced.
spatal relationship and graphical conversion on four patient with mandibular tumar. Imaging data was gathered for pre-operative 3D reconsiruction and.
planning, and it was compared with 1 month postoperativ data vi error distribution map (3D MeshMetric) for error anlysis

Results/Conclusion: Using ix marker points (anstomicallandmarks),point registration s perfrmed with  contolld regisraton eror oflss than 1 mm.
I all case,the surgicl error analyss reveaed a maximum errr of 608 man, with 479 mm in the majoriy of arca. Due to variations in chin surface and
fibular morphology forreconstruction, the rroe s confined 1o th aee o the hin nallcases. However the authors highlighted that desite the act hissystem
enhances spatal experience and work eficincy, the overal acuracy st docs not meet cliical requirements

Aim: The authors conducted a retrospective study on seven patents (our with a maxilary tumor and three with a mandibular tumor) to evaluate the fficacy
and accuracy of mixed relity augmented by surgica navigaton. Vieualsurgical plan with osteotomy planes was dsigned ollowing image acqusiion and.
fusion, Moreover, integration of mixcd resit and surgical navigtor was accomplishe through IGT-lnk port fo the transmission of image databetween
workstaions. Using 3 HMD (HoloLens), osteotomy lines were distinguished by predetermined reference points using a navigation probe, and the spatial
elstionships betseen the probe and approsching stuctures ere displayed on the use' retina

Resolts/Conclusion: The targe eror was et at 2 mm and ntea-operaivefrozen secton biopsies were performed to guarante negative rsection. A CT scan
s ordered 1 week aftr surgery. Both pre-operative and post-opertive 3D madels were anlyzed fo aceuracy. I total of 13 groups ofoseotomy planes,the
mean deviation fom pre-defind ostcotomy plane was 65 £ 092 mmnd 80.16% of mean devitions were within 3 mm. Wheress, i contestof maxilary and
mandibular tumor, the mean deviations were 160 + 093 mm and 1,86 0.93 m,respectivly. During the follow-up period, no significant complications o
recurrences wereabserved in any patients. Although considere ssfe and ffctve duringors and maxillofscial surgerie, the authors mphasized the need for
additions rescarch on surgical navigation and mixed rality application

Aim: In this case report, rescarchers utlzed tracked:-micoscope-based AR system for excision o pleomorphic adenom of larimal gand
Clinical Symptoms: In 2015,a 42 years old female waspresented it fcil asymmetey and an asymptomaic slow growing mass in the upperlid ofhe et ey,
resulling i restricted movement and diminished visual acuity

Investigations: CT imaging shorwed multlobulated massinthe left lacrimal gland as ell s erosion o upper and lteralorbital wals. Later, biopsy confirmed
pleomorphic adenoma

Results/Conclusion: The en-bloc exciion was performed using AR and neuronavigation. The authors emphasized that his system was benefcal for
identification, extension of lesion 8 wel s en-blo resection. At 2 years imaging follow-up, no recurrence was deected

‘Aim: Authors evaluated the chievable regstration accuracy and thesuccessrate inperforming an AR-guided skin paddlie ncision in ibulr lap harvestingfor
mandibular reconstruction. They performedthe experiment ona patient-specfic 3D printed phantom and two display solutions (tablet and HoloLens 2 were
compared

Results/Conclusion: On average,the marker-Jess AR protocol showed comparabl registrationertos (ranging within 1-5 mm) for tablet-based and HoloLens.
based solution. In 97% and 1005 of cass,the AR-guided task was performed with an ccuracy of +2 mm (error margin of 4 mm), fo tablet and HoloLens,
respectivly. The authors concluded tha the proposed marker-lss AR protocol can be sitabl for asssing skin paddle harvesting in clinical seting

Aim: Authors reported the first ever tia of AR-assised surgry for parotd tumor ablation an sx patiens. Segmentation s done using MRI images and 3D
hologramis manully overlaid on patent's sin to esimat the positon of umor border. Alignment acuracy was measured theough pre-defned landmarks
using electromagnetic navigtion device

Results/Conclusion: The mean eror ofaligamentwas 13 cm (05-2.1).Satistial diffrence was noted among entral and periphera structues showingbetter
acauracy centrally (p = 0.0059). No'long-term complication s noted n any AR-guided case. However, authors emphasized tht further work need tobe done.
on skin surfsce regitration and alignment to improve accuracy

Aim: Authors intoduced a technique for fap sizing after mandible tumor resection on cadaver. A resected mandibular tumor was 3D scanned using.
smartphone and annotated with colours for orentation. The 3D scanned vrtul specimen was dislayed through AR-HMD

Results/Conclusion: The 3D hologram was manally placed back in s orginal site accurately. Afer adjusting the sie, the hologram wasthen overlaid on flap
Rarvesing st forreconstruction planning. Authors concluded that thi technique could assst i fbular flap reconstruction of mandibular tamor

A Authors proposed an integated approsch in mandibula reconstruction based on 3 technologies: 3D printng, mixed realty (MR), Robotic-Asisted
navigation (RAN). MR was sed tooutput the visualizedproject and matched the anatomical 3D rconstruction model in relity The 3D plate was printed or
surgical guidance. RAN was used to guide and position the vasculrized fibula utograft snd the immediste dental implantation

Results/Conclusion: Authors concluded that onstructed MR, 3D, and RAN technologies ssist ach other to make th surgery mre acurate and minimlly

i Authorsreporteda cadaver study to nvestgatea novel method of fbula freeflap (FFE) ostotomy based on AR technology. AR-based surgcal navigation
was used to guide the FFF osteotomy and hese ibular segments were usd 1o reconsiruct a defetive mandible model. Afe reconstruction, all egmens were
scanned by CT and osteotomy accuracy was ealuated by measuring the lengeh and angular deviaton between th virual plan and the inal resul, and the
volume overkap rate and average surfce disance between the planned and obianed reconstructon

Results/Conclsion: The lengih diffrence, angular devition, volume overlap rate and average surface distance were 115 £ 0.4 mim, 545 £ 147, 9531% &
209%, and 122 + 0.12 mm, respectively

Aim: Authors propose AR guided soltion for harvesting gafsfor mandibula econstruction and demonsratedits clinical application and surgial accuracy
“They used human cadavers to demonstrate @ projector-based marker-ss AR stup for harvesting lac crest grats nd compared it o 3 cuting guides
procedure. A totalof 10ilac crest from 5 cadavers wereused,and each i crest wasrandomly asigned o cither harvested sing AR guidance o sing cuttng.
guides. The transplants were digitized using CBCT and accuracy eas measure n terms of sngles, distances, and volumes o the acual and intended
Results/Conclsion: Both AR and cutting gides effecively repliated the virtually projected transplant volume with precision. Neverthelss, there was a
significant diference (p = 0018) i the cumlative anglation ofth ostotomy plne between the AR group and the group sing cttng guides (1499 £ 1169
V4,849 £.5.42), The resuls indicte that the sceuracy of AR-guided navigation n terms of cmulative oseotomy plane disance was lover (265 £ 332 mm)
compared 10 the cutting guides (147 + 136 mm), howeer this difference was ot statstically significant. Furthermore, more esearch was recommended.
before clinical implementation

Aim: Authors reported a cadaver study o investigate the easibilty of th application of MR in mandible reconsruction with ibul flp. AR was sed to guide
the ostotomy and shaping of the fibular bane. Afer fixng the fibular segments using the ttanium plte, ll segments underwent a CT examintion, The.
planned and the actal postoperativ fibul astotomics were compared n terms of angulae deviation of ibular segments, and intergonial ange distance. To
evaluat the accuracy of MR technique,the distance between the postoperatve actualcuting dge and preaperatve osteotomy plan of each ibular segment's
was cleulated

Results/Conclusion: The mesn location of the Fbular osteotomies, angular deiation of the bular sgments, and intergonial angl distnces were 211 £
L31 mm, 285+ 197, and 7.24 + 3.2 mm, respectively

Aim: Authors reported a case series of 3 consecutive patients who underwent mandibular reconstructon using AR-asssed fibulr fre flap harvesting, Using
anappinstalled on a tablt, thevirtul-to-res egistation i performed sccording . shape recogniton sstem o the g of thepaticnt endering n e imea
superimpositon of the anatoms of the bony, vascular, and skin of the patient an also the surgical planning of the reconstruction

Results/Conclusion: Accuracy of AR overlay was veified visualy by the surgeons, who believe that AR can be a prospective improving technology for
mandibular comple reconstruction

A The objective of this rescarch i to examine the usabilty, visual perception, and accuracy o projector-based marker less navgation of AR guided
harvesting of the lic cres, i comparison to harvestng using cuting guides for scial bnormalities on phantoms. A random selecion of 5 scans ws
made 0 enrola toalof 10 fia rests. Two commonly shaped transplants (box shaped and: hockey stic shaped) were virualy planned. Each of the 10 iac
crets wasrepliated (3D prnted) four timesfo the purpose o testin, Fllowing the surgicl removal,the transplants underwentdigitization using CBCT. The
accuracy of the measurements was asscssed by quantiying the volume, distance, and angulr deviation

Results/Conclsion: I the context of volume rendering,the osteotomies supporte by AR demonstrated higher levls of accurscy compared to those
performed using a cuting gide (p = 0.57). Therefor, a statstically signifcant difernce ws seen i theaceuracy of osteotomicsfor box-shaped ransplants,
but no significant difference s observed for hockey stickshaped transplnts. In general, the average discrepancy in osteotomy plane angulation from the
vitualdesign was found o be 1021 +7.22'with the asistance of AR, and 6.98  4.70 when utlzing cuting gides. A notsble disprity between the methods.
was observed, with a statisticll signiicant iffcence ( = 0.004).Sinilrl,the mean diffrences between the osteotomy planes and the planned trsjctories
were determined to be 229 + 195 mim for AR and 1.32 £ 1.00 mum for cttng guides, Thisanalysis revealed  significant difference between the two methods.
(p = 0002). Therefore, due to certan limitations in AR.guided harveting furher work on research was recommended.
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ChanHetal. | Chanetal | 2022  Projector-  Portable high- Marker-based 5 Fiducial registration | AR-guided osteotomies

(2022) based definition error of <1 mm had high similarity with
projector the preplanned, with
(PicoPro, interclass correlation
Celluon Inc.) index (ICC) close to 1

(0.893) in “adequate”
(5-15 mm) margins

Sahovaler et al. | Sahovaler 2021 | Projector- | Portable high- Marker-based 4 Fiducial registration na.
(2021) etal. based definition error of <1 mm

projector

(PicoPro,

Celluon Inc)

Shietal. (2022) | Jiafengshi | 2022 HMD HiAR G200 AR | Marker-less 1 Surface matching Mean surgical resection
etal. Glasses error: 0.64 £ 0.28 mm | error: 0.49 037 mm

Ceccariglia et al. | Ceccariglia | 2021 | HMD HoloLens 2 Marker-less 3 na. Surgical resection error

(2022) etal. (deviation between AR-

projected osteotomy and
the one planned and
performed with cutting
guide: <2 mm

‘Ochandiano Ochandiano 2022 Screen Smartphone Marker-based 7 na. na.
etal. (2021) etal. “based (iphone 6)
Gsaxner et al. Gsaxner etal. = 2019 HMD HoloLens 1 Marker-less 8 Target registration na.
(2019) error: 9.2 + 1.5 mm
Pepeetal. (2019) | Pepe et al. 2019 HMD HoloLens 1 Marker-less 1 Mean registration na.
Marker-based error along (x, y, 7):
Marker-I

(33+23,-45%
29,-93 + 6.1) mm;
Marker-based

(70 £21,-125 +
25,-190 + 2.0) mm

Garcia-Sevilla Garcia-Sevilla | 2022 Screen Smartphone Marker-based 1 na. Median surgical resection

etal 2021b) | etal. based (1phone 6) error: 0.40 mm
Tel et al. (2021) | Tel et al. 2021 Screen Smartphone Marker-less 5 na. na.
based (Iphone 12 Pro)
Gsaxner etal. | Gsaxneretal. 2021 | HMD/PC | HoloLens 1/PC | Marker-less 1 Registration error na.
(2021) between a few
millimeters of up
to 2 cm
Sugahara et al. | Sugahara 2021 HMD HoloLens 1 Marker-based 1 na. na.
(2021) etal. (attach to splint)
Shaofeng et al. | Shaofeng Liu | 2023  HMD HiAR G200 AR | Marker-less 9 model Model Trials
(2023) etal. glasses Marker-based rials, ance deviations:
12 animal 1.62 + 0.38 mm
trials (mandible) 1.86 +

0.43 mm (fibula); 1.67 +
0.70 mm (fixation screws)
Angular deviations:

3.68 £ 0.71° (mandible);
5.48 +2.06 (fibula); 7.50 +
139" (fixation screws)
Animal trials

Distance deviations:
0.93£0.63 mm (condyle);
201 249 mm
(mandibular angle);
0.61 mm (mandible);
0.88 £ 022 mm
(tibiofibular bones)
Angular deviations:

6.81 £ 2.21° (mandible);
647 £ 3.03" (tibiofibular

4l

bones)
Prasad et al. Prasad BA 2023 HMD HoloLens 2 Manual 20 Average relocation na.
(2023) etal. error of 4 mm +
3.9 mm
Gao etal. (2022) | Gao etal. 2022 | HMD HoloLens 1 Marker-based 5 na. Mean surgical error:
1.036 £ 0.081 mm
Kim etal. (2020) | Jin Kim etal. | 2020  Screen- Self-developed AR | Marker-based 1 na. Mean surgical error:
based/ viewer (Vive pro, 277 129 mm
HMD monitor)
Yang et al. Yangetal | 2022 | HMD HoloLens 1 Marker-less 4 Registration Maximum surgical error:
(2022) error <1 mm 6.08 mm
Tang etal. Tangetal. | 2022 | HMD HoloLens 2 Marker-less 7 na. Mean surgical error:
(2022) 1.68 £ 0.92 mm
Scolozzi and Scolozzi etal. | 2017 | Screen- Microscope-based | Marker-less 1 na. na
Bijlenga (2017) based AR system
Cercenelli et al. | Cercenelli 2022 | Screen- Tablet Marker-less 1 Registration errors | Accuracy: 2.0 mm (100%
(2022) etal. based HoloLens 2 ranging between success rate with
HMD 1-5 mm HoloLens; 97% with
tablet)
Scherl et al. Scherl etal. | 2021 | HMD HoloLens 1 Manual 6 Mean error of the na
(2021) alignment: 1.3 cm
Necker et al. Necker etal. | 2022 HMD HoloLens 2 Manual 1 na. na.
(2023)
Han etal. (2022) | Lin etal. 2022 | HMD HoloLens 2 Manual 1 na na
Zhao et al. Zhaoetal. | 2022 | Screen- Monitor Marker-based 7 na Length difference: 1.18 +
(2023) based 0.84 mm,
Angular deviation: 545 +
147,
Volume overlap rate:
95.31% + 2.09%,
Average surface distance:
122 +0.12 mm.
Modabber etal. | Modabber | 2021 | Projector- | ML750ST, Marker-less 10 na Angulation of the
(2022) etal. based Optoma projector osteotomy plane:
AR group: 1499 = 11.69°
Cutting guides group:
849 + 542
Osteotomy plane distance:
AR group: 2,65 £3.32 mm
Cutting guides: 147 +
136 mm
Meng et al. Mengetal 2021 | HMD HoloLens 1 Manual 1 na Mean location of the
(2021) fibular osteotomies: 2.1 +
131 mm
Angular deviation of the
fibular segments: 2.85" +
197"
Intergonial angle
distances: 7.24 + 3.42 mm
Battaglia etal. | Battagliaetal. | 2019 | Screen- Tablet Marker-less 3 na na
(2019) based
Winnand etal. | Winnand 2021 | Projector- | ML750ST, Marker-less 10 na Average discrepancy in
(2022) etal. based Optoma projector osteotomy plane
angulation
AR: 1021 + 7.22°
Cutting guides: 6.98 £ 4.70

Mean variations between
the osteotomy planes and
the planned trajectories:
AR: 229 + 1.98 mm

Cutting guide: 132 +
1.00 mm
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Brief description wi

Aim: Authors introduced a surgical workflow to orthopedic oncology by combining
3D printing and a smartphone-based AR application. A 3D-printed reference
marker was used for virtual-to-real patient registration. The system was
experienced on six patient-specific phantoms and in two clinical cases. This system
was evaluated in terms of visualization accuracy and usability during the whole
surgical workflow

Results/Conclusion: Phantom experiments provided  visualization accuracy
(i, registration error) below 3 m. Positive feedback was obtained from surgeons
and patients

Aim: Authors conducted an experiment on pig femurs using a tablet-based AR
navigation system to evaluate the accuracy of AR-assisted oncological surgeries
compared to conventionally performed surgeries. To simulate a bone tumor in the
pig femur, a cortical window was made in the diaphysis and bone cement was
inserted. A total of 164 surgical removals using the AR technique and 82 resections
using the conventional procedure (i.c. manual measurement as per routine clinical
practice) were performed

Results/Conclusion: The mean resection error (ic., the difference between the
obtained and the planned surgical margin) was 1.71 mm (0-6)and 2.64 mm (0-11)
for AR-based and conventional interventions, respectively (p < 0.05). In AR-based
‘navigation resection, 90.2% of the times, the surgical margin of 10 mm was
successfully attained, compared to only 70.7% in conventionally performed
surgeries. The authors concluded that the accuracy of tumor resection achieved
with the proposed AR-based navigation was satisfactory

Aim: Authors conducted animal trials showing that AR navigation may prove
useful in pelvic tumor resections. Researchers injected bone cement into the
acetabular dome of 36 cadaver pig pelvises to compare the AR navigation technique
and the conventional navigation technique (based on CT image). Each technique
was assigned with 18 tumor pelvises to operate on with a safety margin of 1 cm
Results/Conclusion: With marker-based AR technology, the mean margin of
resection was 1.59 + 4.13 mm, whereas in the conventional navigation it was 4.5 +
9.7 mm. 100% AR-assisted resections had errors <6 mm as compared to 78%
resections done using conventional method, showing the attainability of planned
‘margins using AR. The authors further emphasized that more in vivo trials are
needed before adopting it for clinical trials

Aim: This study was aimed at achieving the margin of cancer resection in

60 porcine acetabular regions using AR navigation method and conventional
method based on manual measurement (30 pelvises were assigned for each
technique). A tablet PC was used for AR visualization and cuboidal reference
‘markers were used for tracking. 3D dilation technique was used in simulated tumor
‘model, and separation of this 3D dilation and actual tumor was deemed as safety
‘margin. The target margin of resection was set at 10 mm. The surgical resection
plane, determined by this safety margin, was adopted in accordance with the
direction of cutting saw in real time, and minimum distance between the cutting
saw and resection plane was measured

Results/Conclusion: The mean fiducial registration error for anatomical landmarks
was 0.58 + 022 mm. After resection, analysis showed the measured resection
‘margin to be 9.85 + 102 mm for AR navigational resection as compared to 7.11 +
4.30 mm with conventional resection. The reduction in standard deviation from
430 to 1.02 mm demonstrates the high precision of surgical resection margins
using the AR method. With the conventional method, 1/4 of surgical procedures
resulted in invasion of the 5 mm tolerance margin, while none of the surgeries
using the AR method resulted in such invasion. Hence, AR navigation s proved to
be more accurate for guiding surgical resection of complex bone tumors

Aim: Authors presented a first-ever case report using AR-assisted spinal surgery on
L1 chondroma to perform en bloc wide osteotomy via posterior approach
Clinical symptoms: A 69-year-old man experienced lower back pain and
paresthesis 6 months prior to surgery. He had a history of lymphoma for which he
received chemotherapy and radiation.He has been symptom-free since 2010
Investigations: Imaging by MRI revealed an interosseous lesion with spinal
extension at L1 level. And chondroma was diagnosed through a biopsy
Results/Conclusion: The minimal invasive en bloc procedure was performed with
precise lumbar osteotomy and screw placement using AR-HMD devices and
lippable tracker to avoid any line-of-sight obliteration. Postoperatively, there were
1o reports of long-term complications, and pathology confirmed a negative
resection margin. Therefore, AR guidance assisted in achieving the intended
navigational trajectories for the placement of pedicle screws

Aim: Authors published a case report of a 39-year-old male with a deep-seated
impalpable soft tissue (synovial fluid) sarcoma of the medial aspect of the left foot.
“The resection was done using smartphone-based AR guided MRI images to outline
sarcoma superficially

Clinical Symptoms: Two years ago, the patient complained of pain on the medial
side of the left sole without a relevant medical history. This non-radiating pain
intensified while walking, and topical analgesics had no effect

Investigations: Imaging and biopsy were performed to detect the mass, and synovial
sarcoma was diagnosed. The subsequent physical examination was unremarkable,
and MRI revealed a bilobed lesion on the medial aspect of the left foot. In addition,
the PET-CT scan revealed a small, mildly hypermetabolic lesion, but no distant
metastases

Results/Conclusion: A patient-specific AR application was devised to superimpose
MRI images on foot landmarks. The tumors borders were outlined on skin using
sagittal MRI images. Using AR-guided pre-operative markings for tumor
localization, en bloc excision was performed complication-free, except for decreased
sensation in the medial aspect of the foot. Furthermore, follow-up imaging ruled
out any infection, recurrence, and metastasis. It was emphasized that this
smartphone-based AR application is suitable for small and fixed tumor

Aim: Authors conducted a pre-clinical study demonstrating the importance of AR
to guide patient-specific instruments (PSI) placement in pelvic tumor resection. Six
different ilium tumor scenarios were simulated for evaluation. In addition, six pairs
of PSI were designed, resulting in two PSI's for each case scenario. Experiment was
devised using a smartphone and HoloLens 2 to test the system’s accuracy and
compared it to freehand method. Two varieties of phantoms were uilized for
assessment. .., conventional plastic pelvic bone (no silicone layer) and realistic
phantom (silicone layer). System accuracy was analyzed based on PSI
transformation from its intended position to its actual one, which provided the
maximun osteotomy deviation (MOD)

Results/Conclusion: The median values for MOD with smartphone or HoloLens
2 are found to be less than 2 mm in silicone phantom and below 1 mm in
conventional plastic bone, whereas the median values for PSI placed with frechand
were3.37 mm for realistic phantom and 1.70 mm for non-silicone one. There was
significant difference between frechand method and using either smartphone or
HoloLens (p < 0.001). For phantom’s comparison, high errors were observed in all
cases with silicone phantom (p < 0.001). In the end, authors found encouraging
evidence that AR has the ability to overcome the current constraints of PSIs in a
straightforward and efficient manner

Aim: Authors demonstrated an AR approach for Extra-osseous Ewing sarcoma
(EES) of distal limb. Using patient-specific tools with marker attached, pre-surgical
simulation was done on patient-specific phantom replicating Ewing's sarcoma
before testing during actual surgical intervention. Two sets of 3D models were
printed. One was used for validation purposes (including conical holes in design)
and the other for surgical application. For system precision, evaluation was done on
the basis of surgical guide placement error and error in AR point localization for
visualization. For that purpose, conical holes on both phantoms and surgical guide
were used as a reference point for registration and error measurement. The
‘measurement was accomplished using an optical tracking system (Polaris)
Result/Conclusion: Surgical guide placement error and AR visualization error was
measured in average root-mean square and valued 1.87 and 2.90 mm, respectively
among all 3 repetition attempts. In addition, the complete workflow was
implemented by an expert surgeon on actual surgical field using HoloLens, and
satisfactory alignment was achieved. The authors believe that the developed pre-
surgical system will pave the way for the creation of user-friendly AR systems that
can be used in the medical industry for training, simulation, and guidance

Aim: In this study, researchers evaluated the accuracy of HoloLens 1 and HoloLens
2 using two orthopedic oncological cases. For this purpose, they acquired patient-
based phantom simulating EES of distal leg. Secondly, they examined the accuracy
of HoloLens 2 on more complex case of right shoulder undifferentiated
pleomorphic sarcoma. And finally, researchers employed HoloLens 2 on a real
patient with a pleomorphic sarcoma of the right shoulder in operating room to
evaluate its technical and ergonomic aspects. Additionally, patient-specific surgical
guides were also designed to accommodate AR registration markers. Using an
optical tracking system, the AR projection error was analysed by documenting the
positions of AR spheres on a phantom surface. The procedure was repeated three
times by three rescarchers

Results/Conclusion: Leg phantom (EES) showed greater accuracy with HoloLens
2 with RMSE of 2.16 mm as compared to HoloLens 1 (RMSE = 2.833 mm).
Significant difference among devices was noted (p < 0.05). Ina case of pleomorphic
sarcoma of the shoulder, the RMSE for HoloLens 2 was 3.108 mm. The increased
error by HoloLens 2 in second case was due to larger size and dimensions of
phantom. Lastly, HoloLens 2 were tested on actual patient with pleomorphic
sarcoma and the surgeon praised the enhanced ergonomics of this HMD. In
addition, a survey was conducted to compare both head gears and the HoloLens
1 received a score of 284 out of  as compared to 4 for the HoloLens2 indicating the
superior ergonomics of this device. In conclusion, HoloLens 2 had better results in
terms of both accuracy and ergonomics when tested on orthopedic oncological
cases
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