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This work presents a novel, comprehensive framework that leverages emerging augmented reality headset technology to enable smart nuclear industrial infrastructure that a human can easily interact with to improve their performance in terms of safety, security, and productivity. Nuclear industrial operations require some of the most complicated infrastructure that must be managed today. Nuclear infrastructure and their associated industrial operations typically features stringent requirements associated with seismic, personnel management (e.g., access control, equipment access), safety (e.g., radiation, criticality, mechanical, electrical, spark, and chemical hazards), security (cyber/physical), and sometimes international treaties for nuclear non-proliferation. Furthermore, a wide variety of manufacturing and maintenance operations take place within these facilities further complicating their management. Nuclear facilities require very thorough and stringent documentation of the operations occurring within these facilities as well as maintaining a tight chain-of-custody for the materials being stored within the facility. The emergence of augmented reality and a variety of Internet of Things (IoT) devices offers a possible solution to help mitigate these challenges. This work provides a demonstration of a prototype smart nuclear infrastructure system that leverages augmented reality to illustrate the advantages of this system. It will also present example augmented reality tools that can be leveraged to create the next generation of smart nuclear infrastructure. The discussion will layout future directions of research for this class of work.
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INTRODUCTION

The recent emergence of commercially-available augmented reality headsets opens up many opportunities for enabling smart infrastructure. Augmented reality headsets are capable of projecting holograms onto the field of view of a user. An example of an augmented reality headset can be found in Figure 1. This particular augmented reality headset is called the HoloLens from Microsoft [Microsoft, (n.d)]. Contemporary augmented reality headsets typically contain a variety of sensor, communication interfaces, and peripherals. Examples of sensors include RGB/depth imagers, microphones, and inertial measurement units. They often come equipped with Bluetooth and 802.11 networking capabilities. Peripherals can include features such as stereo sound. Augmented reality headsets also often contain some on-board processing capabilities. Some augmented reality headsets have even been certified as protective eyewear (Bardeen, 2017). Interaction with augmented reality headsets is accomplished using voice commands, tracking the gaze of the user, and with gesture recognition. These input modalities make augmented reality headsets attractive for industrial applications because they leave the hands free to perform manual work. Augmented reality headsets also allow for the placement of virtual monitors in any location where the ambient lighting is appropriate for viewing holograms. This capability is convenient in situations where the utility of a monitor offers an advantage, but it is not practical to have a physical monitor due to factors such as space, power, and legal constraints (Surur, 2017). The features of augmented reality headsets open the door to creating truly intelligent industrial infrastructure. This work represents the first known example of a comprehensive framework for smart industrial infrastructure that leverages augmented reality technology. The focus of this work is on nuclear industrial applications, which are particularly demanding.
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FIGURE 1. An example of an augmented reality headset [Microsoft HoloLens, Microsoft, (n.d)].



Augmented reality is typically implemented using either a handset or a headset. Augmented reality technologies can support planning, construction, and maintenance of nuclear facilities (nuclear power plants). By superimposing computer generated objects on the real environment and tracking their three-dimensional physical positions, augmented reality allows nuclear facility workers to intuitively interact with the physical and virtual worlds. Specifically, augmented reality technology can effectively navigate workers to a workplace while showing dangerous areas to avoid, and overlaying physical parameters of critical components and environment (e.g., dose rate) on the workers' field-of-view while in the nuclear facilities (Ishii et al., 2007).

Tracking and display techniques that measure the three-dimensional physical coordinates of workers and allows visualization of such information are the enabling technology for augmented reality to become an effective tool for nuclear facilities maintenance and safety tasks. Marker-based tracking technology, which measures the position between the markers (placed on the target object) and the sensors (imagers), has been extensively studied for applications in nuclear facilities (Shimoda et al., 2004, 2005; Ishii et al., 2007, 2014). It was found that traditional square markers were not suitable for nuclear power plants because a large marker size was required for long-distance tracking, which is a common requirement in nuclear facilities. A hybrid circular marker design, which consists of circles of various sizes, was proposed and successfully tested for long- and close-distance tracking in nuclear power plants (Ishii et al., 2007). In addition, to account for the common occurrence of pipe structures in nuclear facilities, a new line marker (barcode) was proposed to further reduce the marker size for practical tracking (Shimoda et al., 2005). Because nuclear facilities are usually very large (tens of meters in length), to expand the tracking field-of-view, a multi-camera tracking system with a novel stereo, hybrid markers-based tracking algorithm was developed. This system provides a 3x wider angle of view than a single camera (Ishii et al., 2007) for wide area tracking (Ishii et al., 2014). Also, various off-the-shelf display devices are studied for their effectiveness and feasibility for use with augmented reality technology in nuclear facilities (Ishii et al., 2007). Recently, a holistic, mixed reality system with a colored finger-tip-based tracking and gesture recognition method coupled with a video-based, see-through head-mounted display was proposed and experimentally studied to improve the effectiveness and reduce intervention time for maintenance and repair tasks in nuclear power plants (Abate et al., 2013).

Augmented reality has also been explored as an emerging communication tool for planning, worker training, and evacuation of nuclear facilities (Yim and Seong, 2010; Tsai et al., 2013; Johnsen and Mark, 2014; Sørensen, 2014). In particular, augmented reality-enhanced instructions are used for more effective training and the optimum amount of information for a trainee to learn more effectively was determined for training a novice nuclear facility operator (Yim and Seong, 2010). In another study, a practice/simulated evacuation from a nuclear power plant was performed. It was found that augmented reality-enhanced escape guidelines required less escape time and had a higher evacuation success rate than regular electronic maps/guidelines (Tsai et al., 2013).

Based on the literature review above, research to date on using augmented reality for nuclear applications has been restricted to specific, individual tasks. To date no one has proposed a comprehensive framework for integrating human operators with emerging smart nuclear infrastructure in a comprehensive manner. A general Internet-of-Things (IoT) augmented reality framework that was considered during the development of this framework was the Ventana project (Beltran et al., 2016). However, the Ventana framework does not address the requirements and concerns associated with the nuclear industry. The work contained herein aims to fill this gap by presenting a framework for using augmented reality to seamlessly integrate a human operator with all aspects of smart nuclear infrastructure. As a precursor to this work, virtual reality technologies combined with depth imagers were explored for tracking nuclear materials in a mock glovebox for the purpose of visualizing criticality safety information associated with the state of the nuclear materials in the environment (Embry et al., 2015). In addition the use of vibro-haptic human-machine interfaces was explored to interface humans with distributed sensors used to monitor the state-of-health of infrastructure (Mascareñas et al., 2014). This work takes the lessons learned from these earlier results and applies them to synthesize a framework for the use of augmented reality to enable comprehensive smart nuclear infrastructure.

CHALLENGES ASSOCIATED WITH SMART NUCLEAR INFRASTRUCTURE

Enabling smart nuclear infrastructure requires taking into account stringent constraints associated with safety, security, and documentation. In order to design an experimental demonstration of the framework for smart nuclear infrastructure, the development team included managers, and professionals intimately familiar with managing the day-to-day operations in high-value nuclear facilities. These nuclear facility professionals pointed out two key tasks executed within high-value, critical nuclear infrastructure that were of high importance and would help inform the development of the framework. The tasks were executing and documentation of nuclear material moves, and providing operators working in gloveboxes with online assessments of nuclear criticality safety.

First, we consider the challenges associated with nuclear material moves. One of the largest challenges associated with nuclear material moves is documentation of the material move both during the planning phase as well as during execution. Documentation is in general a challenging task associated with executing work in a nuclear facility. Operators need to be provided with documentation associated with the materials and equipment located inside a nuclear facility, as well as facilitating the documentation of work as it is being carried out. Access to documentation and the ability to modify documentation is critical in nuclear facilities because it aids in providing nuclear criticality safety information to operators so they do not violate criticality safety postings and potentially cause a criticality incident that could lead to loss of life. Documentation is further complicated when work must take place within a glovebox. In this case a worker must scan their hands with a radiation monitor every time they remove their hands from the gloves. This process can take on the order of 30 s and is not efficient from a time management point-of-view. Furthermore, every entry and exit from glovebox gloves provides an opportunity for a glove tear which could result in personnel contamination. As a result, it is not uncommon to solve the problem of documentation by assigning one technician whose main responsibility is work documentation for every two technicians actually working in the glovebox. The documentation technician may also be responsible for calling out written procedures to be followed by the technicians performing the work in the glovebox. Access to up-to-date documentation associated with a nuclear facility is also important for operations such as planning a nuclear material move to ensure that criticality safety regulations are followed, as well as for maintaining continuity-of-knowledge of who possessed a nuclear material at any given time. In some cases security requirements stipulate that two persons must be in custody of a nuclear material during a material move. Many of these documentation challenges are present during nuclear material move tasks. Current documentation techniques can involve the use of sensors such as scales, identification tag reading technologies (e.g., barcodes reader) operator observations/handwritten notes and access control instrumentation. Documentation of the wastes produced by these facilities is also important. In some cases regulations make it necessary to capture video documentation showing how nuclear waste containers are filled, and what they are filled with. The demonstration of the comprehensive augmented reality smart infrastructure framework presented here will focus on improving the process of documenting work in nuclear facilities. Specifically it will focus on documenting a material move in a nuclear facility, which is an operation that relies heavily on access to documentation of the move, as well as tools to account for the owner, location, and mass of the material.

An additional challenge associated with smart nuclear infrastructure is the need to provide glovebox operators with on-the-fly nuclear criticality safety assessments of their workspace as they execute work. If nuclear criticality safety postings are violated during work, the consequence can be the costly shutdown of unique facilities (Malone and Smit, 2017). The ability to provide glovebox workers with on-the-fly nuclear criticality safety assessments would have the potential to greatly enhance the ability of operators to complete their work safety. Demonstrations of techniques to perform online-nuclear criticality safety assessments will be shown in this work.

In addition to the comprehensive demonstration of a nuclear material move using augmented reality headsets, and the demonstration of augmented reality for nuclear criticality safety assessments, this work also provides proof-of-concept demonstrations for the periphery technologies deemed important during the course of this work for enabling smart nuclear infrastructure.

It must be made clear, the main contribution of this work is a comprehensive framework for enabling the next generation of smart nuclear infrastructure. It is not to try and solve any specific problem associated with nuclear operations. At this time there are too many administrative barriers in place with respect to safety and security that prevent adoption of the wearable computing technology in high-value nuclear infrastructure. It is anticipated it will be 3–10 years before these issues are addressed. By the time the administrative challenges associated with smart nuclear infrastructure have been addressed, sensing, communications, and augmented reality technologies will have matured to a point at which detailed solutions to problems using technology available today will most likely be of little value. At this point it has been determined that research on a comprehensive, strategic, framework providing guidance on how augmented reality technologies can be integrated with other Internet of Things sensors and devices to solve challenges associated with operations in smart nuclear facilities is most appropriate. The goal of this work is to generate this framework, and pass on the lessons learned during the development of that framework to professionals in both nuclear materials handling as well as wearable computing in order to inform future research directions in the development of smart nuclear infrastructure. Nuclear material operations tend to be labor intensive so there is a strong argument to make sure a framework for smart nuclear infrastructure has a strong component of wearable computing (e.g., augmented reality headset) built in upfront. The development of this framework will help future researchers focusing on specific problems to see how their work fits into the big picture of smart nuclear infrastructure.

SMART NUCLEAR INFRASTRUCTURE DESIGN OVERVIEW

The smart nuclear infrastructure developed to assist in the execution of the mock material move is shown in Figure 2. The smart nuclear infrastructure consists of a network of sensors that communicate with a central server. The augmented reality headset then communicates with the central server to obtain information from the sensors. The networking for the smart nuclear infrastructure is currently implemented using the Robot Operating System (ROS) (MoveIt, (n.d); Quigley et al., 2009). ROS was used because facilitates the low-level sensor integration. The sensors include near field communication (NFC) tag readers, and a scale. A smart cart was also developed for moving nuclear material canisters. The smart cart is outfitted with an NFC tag reader so canisters, operators, and safety/security information can be associated with it.
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FIGURE 2. The layout of the prototype network of components used for the next generation of smart nuclear infrastructure.



In an actual nuclear facility many other types of sensors might also be included in this network including radiation monitors for detecting material contamination and thermal imagers for detecting thermal hazards. In addition, the canisters, rooms, gloveboxes, tools, and equipment in the facility would be instrumented with NFC tags and QR codes to allow for unique identification capabilities. The framework described in this paper is flexible enough to accommodate the inclusion of all of these sensors.

The operator is equipped with an augmented reality headset and an NFC operator ID tag. The augmented reality headset is used to provide the operator with feedback from the smart nuclear infrastructure network. This feedback currently takes the form of text-based updates, holograms, and video. It is also possible to implement audio and speech feedback.

The NFC tag is used to provide an authentication capability, so the operator can be associated with the operations he/she performs in the smart nuclear facility. In practice it may be necessary to use a more robust operator authentication method, but the use of an NFC tag is sufficient for demonstrating the concept. In an actual nuclear facility the operator's NFC tag identification could also be used for access control to facilities, equipment, and materials.

Figure 3 shows how the operator might typically interact with a smart nuclear infrastructure sensor. Sensors would typically be instrumented with an NFC reader for operator authentication. The operator would first scan their NFC operator ID tag with the reader. Next, the operator would scan the NFC identification tag associated with the item to be measured. Finally, the sensor would be used to make a measurement, which would include the item ID, location, and the operator as metadata.
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FIGURE 3. Example showing how a user would interact with the system and the data that is transported on the network as the system is used.



Figure 4 shows the smart cart developed for transporting materials within the facility. The cart features an NFC reader to associate material canisters with the cart. By including the NFC reader, the cart will be able to keep track of which operators are using it, which canisters have been “owned” by the cart, and the cart can check to ensure safety and security regulations associated with the cart are being complied with.
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FIGURE 4. The smart cart used to electronically document the movement of nuclear materials. That smart cart features an NFC tag reader, microprocessor, and wireless networking capabilities.



It must be stressed that the sensors and specific software packages used in this work are only representative of the class of possible technologies that could be used to implement smart nuclear infrastructure. Technologies for augmented reality headsets, embedded computing, imaging, machine learning, indoor localization, and communication are all constantly improving and are expected to be significantly more powerful by the time safety and security requirements are in place for smart nuclear infrastructure. For example, it is anticipated that within the next decade, 5G communications technologies such as LiFi will be mature and incorporated into future augmented reality headsets to enable secure, high-bandwidth communications inside of facilities (Haas, 2018). Secure communication technology such as LiFi could have a significant impact on the adoption of wearable computing such as augmented reality headsets in high-value nuclear facilities. The framework described in this paper has been designed to be flexible enough to accommodate advances in augmented reality, sensors, and communications technology.

SOFTWARE FRAMEWORK FOR SMART NUCLEAR INFRASTRUCTURE

A software framework has been developed to implement the AR interface for the smart nuclear infrastructure as shown in Figures 5, 6. Currently component-based software engineering tools/languages are used to program AR headsets (Unity n.d.)1, [Microsoft, (n.d)], (Vuforia n.d.)2, so a component-based software framework was developed to match the programming tools.
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FIGURE 5. The software framework for the system. These are the primary components that the user interacts with.
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FIGURE 6. The supporting components for the software framework. The components are used to supply and document relevant information for the software components that the user interacts with.



The smart nuclear infrastructure AR software framework consists of two types of components, primary components, and support components. The operator would ordinarily have direct access to, and interact with, the primary components (Figure 5). These primary components consist of modules that the user would call up to perform specific tasks such as collecting video documentation of loading a canister with nuclear material. Daemons are primary component processes that run in the background, but bring up ambient information associated with the environment. For example, a daemon might be responsible for automatically bringing up the safety information associated with a room.

The support components (Figure 6) can be thought of as software that facilitates the operation of the primary components. Examples of such components include databases (and associated large-scale analysis), networking capabilities, and modeling/simulation/optimization. Typically, the software associated with the support components will run on a machine external to the AR headset and interfaces with the AR headset through the wireless network. The ROS software framework being used to enable network communications for the sensor is an example of a support component. The support component software will in many cases require computational and memory resources that are greater than the computational and memory resources available on an individual augmented reality headset.

Currently the software framework is designed in such a way that all components are arranged in a hierarchical manner. Each component has an Application Programming Interface (API) associated with it that is meant to only be accessed by its parent's components. Adopting this convention improves the maintainability and modularity of the code.

REQUIREMENTS OVERVIEW AND DEMONSTRATION DESCRIPTION FOR MATERIAL MOVES

To demonstrate how augmented reality can be used to enable a smart nuclear facility, this work focuses on the task of performing nuclear material moves. Ensuring nuclear materials are moved in a safe and secure manner is a vitally important operation in certain high-consequence nuclear facilities. It is a common operation that requires careful planning for considerations such as nuclear criticality safety and it is an operation that must be thoroughly documented. The augmented reality system for smart nuclear infrastructure will be demonstrated in the context of a mock nuclear material move in a mock nuclear facility using mock nuclear materials. The mock material move will consist of taking mock nuclear material in a primary canister, and then transferring it to a second canister for movement to a different room where it will ultimately be placed inside a mock safe. The movement of the material will take place using a smart-cart. During the mock material move the operator will be wearing an augmented reality headset which will provide the operator with feedback from the smart nuclear infrastructure. The headset (along with other sensors) will also be used to provide data to document the move within a facility database.

DEMONSTRATION OF AUGMENTED REALITY-BASED SMART NUCLEAR INFRASTRUCTURE SYSTEM DURING THE EXECUTION OF A MOCK MATERIAL MOVE

An example implementation of the proposed framework for smart nuclear infrastructure is now presented. The framework is demonstrated in the context of performing a mock material move in a mock nuclear facility. Figures 7–9 are photos taken from the perspective of the operator while wearing the augmented reality headset, and interacting with the mock smart nuclear facility. Upon activating the AR headset, the user is presented with a main menu hologram. The choices associated with the main menu correspond to the primary software components. Typically, the operator would first engage in authenticating themselves as the user of the system. In this case the operator would select the “Operators” button with gaze and tap gestures. Selecting the “Operator” button brings up a holographic menu of operators to choose from. The operator then selects themselves and undergoes an appropriate authentication protocol. This ensures the user's actions are associated with the proper records in the database therefore documenting the actions in the smart nuclear facility. At this point, the holographic gray box in the lower left hand corner would have changed to show a picture of the operator along with their name.
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FIGURE 7. If the operator applies a tap gesture to the info button a holographic display is made visible in the augmented reality headset showing information associated with the canister.
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FIGURE 8. Orthorectified view of the menu visible to the operator.
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FIGURE 9. The holographic display can be used to display video of the process of loading the canister which is important for documentation requirements in certain nuclear facilities.



Next, the operator would need to connect the wireless communications capability to interface with the smart nuclear infrastructure. The operator would return to the main menu and select the “Settings” button. Then the operator would scroll down to the “ROS Daemon Settings” button. This button would allow the operator to set the IP address of the ROS server and connect to it.

Once the connection is made, the operator can interact with the smart nuclear infrastructure in the facility. In this case, the operator locates the canister containing the material they need to move to a different location. Note the QR code located on the canister. The AR headset recognizes the canister and brings up a holographic “Info” button, that can be selected with gestures to summon information related to the canister as shown in Figure 7.

When the “Info” button is selected, a hologram is displayed that provides access to a wide range of information associated with the canister. This information could include material properties, safety information, chain-of-custody, and even more comprehensive documentation such as the ability to bring up a video showing how the canister was loaded, as shown in Figures 7, 8. Video documentation of the loading procedure for canisters can be a requirement for some operations in the nuclear industry.

The fields in the information holograms are programmed to allow the operator to use speech-to-text commands to enter or edit the documentation associated with the canister as needed. The ability to perform documentation in a hands-free manner is a big advantage for work in the nuclear industry because current practice for documenting work in some nuclear facilities still relies on hand-written notes. An orthorectified view of the menu visible to the operator is shown in Figure 8.

Once the operator has examined the holographic documentation of the canister, the operator can decide to proceed with the material move. In this case the next step is for the operator to remove some of the mock nuclear material from the canister and measure its mass before it goes into a new canister to be transported to the new room in the mock facility. The operator goes through the procedure outlined in Figure 3 to authenticate themselves and associate the new canister with the measurement. Then, the operator directs the scale to measure the mass of the mock nuclear material (Figure 10).
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FIGURE 10. Mock nuclear material is taken from the canister and placed on a networked balance. The measurement from the balance associated with operator and balance information is displayed in the augmented reality headset.



After the scale makes the mass measurement of the mock nuclear materials, a text update is provided in the upper-left corner of the operator's vision that provides information relevant to the measurement and confirms the measurement has been documented in the smart nuclear infrastructure system. Once the measurement has been made, the operator moves the mock nuclear material in to a new canister for transport.

Once the new canister is loaded with mock nuclear material and placed inside a secondary containment canister, the mock material is ready to be transferred to the smart cart. The operator once again goes through the protocol in Figure 3 to associate the user and the canister with the smart cart using the on-board NFC tag reader. Once the smart cart has detected that the operator and the canister are associated with it, update text associated with the transfer is presented to the operator in the upper-left corner of their field of view.

The mock nuclear material can now be transported to room 2 on the smart cart (Figure 11).
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FIGURE 11. The new canister with the mock nuclear material being moved with the smart cart to a new location in the facility.



When the operator arrives at room 2 they will find that the door is instrumented with a QR code. When the augmented reality headset recognizes a QR code, it can display a holographic “Info” button that summons the detailed information regarding the contents of the room (Figure 12). This information could include nuclear criticality safety information, safety protocols associated with the equipment in the room, or information regarding the current state of the room.
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FIGURE 12. The doors of the mock facility have been instrumented with QR codes. The augmented reality headset can recognize the QR codes. A holographic interface can provide information to the operator regarding the contents of the room if they air-tap the info.



Once the operator, smart cart, and canister are inside room two, the operator can access the mock safe to store the nuclear material canister. Prior to placing the canister inside the safe, the operator first uses the protocol shown in Figure 3 to associate the canister and the operator with the safe. Once this association is complete, update text is shown in the upper-left corner of the operator's field-of-view, verifying the association has completed successfully. Now, the operator places the canister inside the mock safe.

Finally, the operator closes the safe. The door of the safe is also instrumented with a QR code. When the augmented reality headset recognizes the QR code, a holographic “Info” button is presented to the operator. The operator can select this “Info” button to gain additional information about the safe in the same manner as for the canister and room. At this point, the demonstration of the augmented reality system for interacting with smart nuclear infrastructure to execute a mock nuclear material move is complete.

ENHANCED GLOVEBOX OPERATIONS USING AUGMENTED REALITY

A demonstration of the framework is now made in the context of using augmented reality for providing operators in gloveboxes with information associated with nuclear criticality safety and to enable hands-free documentation. A mock glovebox was constructed for this demonstration. The mock glovebox consists of a table with a cardboard box on top. Two representative nuclear material canisters are placed on top of the box in order to bring them to working height as would be common for many gloveboxes. A unique QR code is taped to each canister. A polycarbonate sheet is placed on top of the table and in front of the box and canisters. The purpose of the polycarbonate sheet is to demonstrate that augmented reality technologies can still operate in the presence of a transparent barrier as would be found in a glovebox. The polycarbonate sheet is small enough to allow the operator to place their arms around the sheet in order to interact with the canister. The glovebox demonstration setup can be seen in Figure 13.
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FIGURE 13. Mock glovebox setup for demonstrating how augmented reality headsets can aid glovebox technicians with nuclear criticality safety, information retrieval, and documentation.



We used a commercially available tracking software (Vuforia n.d.)2 to identify the QR codes on each canister and track their poser and position (Figure 14). Once the canisters are detected a cylindrical hologram is overlaid on each canister in order to provide the user feedback that the system has in fact detected the canisters. A holographic button is also associated with each canister based on the tracking software output, that can allow the user to bring up information from a database that is associated with each canister (Figure 15). The current tracking software is robust enough to tolerate some occlusion of the QR code Figure 16. For the purpose of this demonstration, it is assumed that each canister is filled with some amount of a mock nuclear material. A predefined nuclear criticality safety rule is used to check to make sure the proximity of the canisters stays beyond a predefined distance as the operator is working and moving canisters (Figure 17). In the event that that the canisters pass into the proximately threshold the color of the holographic cylinder overlaid on the canisters turns blue (Figure 18). The blue color is reminiscent of the blue flash that is caused by Cherenkov radiation when nuclear materials go critical (Clayton, 2010). It must be stressed that the administrative criticality limits associated with the use of an augmented reality human-machine interface would be very conservative in order to ensure a warning is produced long before and actual nuclear material becomes critical. Once the canisters are moved sufficiently far from one another the canisters return to their original neutral color to indicate to the operator they are once again in compliance with nuclear criticality safety postings (Figure 19).
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FIGURE 14. QR code on canister allows for tracking of position and pose of canister. A holographic cylinder is overlaid on the canister to provide feedback to the user that the canister is detected and being tracked.
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FIGURE 15. A holographic button is associated with the canister. The button works despite the presence of the polycarbonate sheet.




[image: image]

FIGURE 16. The tracking algorithm used to follow the canister is robust to occlusion of the QR code.
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FIGURE 17. The operator brings the canisters closer and farther from one another as they are working.
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FIGURE 18. Once the canisters pass a predefined proximity threshold, the holographic canisters turn blue to give the operator notice they have violated the criticality safety postings.
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FIGURE 19. Once the canisters are separated beyond the proximity threshold the color of the holographic canister returns to neutral.



Next we demonstrate the ability to retrieve and fill-out documentation such as a “slip printout” used to track nuclear materials in a hands-free manner using the augmented reality headset. First, the operator places the cursor on the holographic button associated with one of the canisters using the motion of their head (Figure 20). Once the cursor is on the holographic button they use the voice command “select.” To actuate the button. At that time the documation comes into the operator's field of view (Figure 21). Once the documentation is in view the operator can select a given field using the cursor and the “select” voice command. The operator can then use voice recognition capabilities in order to place data in the field. Figure 22 provides an example of selecting the “Identification Number” associated with the canister and changing it using voice recognition Figure 22. Figure 23 shows how both the “Identification Number” field and the “Material Name” field have both been changed in a hands-free manner using the cursor and voice commands/voice recognition. An orthorectified view of an example slip printout is shown in Figure 24 and is representative of what the operator would see when wearing the augmented reality headset. This demonstration shows that augmented reality can be used to enable hands-free documentation retrieval as well as modification in environments representative of a glovebox. Operators can interact with documentation without taking their hands out of their gloves.
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FIGURE 20. The holographic button associated with the cursor is actuated using the cursor and a “select” voice command.
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FIGURE 21. The documentation associated with the canister comes into the operator's field of view.
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FIGURE 22. The operator selects a field of view using the cursor and “select” voice command. Once the field of view is selected the contents of the field are changed using voice recognition.
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FIGURE 23. Changes to two fields in the documentation have been made in a hands-free manner using the voice recognition capabilities.
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FIGURE 24. An orthorectified view of a representative slip printout visible to the operator through the augmented reality headset.



ADDITIONAL APPLICATIONS FOR AUGMENTED REALITY IN SMART NUCLEAR INFRASTRUCTURE

The execution of this work revealed exciting opportunities for the use of augmented reality headsets for smart nuclear infrastructure. The ability of augmented reality headsets to create 3D maps of the environment is particularly interesting because it provides a means to perform indoor localization for wireless sensor networks that the augmented reality headset interacts with. Augmented reality headsets also provide a means to enable persistent surveillance of industrial facilities. If all operators in a nuclear facility were outfitted with augmented reality headsets, the headsets themselves could be collecting sensor data in the background without any operator intervention. This background data could be fed to a database where machine learning algorithms search for relevant patterns in the data. This solution would have many advantages over robotic surveillance solutions because robots must be provided power, must be able to navigate the facility, and can have significant safety concerns associated with them. The use of networks consisting of human operators wearing augmented reality headsets can have significant impacts on persistent facility monitoring. These additional applications for augmented reality are specifically mentioned because they were deemed to be of high impact for operations and training in nuclear infrastructure.

Augmented Reality for Indoor Localization

The execution of this work revealed exciting opportunities for the use of augmented reality headsets for smart nuclear infrastructure. The ability of augmented reality headsets to create 3D models of the environment using algorithms for solving the Simultaneous Localization and Mapping (SLAM) problem (Cadena et al., 2016), is particularly interesting because it provides a means to perform indoor localization. The primary purpose of these 3D models is to aid in the placement of holograms in the environment in such a way that they minimally overlap with the real environment thus enhancing the illusion that the holograms are actually present in the environment. However, in the course of working with augmented reality headsets it has become clear that electro-optic-based SLAM techniques have great potential for solving the indoor localization problem that often arises when deploying wireless sensor networks indoors. When a wireless sensor network is located outdoors GPS can typically be used for the purpose of localization. Unfortunately GPS typically does not work indoors, thus adding severe limitations on the ability to accurately localize objects indoors. Significant research investments have been made in developing technologies for indoor localization that make use of physical mechanisms such as acoustics/ultrasonic and electromagnetic waves (Chen et al., 2016; Zafari et al., 2018). Unfortunately these technologies often suffer from limitations associated with accuracy and noise in the environment.

A demonstration of the use of an augmented reality headset for indoor localization was created. This demonstration is executed using one operator wearing augmented reality headset that is networked to a base-station computer. The headsets initially use a static QR code displayed by the base station computer (Figure 25) as a landmark to determine the starting location of the operator (Figure 26). The updated locations of the operator are then determined using the SLAM-based updates provided by the headset and visualized on the 3D model of the facility. Examples of the operator being localized can be found in Figures 27, 28. The facility model location is calibrated relative to the location of the static QR code. The localization procedure described here can be extended to multiple operators. Indoor localization based on SLAM such as that used here has a large number of potential applications for smart infrastructure. It could be used to localize sensors, tools, equipment, and personnel. It could be used to track personnel for documentation purposes as well as to enable studies regarding the efficiency of how work is performed.


[image: image]

FIGURE 25. The operator first anchors their initial position and pose by gazing at a QR code.
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FIGURE 26. Once the operator gazes at the QR code the operator's position and pose are recorded in the map.
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FIGURE 27. As the operator moves throughout the facility their location relative to the map also changes.
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FIGURE 28. Another instance of the operator moving throughout the facility while their position is captured on the map.



There is still much potential research that could be undertaken with regards to SLAM-based indoor localization techniques and sensor hardware that could be used to enable the next-generation of smart infrastructure.

Continuous Infrastructure Monitoring

Augmented reality headsets also provide a means to enable persistent surveillance of industrial facilities. If all operators in a nuclear facility were outfitted with augmented reality headsets, the headsets themselves could be collecting sensor data in the background without any operator intervention. This background data could be fed to a database where machine learning algorithms search for relevant patterns in the data that could inform decision-making. This solution would have many advantages over robotic surveillance solutions (David and Miller, 2017) because robots must be provided power, must be able to navigate the facility, and can have significant safety concerns associated with them. The use of networks consisting of human operators wearing augmented reality headsets can have significant impacts on persistent facility monitoring. For example, an augmented reality headset is integrated with a thermal imager that is pointed in the same direction as the field-of-view as the operator could have great application for persistent facility monitoring. The measurements from the thermal imager are overlaid on a subset of the field-of-view of the operator using the AR headset (Figure 29). This information provides the operator with information regarding whether devices are energized or not. This information is useful not only to provide the immediate operator with safety information, but can also be combined with the localization information to provide facility managers with an update on the operational state of the facility. For example, if the insulation on a piece of pipe was damaged, it could be observed by the AR headset/thermal imager of an operator in the vicinity performing other work. The AR headset in combination with machine-learning algorithms could recognize the off-normal condition and alert managers to the problem who could then schedule maintenance personnel to repair the damaged insulation. If additional information were needed to better characterize the problem, the AR headset could provide audio-visual instructions to the operator to help the headset collect the relevant information (images, video, point-clouds) for decision makers to help schedule maintenance personnel.
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FIGURE 29. Screenshot from augmented reality headset with thermal imager overlay indicating soldering iron is heated up.



Interfacing Augmented Reality With Simulation Tools

Augmented reality also allows a human operator to be more intimately interfaced with powerful computational and memory resources beyond those present at the AR headset itself. One example of this that is relevant to enabling smart nuclear facilities is running nuclear criticality safety analysis on new work configurations. Figure 30 shows a 3rd person view of mock nuclear work station featuring two containers. It could be desirable to perform a nuclear criticality safety analysis of this work configuration. In order to facilitate this analysis, an augmented reality application has been developed to interface the Monte Carlo N-Particle transport code MCNP (Monte Carlo Methods, Codes, and Applications Group–Los Alamos National Laboratory, 2013) to the data collected by the AR headset and the operator. This application allows the operator to use the augmented reality headset to generate MCNP input files based on user input and the holographic feedback provided by the augmented reality headset. In this case the human operator uses hand gestures to specify the geometry of the actual containers of interest. The pink holograms are overlaid above the actual canisters in order to provide the operator with feedback that indicates they have correctly specified the geometry that is used to generate the MCNP input file that could be sent to a more powerful remote computer running MCNP. The results from the MCNP could then be transmitted back to the augmented reality headset where they could be presented to the operator in a manner that respects the context of the work that is to be performed. Future research could consider techniques to further automate the generation of MCNP input files using the 3D environmental models captured by the augmented reality headset. Interfacing augmented reality with high-fidelity radiation transport codes is particularly useful for glovebox criticality safety applications as well as for high-fidelity training.
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FIGURE 30. 3rd-person view of a human operator using an augmented reality headset to determine the geometry for MCNP input files in-situ.



Augmented reality tools can also be integrated with facility-level information provided by a database. The operator can both download as well as upload data to the database and this information could be used to perform tasks such as specifying the MCNP input file information as previously discussed. This information could also help enable tools such as a tool to help operators plan nuclear materials moves in such a way that they are safe and do not violate any nuclear criticality safety limits. A demonstration application of such a material move planning tool has been created. This application takes information regarding the geometry of the interconnected gloveboxes in a facility, along with the information regarding the nuclear criticality limits associated with each glovebox and the properties of the material that is desired to be moved, and suggests a possible safe path to move the material using a technique based on the A* path planning algorithm (Hart et al., 1968). The proposed safe path is visualized using a magenta line. Future research could focus on integrating this path-planning tool with facility-level database information and probabilistic risk-assessment algorithms to generate paths that make use of the most-up-to-date facility information and are also robust against human errors in execution as well as in data entry.

This work also illustrates the need for robust authentication of the operator using any given augmented reality headset. Many applications are security critical, and for this reason there will be a need to have a high confidence of which operator is using a given augmented reality headset. Such authentication will help ensure that operators are not performing undesirable actions such as stealing resources, or performing work incorrectly.

Interfacing Bar Code Scanners to an Augmented Reality Headset for Agile Auditing

Having access to information is critical in nuclear facilities, for executing daily operations related to management and decisions. One of the ways we currently address the problem of quickly accessing information has been with the use barcodes and barcode scanners. Barcode scanning allows user to send a search input into a database to send and receive information. For many years barcode scanning has provided: a fast and efficient search mechanism to get information quickly, and it has allowed improvements in automation. This research includes the development of an Augmented Reality application to integrate the barcode scanner as a USB HID device to be connected to an augmented reality headset. This application allows the user to read barcodes in order to get more visual information. The software has a simple GUI design, containing a 3D rectangle that moves with the head motion, a smaller white 3D rectangle that shows the decoded string of the barcode. This software has been tested with different barcode scanners to see which one provided the most efficiency. The second contribution of this work includes the implementation of a transmission control protocol (TPC) network socket connection between the barcode being scanned and a remote database on a distant server. This stream socket connection between the object being scanned and the server allows inspectors to obtain real-time information from the server, and also store information of the inspection in the server. The final objective of this work is to augment the human perception of their environment to be faster and more accurate with the use of augmented reality and barcodes in the context of nuclear facilities operations and management. Future works include the implementation of additional safety features with augmented description of the canisters, display of internal contents that can be sorted and comprehend by the inspector, and other implementations that enable real-time display of information across time and space not previously possible.

The proposed application consists of the integration of three main assets now linked through the augmented auditing of the nuclear storage through bar-code scanning and AR. Figure 31 summarizes the three components included in the proposed framework. The inspector conducts the auditing using a bar-code that collects the information of a given canister in the storage environment. This bar-code information is linked with a server through a transmission control protocol (TCP) socket that streams information in two directions to the inspector on real-time. The information of the inspection can be saved in the database, and the information from the database can be visualized by the inspector in real-time. This real-time auditing enables the inspector to modify their decisions during the inspection informed by information now available on real-time through the new application. Figure 31 shows the proposed solution architecture.


[image: image]

FIGURE 31. Solution architecture.



The design of the app is processed in Unity, and the assembly and compilation is carried out with Visual Studio [Microsoft, (n.d)]. The deployment in Hololens enables the real-time access to the linked database which can be accessed by the inspector. The inspector can then access Safety Data Sheets (SDS) that are linked through the stream socket in front of the canister with valuable information in PDF format. When the PDF information is updated in the server the inspector can receive the most updated PDF through AR.

The new application enables the inspector to scan the bar codes and access the information automatically. The application enables the following inspection abilities:

1. Bar-code scanning of the nuclear canister (hands free).

2. The inspector can scan the code of the canister and identified the specific canister from a remote database. The access to the canister information is conducted remotely through a socket connection from a remote server, where the barcode sends the information collected from the code (Figure 32).

4. The inspector can also select accessing the database transmit PDF properties of the canister to the inspector by clicking with their fingers the audited canister.

5. The inspector can observe the properties of the canister as they are updated from the server remotely through the socket.

6. The inspector can open and display the information during the audit. This information has arrived to the interface of the inspection through the socket, so the database allows the inspector to read the most up to date information of the specific canister.
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FIGURE 32. Bar-code scanning (hands-free).



CONCLUSIONS

In this work, we present a framework for using augmented reality to enable the next generation of smart nuclear infrastructure. Nuclear infrastructure is among the most highly regulated infrastructure in existence. Nuclear infrastructure features a variety of hazards (e.g., radiation, chemicals, mechanical, electrical). It also features stringent security considerations that may need to conform with the stipulations of international non-proliferation treaties. Nuclear infrastructure also commonly includes systems to keep rigorous documentation of work and chain-of-custody information of the materials held within. For these reasons, solutions created for nuclear facilities can easily be adapted to other forms of infrastructure because other forms of infrastructure generally only feature a subset of these constraints and hazards.

A prototype of the Augmented-Reality based system for enabling smart nuclear infrastructure has been implemented and demonstrated in a surrogate environment. The development of this prototype can be used to help guide the development of a system that can be deployed in actual nuclear infrastructure.
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