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To align the buildings sector with the 1.5°C climate change trajectory, enormous improvements in energy efficiency are needed. It is therefore crucial that the tools used to evaluate buildings’ energy use undergo robust testing. This paper tests, for the first time, the outcome of the Passive House Planning Package (PHPP) and an author-modified version of the Radiant Time Series Method (RTSM), following the Building Energy Simulation Test (BESTEST). The results show that while the validity of the modified-RTSM is slightly superior to that of the PHPP, both tools pass less than 35% of the cases—necessitating further calibration and challenging the widely-held belief that the PHPP is ‘validated’. As the PHPP and the modified-RTSM present a relatively simple and quick way of evaluating buildings’ energy performance, calibrating their methodologies so they pass the BESTEST cases could put them at an advantage over the fully dynamic and resource-intensive tools.
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1 INTRODUCTION
The buildings sector is responsible for 30% of the world’s final energy consumption and 27% of global energy-related emissions (IEA, 2022a). Although various building energy codes and standards were introduced in recent years, the sector’s total energy demand and energy-related CO2 emissions increased by an average of 1.5% and 1.2% per year from 2010 to 2021 (IEA, 2022a; UNEP, 2022). The International Energy Agency (IEA) describes the sector as being “not on-track” to meet its deliverables under the Net Zero Emissions by 2050 Scenario—a scenario that offers a 50% chance of limiting the rise in global temperatures at 1.5°C above pre-industrial levels (IEA, 2021).
There are several factors implicated for this shortcoming. One such factor is the significant expansion of the sector’s built-up area, which has increased by 1.9% per year from 2010 to 2021 and is expected to almost double by 2060 (IEA, 2022b; 2017). Another factor is the sector’s ‘performance gap’—where a building’s calculated energy demand is different from that measured. This gap varies greatly and can be in either direction. For instance, a review by Shi et al. (2019) shows that the ratio between a building’s measured energy demand and that predicted can range from as little as 0.29 (i.e., where a building consumes less than predicted) to a substantial 4.0 (where a building consumes four times more than predicted).
The factors leading to this gap can be classified as either socioeconomic or technical and, in many instances, both types would be acting simultaneously. Socioeconomic factors include the rebound effect, where an improvement in the energy efficiency of a service leads to a less-than-predicted energy saving—and sometimes a higher energy consumption—due to the reduction in the perceived price of that service (Saunders, 1992). Within the buildings sector, this is estimated to range from 6% to a substantial 187%—meaning that 6%–187% of the predicted energy savings are not realised (Al Shawa, 2022). Another socioeconomic phenomenon is the income elasticity of energy demand—i.e., the percentage increase in energy demand with every 1% increase in income. Within the buildings sector, this ranges from 0.11 to 2.94—indicating that with every 1% increase in income, there could be a 0.11%–2.94% increase in energy demand.
The technical causes of the performance gap are several, and it is difficult the quantify the magnitude of each as they often act concurrently. For instance, poor construction quality is often cited as such cause, which is where the thermal performance of the delivered building does not match that assumed during the design stage. For instance, Asdrubali et al. (2014) compared the measured U-values of six external walls with those assumed in the energy models of various buildings in central Italy. They conclude that, in five of the six walls, the measured U-values were 15%–43% higher than those assumed in the energy model. Johnston et al. (2015) reach a similar conclusion for dwellings in the UK, where the measured U-values were approximately 60% higher than those assumed in the design stage’s energy model.
Another technical cause is the accuracy of the weather data used to predict the energy performance of a building. A study by Bhandari et al. (2012) analysed the difference between weather data supplied by two providers and that measured on-site in Oak Ridge, United States. They show that a variation of up to 90% can occur for a single variable, leading to a difference of up to 7% in building energy consumption and up to 90% in peak loads. Confirming these findings, Wang et al. (2012) compared the outcome of an EnergyPlus simulation using actual weather data and that using a Typical Meteorological Year (TMY3) weather file, and show that a variation of up to 6% can occur in building energy use.
Lastly, a third factor is building energy simulation programmes themselves. This includes their inherent simplification of various thermodynamic interactions occurring within buildings which, sometimes, limits their ability to accurately model unconventional heating, cooling, and air conditioning systems (Salehi et al., 2013), natural ventilation (Crawley et al., 2008), and complex building geometry (Herrando et al., 2016). This also includes whether a specific programme or methodology has undergone a robust testing procedure (Crawley et al., 2008) and if it did, how well it faired. It is this last factor that is the main focus of this paper, and which will be discussed in detail in the subsequent sections.
1.1 Verification, validation, and comparative testing of building energy simulation tools
Since their inception more than 50 years ago (Crawley et al., 2008), the number of building energy simulation tools has proliferated (Rittelmann and Ahmed, 1985). At the time, no robust procedures that can test the validity of these tools’ output had existed. Research conducted by the National Renewable Energy Laboratory (NREL, then called Solar Energy Research Institute) noted considerable unexplained differences between the output of four simulation tools—namely: DOE-2, BLAST, DEROB, and SUNCAT. In recognition of these discrepancies, the International Energy Agency (IEA) initiated various workstreams to develop a comprehensive methodology to test the validity of these tools. This included the Solar Heating and Cooling (SHC) tasks 8 and 12 established in 1977 (Judkoff and Neymark, 1995a).
At the most basic level, a tool is usually tested by comparing its annual output with a measured value. This approach is often preferred by tool developers as it mimics the way in which a tool would be used in reality (i.e., to predict the annual energy consumption of a building). However, such an approach does not isolate the multiple sources of potential error that could be acting simultaneously. Therefore, even if a tool correctly predicts a building’s annual energy consumption, it is possible that, due to compensating errors, that correct prediction is due to an internal error in the tool’s algorithm. Recognising this, the NREL developed a robust methodology for testing building energy simulation tools which could—to an extent—eliminate compensating errors and isolate the potential source(s) of error. Broadly speaking, the methodology starts with the simplest case and then changes a single parameter with each case, and the tests are conducted under various climates, building types, and modes of operation. The methodology proposed by the NREL was generally accepted by the IEA and has formed the basis for the various types of tests that were developed later on (Judkoff and Neymark, 1995a).
The tests stemming from that methodology often taken one of three forms: A) verification—where a tool’s ability to correctly perform its intended algorithm is tested; B) empirical validation—where the output of a tool is compared against measured physical phenomena; and C) comparative testing—where the output of a tool is compared with that of other tools (Judkoff and Neymark, 1995a; Trucano et al., 2006). Since 1980, both the NREL and the IEA have developed various tests for each of these three types. For instance, several tests were developed to verify a tool’s analytical solution for various problems such as wall conduction, mass charging, and infiltration. Tools that have undergone these tests include DEROB-3/4, DOE2.1, BLAST-3, and SUNCAT-2.4. In terms of empirical validation, an experiment was carried out where various tests cells were built in Denver (United States), Los Alamos (United States), and Ottawa (Canada), and the output of several simulation tools was then compared with the measured data of these cells. Lastly, comparative testing was initiated through IEA’s Solar Heating and Cooling (SHC) Task 12 and culminated in the development of the Building Energy Simulation Test (BESTEST) by NREL (Judkoff and Neymark, 1995a). BESTEST, in turn, formed the basis for the American Society of Heating, Refrigerating, and Air-conditioning Engineers’ (ASHRAE) (ASHRAE Standard 140-2011, 2011) —which is considered today as one of the most rigorous and widely-used software testing procedures (Judkoff and Neymark, 2013).
The BESTEST standard comprises a series of carefully selected test cases that assess a tool’s ability to model various phenomena, including conduction, infiltration, internal heat gain, solar transmission and incidence, and thermal mass. Eight public domain dynamic simulation tools (the definition of which is further explained in Section 1.3) from the United States and Europe were employed to run various test cases and their results were presented in the standard. The simulation tools that were employed are shown in Table 1.
TABLE 1 | The eight simulation tools used in the BESTEST standard (Judkoff and Neymark, 1995a).
[image: Table 1]While the range of results established by these tools does not constitute the “truth”, it does represent the results of state-of-the-art simulation tools that have been calibrated, scrutinised, and empirically validated over the past 50 years. Therefore, the result of a tool or a methodology falling outside that range does not necessarily mean it is incorrect, but it does merit the need for further calibration. The intention of the BESTEST standard is to assess the suitability of a simulation tool to run a particular problem and, based on the outcome, give the design and engineering communities a degree of confidence in that tool. While this may not be a perfect solution, it is a better approach when compared with using simulation tools “on blind faith” (Judkoff and Neymark, 1995a).
Having provided a brief introduction on the various methods and procedures used to test the robustness of building simulation tools, the paper will now discuss the degree to which two of these tools have been scrutinised. Namely, the Passive House Planning Package (PHPP) and the Radiant Time Series Method (RTSM). The selection of these two tools, rather than others, mainly stems from their popularity and their ability to estimate heating and cooling demands in a relatively simple and quick manner, as is further explained in the following sections 1.2 and 1.3.
1.2 Passive House Planning Package (PHPP)
Passivhaus is a German building energy efficiency standard developed by the Passive House Institute in 1990. It is based on a fabric-first approach and, through the efficient use of solar and internal heat gains and heat recovery, buildings designed to the Passivhaus criteria consume up to 75% less energy compared with a typical new build (Passive House Institute, 2019a). To date, there are more than 5,300 certified Passivhaus buildings worldwide, located across Europe, North America, Latin America, Africa, Asia, the Middle East, and the South Pacific. Compliance with the Passivhaus standard is now also mandated in various provinces around the world, including New South Wales (Australia), Vorarlberg (Austria), and Brussels and Antwerp (Belgium) (International Passive House Association, 2024).
All buildings seeking certification under the Passivhaus standard must demonstrate compliance through Passivhaus’ modelling tool—the Passive House Planning Package (PHPP) (Passivhaus Trust UK, 2024a). The PHPP is an energy balance tool introduced by the Passive House Institute in 1998 and has since undergone continuous development. It is an Excel-based tool comprising various inputs, and it enables designers to quickly assess the effect of various design interventions on a building’s energy consumption, peak loads, and thermal comfort.
The energy calculation engine of PHPP’s older versions (up to version 9) was based on the International Standardisation Organisation (ISO) Standard 13790’s monthly method, whereas that of the current version 10 is based on ISO 52016’s monthly method (Passive House Institute, 2019b; Passive House Institute, 2021). Current research demonstrates that there is little discernible difference between the two ISO standards (van Dijk, 2018) and, similar to the Radiant Time Series Method (RTSM) that will be discussed in the following Section 1.3, both methods can be considered as quasi-steady state (Kim et al., 2013). The quasi-steady state method, in turn, is where the dynamic effect of quantities such as internal temperature and heat flow rates—which would otherwise be constant over time under the steady state method—vary through the use of correction and adjustment factors derived from a large number of dynamic simulations (van Dijk, 2018; Corrado and Fabrizio, 2019). An important limitation of both the steady and quasi-steady state methods—and one that is apparent in the PHPP—is that the climatic data is processed based on average monthly or seasonal values, whereas a shorter time step (often hourly) is used in the dynamic method (Corrado and Fabrizio, 2019).
Since its inception, the PHPP was subjected to various tests to measure the accuracy of its output, both directly (i.e., testing the PHPP tool itself) and indirectly (i.e., testing its underlying calculation methodologies—e.g., ISO 13790 for PHPP version 9 and earlier and ISO 52016 for version 10). The first of these tests, which assessed the outcome of the PHPP tool itself, was the Cost Efficient Passive Houses as European Standards (CEPHEUS) study (Feist et al., 2001), where 221 Passivhaus-certified dwellings were built and closely monitored in Germany, Sweden, Austria, Switzerland, and France. The project proved the viability of the Passivhaus concept in that, on average, the measured space heating energy demand of Passivhaus dwellings was 84%–87% lower than that of typical newly built dwellings.
Another study that investigated the accuracy of the predictions made by the PHPP is Mitchell and Natarajan (2020), which analysed the measured performance of 97 Passivhaus-certified dwellings in the United Kingdom. The study highlighted the benefits of the Passivhaus concept in that the average space heating demand of Passivhaus dwellings in the United Kingdom is about one-fifth that of newly built homes.
Both the CEPHEUS project (Feist et al., 2001) and the Mitchell and Natarajan (2020) study are cited by the Passive House Institute as proof of the ‘validity’ of the PHPP (Passive House Institute, 2019b; Passipedia, 2023). But that conclusion is brought into question when closely examining both studies. For instance, in the CEPHEUS project, there is a considerable difference between the measured and PHPP-predicted space heating demand of dwellings located in the Austrian cities of Hörbranz (difference of −75%), Egg (difference of 33%), and Dornbirn (difference of 41%) (Feist et al., 2001). Similarly, in the Mitchell and Natarajan (2020) study, the measured space heating demand can be up to one-tenth (if it is less) and twice (if it is higher) that predicted by PHPP.
Another issue is that, even if the PHPP predictions closely matched the measured values, that would not necessarily validate PHPP’s output given the possibility of multiple sources of error acting concurrently. As discussed in Section 1.1, a more robust validation of the PHPP would be to start from the simplest case and then introduce various changes, one at a time, and assess the difference between the measured and PHPP-predicted values for each case.
Another study, which constitutes comparative testing, is that by Charron (2019) in which PHPP version 9.6 (which is based on ISO 13790’s monthly method (ISO, 2008; Passipedia, 2023)) was tested in accordance with ASHRAE Standard 140-2017 (2017). The study was conducted in accordance with the Class I Test Procedures which, the standard asserts, is suitable for tools that are unable to produce hourly or sub-hourly simulation time steps. The Class I Test Procedures were adapted from the Housing Energy Rating System (HERS) BESTEST, which was developed by the NREL with the intention of certifying residential energy simulation tools. This is as opposed to the Class II Test Procedures, which are based upon the IEA BESTEST discussed in Section 1.1 and which aims to test simulation tools irrespective of their time steps’ resolution. The study shows that the PHPP’s results fall within the 93% confidence interval established by the results of the three reference programmes—in this case, BLAST 3.0, DOE 2.1E, and SERIRES 5.7 (Ron Judkoff and Joel Neymark, 1995)—for all 38 cases except one case (L155A: south-facing overhang), whereby the PHPP underpredicted the annual cooling demand by 9% below the lower limit of the confidence interval (Charron, 2019).
Lastly, two studies were conducted which test PHPP’s underlying calculation methodology. The first one, by Kokogiannakis et al. (2008), compares the output of ISO 13790’s monthly and hourly methods with that of EnergyPlus and ESP-r. Whilst this comparative analysis does not follow the procedure suggested by NREL and thus is prone to various shortcomings (discussed in Section 1.1), it is useful in comparing the output of ISO 13790’s monthly method (upon which PHPP version 9 and earlier is based) to that of two simulation tools that have undergone the BESTEST testing procedure with favourable results (i.e., EnergyPlus and ESP-r) (Strachan et al., 2008; Henninger and Witte, 2010). The comparison shows considerable differences between the monthly method on the one hand and EnergyPlus and ESP-r on the other. For instance, for the Athens climate (case 3), the annual heating energy estimated by the monthly method is 2.7 times and 3 times that estimated by EnergyPlus and ESP-r (respectively). When halving the glass area (case 9), the monthly method’s estimate of the annual cooling energy for Amsterdam climate is twice that estimated by EnergyPlus and ESP-r.
1.3 Radiant Time Series Method (RTSM)
The RTSM was developed by Spitler et al. (1997) based on the Heat Balance Method (HBM). It was proposed as a simpler—yet rigorous—alternative to the HBM as it eliminates the need for iterative calculations required by the HBM and could therefore be executed relatively quickly using a spreadsheet. Since its introduction, it has replaced other simplified methods such as the Cooling Load Temperature Difference method (CLTD) (Spitler et al., 1993) and the Transfer Function Method (TFM) (Mitalas, 1972), and has been published in subsequent ASHRAE handbooks as of 2001 (Jeffrey D. Spitler, 2003; Spitler and Nigusse, 2010). Notably, a survey conducted by Mao (Mao, 2016) in Houston, United States, showed that design professionals still use the RTSM—more so than the relatively complex HBM—for computing buildings’ peak loads. The popularity of the RTSM can also be noted in that it is the method adopted by Autodesk’s Revit MEP modelling suite to estimate heating and cooling loads (Sandberg, 2011)—a programme that currently holds an 11.36% market share of all Building Information Modelling (BIM) and architectural design software (6sense, 2024).
A prominent feature of the RTSM is its reliance on Radiant Time Factors (RTFs) and Conduction Time Factors (CTFs). These are series coefficients, derived from the HBM, which reflect the percentage of an earlier radiant heat gain (in the case of RTFs) or conduction heat gain (in the case of CTFs) that becomes a cooling load during the current hour. The RTF and CTF values, in turn, can be determined in one of three ways: 1) using the default values for various external wall and roof systems (as reported in tables 16, 17, and 20 of ASHRAE Handbook: Fundamentals, Chapter 18 (ASHRAE, 2017b); 2) using the spreadsheets supplied with ASHRAE’s Load Calculation Applications Manual (Spitler, 2014); or 3) using the tool developed by Ipseng and Fisher (2003). It is the second and third methodology (henceforth referred to as “LCAM toolkits” and “Ipseng and Fisher”, respectively) that were used in this paper to determine the RTSM’s respective RTFs and CTFs for each BESTEST case, as is further explained under Section 2.2.
In its original form, the RTSM assumes steady periodic conditions—that is, the thermal conditions of a space at a particular hour during the day are identical to those 24 h and 48 h prior to that hour (ASHRAE, 2017b). Therefore, the RTSM is unable to capture heat gains that ‘start’ 24 h or more prior to a particular day, and which would only become a cooling load on that day. This shortcoming would be more pronounced in heavyweight construction where there is a significant delay in heat input at the exterior surface becoming a heat gain at the interior surface and, ultimately, a cooling load once transferred by convection to a space’s air. This also entails that the internal heat gains of a space are identical irrespective of the day—resulting in inaccuracies when estimating the cooling load of, for example, office buildings where these gains are considerably lower in weekends than on weekdays.
Another limitation of the RTSM relates to the design conditions it adopts. For instance, when calculating the beam normal irradiance and diffuse irradiance, clear sky conditions are assumed. Moreover, it uses the n% monthly design day dry-bulb temperature—that is, the temperature that is not exceeded for more than n% of the time for a particular hour of the month—to derive the hourly dry-bulb temperatures for a day that is then used as the hourly design condition for that month (ASHRAE, 2017a). This is somewhat similar to PHPP’s climate data limitation previously discussed under Section 1.2.
It is these limitations that differentiate the RTSM from the more robust HBM, and they are also the reason why ASHRAE recommends that the RTSM is only used for peak load estimates and not for energy demand predictions (Spitler, 2014). However, these two limitations were addressed by the author—to an extent—through an ‘upgraded’ version of the RTSM that has been tested following the BESTEST procedure, as is further explained in Section 2.2.
Various studies were conducted to validate and compare the results of the RTSM against the more rigorous HBM. Overall, these studies note that the RTSM over-predicts the peak cooling load by up to 44% in zones with large single-pane glazing. Researchers suggest that this difference is mainly due to RTSM’s adiabatic zone assumption—i.e., that surface heat gains are modelled to not escape the space (Spitler and Nigusse, 2010). To address this limitation, several correction approaches were put forward that attempt to model that heat loss and integrate it into the RTSM procedure.
One of these first correction approaches was ASHRAE’s Research Project 1117 (henceforth termed RP-1117), which was carried out in 2002 (Fisher and Spitler, Jeffrey D, 2002). Its objectives were to first validate the RTSM in its then-current form and, secondly, introduce a ‘modified RTSM’ that models the heat lost to the atmosphere and compare the results with the original RTSM. Two test cells were built in Oklahoma State University—one lightweight and one heavyweight—and the cooling loads calculated under different methodologies were compared with measured values. The output of the HBM was the closest to the measured values, with a deviation of less than 15% for all cases. The RP-1117 modified approach showed a significant improvement over the original RTSM, achieving a deviation less than 20% from the HBM. It must be noted that these deviations are under “extreme” conditions (i.e., 50% glazing ratio on west and south façades, with single pane glazing), while under “typical” conditions (i.e., 20% glazing ratio on west façade, with double-pane low emissivity glass) the original RTSM was able to match HBM’s results1 (Fisher and Spitler, Jeffrey D, 2002).
Another approach to correct RTSM’s overprediction was done by Nigusse in 2007 (henceforth called Nigusse (2007) which was published in the ASHRAE Transactions journal of 20102 (Spitler and Nigusse, 2010). The approach takes the form of a dimensionless conductance that is subtracted from a zone’s RTFs, which are then applied to compute the cooling load of a room (Nigusse, 2017). The modified RTSM was compared against the HBM for a wide range of configurations, and the highest over-prediction by the original RTSM was noted in zones with relatively large areas of single pane glazing. In these cases, the Nigusse (2007) approach reduced this over-prediction by nearly 60%, whereas in the more realistic cases (double pane glazing with a 40% glazing ratio) this reduction was approximately 9% (Spitler and Nigusse, 2010).
1.4 Scope and objectives
From the brief review presented in sections 1.2 and 1.3, it is evident that, for the PHPP, while its older version (version 9.6) was subjected to a part of the BESTEST verification process intended for residential buildings (HERS), it has not undergone the BESTEST comparative testing procedure (discussed in Section 1.1) that is intended for all types of buildings and which is considered to be the de facto test for all energy simulation tools.
For the RTSM, because it is a simplified version of the Heat Balance Method (HBM) and can be carried using a spreadsheet, it has considerable potential for optimising buildings’ energy efficiency in a quick and cost-effective manner. Given its steady-periodic condition and the conservative climatic design conditions it assumes (discussed in Section 1.3), it is only suitable—in its current form—for load calculations (rather than load and energy calculations). However, as the author has modified the original RTSM such that it incorporates quasi-steady state periodic conditions and is able to read hourly climatic data from a weather file, it is now possible (and worthy) to test its validity for both load and energy estimations.
In light of the above, the aim of this paper is two-fold. First, using the BESTEST procedure, it tests, for the first time, the claimed ‘validity’ of PHPP version 10.3 for both annual energy and peak load predictions. Second, it introduces a novel upgrade to the RTSM whereby it is transformed to quasi-steady state calculation tool that is able to read hourly weather data and, following that, tests that upgraded version following the same BESTEST procedure. Importantly, this exercise tests the validity of both RTSM’s peak load prediction—i.e., its intended purpose—as well as its annual energy estimation, which is now possible due to the novel upgrade introduced.
The results of this exercise have important implications for both policymakers and design practitioners. For the PHPP, given the popularity of the Passivhaus standard and its adoption by various provinces around the world (as discussed under Section 1.2), the validity of the tool that assesses compliance with that standard is critical in minimising the currently-dominant performance gap within the sector (discussed in Section 1). Notably, it also ensures that the target that these provinces sought to achieve through adopting the Passivhaus standard—e.g., to become aligned with the 1.5°C climate change trajectory—is realised.
Equally, for the RTSM, given its popularity among design professionals for estimating peak heating and cooling loads (as discussed in Section 1.3), its accuracy is vital in ensuring the optimal sizing of Heating, Ventilation, and Air Conditioning (HVAC) equipment and avoiding the considerable ‘energy penalty’ caused by oversized equipment (Chiu and Krarti, 2021). Added to that is that if the RTSM’s novel upgrade introduced in this paper is shown to have ‘passed’ the BESTEST, then that upgraded version would be a viable alternative to the more complex and time-consuming HBM in estimating buildings’ heating and cooling energy demands.
2 METHODOLOGY
The BESTEST document used to test the validity of the PHPP and the RTSM—in its author-modified version—is titled IEA Building Energy Simulation Test (BESTEST) and Diagnostic Method and is written by Judkoff and Neymark (1995a).
The weather data for the tests cases is available within BESTEST’s supplementary material and has been downloaded from the NREL website (Judkoff and Neymark, 1995b). The weather data is for the City of Denver, Colorado, United States, and is available in a Typical Meteorological Year (TMY) weather data type.
The BESTEST document recommends that a tool runs both the qualification cases (600 and 900 series) as well as the sensitivity cases. In order to test the tools’ ability to model surface convection, infiltration, internal heat gain, and exterior and interior shortwave absorptivity (respectively), four more cases were added: 400, 410, 420, 430, and 440. While the BESTEST document does not set a clear passing criteria for a tool3, it does state that “[a] program may be thought of having passed successfully […] when its results compare favourably with the reference program output”. Therefore, and in-line with what the majority of current building simulation tools have done when running the BESTEST cases (Strachan et al., 2008; Henninger and Witte, 2010, p. 140; Florida Solar Energy Center, 2012; IES, 2018; DesignBuilder, 2019; Trane Technologies, 2020; Carier, 2023; EDSL Tas, 2024), passing a BESTEST case in this paper entails that the tool’s result falls within the range of output established by the BESTEST reference programmes (shown in Table 1). A summary of the BESTEST cases included in this exercise, their parameters, and a three-dimensional view of them is provided in Table 3 and Figure 1.
[image: Figure 1]FIGURE 1 | A three-dimensional view of the BESTEST cases included in this exercise. Top row: South-North orientation, no shading (left), with 1 m horizontal shade (right). Middle row: East-West orientation, east elevation, no shading (left), with 1 m horizontal and 1 m vertical shade (right). Bottom row: East-West orientation, west elevation, no shade (left), with 1 m horizontal and 1 m vertical shade (right).
The following Section 2.1 and Section 2.2 discuss which cases each of the tools (PHPP and RTSM) was able to model, along with how both tools were set up to run these cases and the various parameters set.
2.1 PHPP
For running the BESTEST cases, version 10.3 of the PHPP was used. For the climate data, the BESTEST TMY weather file was first converted to an EnergyPlus Weather File (EPW) and then imported into Meteonorm version 8.0.3 (Meteonorm, 2024). From there, the weather data was exported into a PHPP format and then manually entered into the Climate sheet of the PHPP spreadsheet. It is worth noting here that Meteonorm is regularly used by the Passive House Institute and was recommended by the institute as the tool to be used to convert EPW files to PHPP format (Al Shawa, 2023).
To account for the thermal mass of the BESTEST cases, the heat capacity ([image: image] in Eq. 1, in kJ/K) of both the lightweight and heavyweight cases was first calculated using Eq. 1 (builddesk, 2023), converted to Wh/K•m2, and then fed into PHPP’s Verification sheet.
[image: image]
where [image: image] is the thickness of the layer (m), [image: image] is the density of the layer (kg/m3), and [image: image] is the specific heat capacity of the layer (J/kg•K). The values of these parameters for each layer in both the lightweight and heavyweight construction and their resulting heat capacity ([image: image], in Eq. 1) as taken from the BESTEST document (Judkoff and Neymark, 1995a), are shown in Table 2.
TABLE 2 | The thickness of the layer ([image: image] in Eq. 1, m), its density ([image: image] in Eq. 1, kg/m3), and its specific heat capacity ([image: image] in Eq. 1, J/kg•K) for each layer making up the external wall, roof, and floor of the lightweight and heavyweight constructions. Values were directly taken from the BESTEST document (Judkoff and Neymark, 1995a).
[image: Table 2]TABLE 3 | The BESTEST cases included in this exercise, along with the parameters of each.
[image: Table 3]As it is not possible to assign interior shortwave absorptivity values nor heating and cooling setpoints for specific hours in the PHPP, cases 440, 640, 650, 940, and 950 were not modelled.
It is important to note that due to the windows’ dirt factor in the PHPP being fixed at 0.95 with no possibility of changing it, it is likely that the official release of PHPP is unable to perfectly model the solar gain into the interior space as required by BESTEST. This extends to the internal heat gains and infiltration rate which, due to PHPP’s inner formulae, would never perfectly match those required by BESTEST. Nonetheless, an attempt has been made by the author to alter these formulae, and the results of this ‘modified’ PHPP version are reported in the paper’s Supplementary Data and briefly discussed in Section 3.
2.2 RTSM
As discussed under Section 1.3, the RTSM’s steady periodic conditions assumption limits its ability to predict heating and cooling energy use. To overcome this, only the first day of the year is assumed to have steady periodic conditions (as it has no previous conditions), and each hour following that would read its preceding conditions for a period of 24 h. This was made possible by altering the algorithm of the original RTSM tool to read weather data for each hour of the year (i.e., 8,760 h) from BESTEST’s TMY weather file (as shown in Eqs 8, 9), rather than reading one value that represents the conditions during a specific hour of the month, as is commonly done in the RTSM (see Section 1.3 and the ASHRAE Handbook: Fundamentals (2017a)). This upgrade also means that both the beam normal irradiance and diffuse horizontal irradiance (W/m2) will now reflect realistic conditions, as opposed to ASHRAE’s clear-sky conditions—the latter of which will undoubtedly result in an overprediction of cooling energy.
Accordingly, and following the RTSM procedure outlined in the relevant ASHRAE guidance (ASHRAE, 2009; Spitler, 2014), the conduction heat gain of an element (wall or roof) ([image: image]) at hour [image: image] for January 1st would be computed using Eq 2:
[image: image]
Then, the radiant cooling load [image: image] at hour [image: image] for January 1st is computed using Eq 3:
[image: image]
where [image: image] is the heat input (W), [image: image] is the radiative portion of the conduction heat gain (W), and [image: image] and [image: image] are Conduction Time Factors (CTFs) and Radiant Time Factors (RTFs) (%), respectively, calculated using either the LCAM toolkits (ASHRAE, 2013) or the tool developed by Ipseng and Fisher (Ipseng and Fisher, 2003), as discussed in Section 1.3. Note that “[image: image]” indicates 1 hour before the hour [image: image].
The RP-1117 correction approach (Fisher and Spitler, Jeffrey D, 2002) (discussed in Section 1.3) attempts to model the short-wave radiation heat gain that is lost to the outdoor environment, and then subtracts that from the radiative portion of the conduction gain ([image: image] in Eq. 3) to obtain an updated [image: image] along with its corresponding updated cooling load ([image: image] in Eq. 3).
Thus, the first step is to calculate the short-wave heat gain, [image: image] (W), as shown in Eq. 4: (Fisher and Spitler, Jeffrey D, 2002):
[image: image]
where [image: image] (W) is the portion of beam radiation reflected from the floor, [image: image] (W) is the diffuse solar radiation transmitted into the space, and [image: image] (W) is the short-wave radiation from internal gains.
[image: image], in turn, is calculated using Eq. 5:
[image: image]
where [image: image] is the floor’s solar fraction (i.e., the fraction of solar radiation reflected by the floor and transmitted back out of the window) (ASHRAE, 2017), [image: image] is the shortwave reflectance of the wall and [image: image] is the beam solar heat gain through all windows (W). Both the [image: image] (in Eq. 4) and [image: image] (in Eq. 5) are computed following the regular RTSM procedure outlined in Chapter 18 of ASHRAE’s Handbook: Fundamentals (2009) and Chapter 7 of ASHRAE’s Load Calculation Applications Manual (Spitler, 2014).
Next, the total short-wave radiation heat that is lost through the windows, [image: image], is calculated using Eq. 6:
[image: image]
where [image: image] is the short-wave heat gain (calculated using Eq. 4), [image: image] is the solar fraction of the window and [image: image] is the transmittance of the window.
Finally, the [image: image] is then subtracted from the radiative portion of the conduction heat gain ([image: image] in Eq. 3) to obtain an updated [image: image], which is then fed into Eq. 3 to obtain the updated radiant cooling load ([image: image]).
For the Nigusse (2007) correction approach, a dimensionless heat conductance ([image: image] in Eq. 7) is subtracted from the RTFs, which are then used to convert the hourly heat gains to hourly cooling loads (as was shown in Eq. 3). For a space with [image: image] windows, [image: image] is calculated using Eq. 7:
[image: image]
where [image: image] is area of the space (m2), [image: image] is the U-value of the [image: image] th window (W/m2•K), [image: image] is the surface area of the [image: image] th window (m2) and [image: image] is the inside surface conductance of the [image: image] th window (W/m•K).
The above demonstrates how the [image: image] in Eq. 3 is calculated for the first day of the year (i.e., where no data for previous heat inputs exists) under: 1) the original RTSM; 2) the RP-1117 correction approach; and 3) the Nigusse (2007) correction approach. For the rest of the year, and as a dataset of heat inputs for the previous 24 h is now available, the conduction heat gain and radiant cooling load are calculated using Eqs 8, 9, respectively.
[image: image]
[image: image]
Following that, the annual heating and cooling energy demand are calculated by summing the hourly loads occurring for all elements for the entire year, as shown in Eqs 10, 11:
[image: image]
[image: image]
where [image: image] and [image: image] are annual heating and cooling energy (MWh), respectively, and [image: image] is the summation of hourly loads for all elements (W).
Except for the changes introduced above, the RTSM procedure implemented in this paper follows that outlined in Chapter 18 of ASHRAE’s Handbook: Fundamentals (2017 version) (ASHRAE, 2009) and Chapter 7 of ASHRAE’s Load Calculation Applications Manual (2014 version) (Spitler, 2014). Notably, certain mistakes4 were discovered in the former standard, and the author has been in dialogue with ASHRAE regarding this matter. It was confirmed by ASHRAE that an erratum will be published5, rectifying the mistakes pointed out (Owen, 2018).
3 RESULTS AND DISCUSSION
The passing rate for each of the tested methodologies is shown in Figure 2. As can be noted, the passing rate of the RTSM (for all the correction approaches) compares well with the PHPP. Taking all cases (low mass and high mass) and testing for sensitivity and absolute values, the highest passing rate for the RTSM is achieved by the RP-1117 and Nigusse (2007) approaches (35%)—slightly higher than PHPP’s 34%. Breaking this down, both the Original RTSM [Ipseng and Fisher] and RP-1117 [Ipseng and Fisher] pass 32% of the tested cases for annual heating energy—exceeding PHPP’s passing rate of 30%. It is important to note that, as mentioned in Section 2, the PHPP was unable to test cases 440, 640, 650, 940, and 950, which were tested by the RTSM. For annual cooling, the PHPP achieves the highest score at 48%, whilst the passing rate of Nigusse (2007) [Ipseng and Fisher] is the highest for peak heating and cooling (45% and 52%, respectively).
[image: Figure 2]FIGURE 2 | The passing rate of the PHPP and RTSM, in percentage, of (starting from top left): 1) all cases, absolute and sensitivity; 2) all cases, absolute; 3) high mass, absolute; and 4) low mass, absolute.
For the annual heating energy (absolute values) for the low mass cases, the Original RTSM [Ipseng and Fisher] and RP-1117 [Ipseng and Fisher] achieve the highest passing rate (both 55%), exceeding PHPP’s 50%. For the annual cooling energy, however, the PHPP’s passing rate (75%) far exceeds that of the RTSM’s methods (18% for both RP-1117 and Nigusse (2007)). It can be noted that the passing rate for annual cooling energy is doubled (from 9% to 18%) when a correction approach—either the RP-1117 or Nigusse (2007)—is applied to the Original RTSM, indicating that the intent of these correction approaches, at least in the low mass cases, has been achieved.
The situation differs when we look at the peak heating and cooling loads. For the heating load, Nigusse (2007) [Ipseng and Fisher] achieves the highest score (55%), whereas the PHPP is behind at 38%. Similarly, for the cooling load, all the RTSM approaches achieve a considerably higher score than PHPP’s 25%—e.g., 64% for the RP-1117 and Nigusse (2007) approaches. This puts into questions the claim of the validity of PHPP’s estimates of a building’s annual and peak heating demands, especially that of low mass buildings (Passipedia, 2022), given that its BESTEST passing rate was inferior to that of the RTSM.
For the high mass cases (the 900 series), the PHPP passes 25% of the cases for the annual heating energy (absolute value), exceeding that achieved by all the RTSM methods (17% for all cases). Similarly, for annual cooling, the PHPP has the highest passing rate (50%). Perhaps oddly, the Original RTSM achieves a higher score (33%) compared with the two correction approaches (17% for both)—putting into question whether the intent of the correction approaches has been achieved. For the peak heating load, the PHPP is within the range established by the BESTEST reference programmes for 75% of the cases, whereas the highest passing rate for the RTSM (67%) was achieved by Nigusse (2007) [Ipseng and Fisher]. For the peaking cooling load, Nigusse (2007) [Ipseng and Fisher] achieved the highest passing rate (50%)—far exceeding that of the PHPP (0%).
A comparison is carried out between the output of the PHPP and various RTSM methods, and that of the BESTEST reference programmes (shown in Table 1) and is displayed in Figure 3. For brevity, only the results of cases 600 and 930 are displayed, whilst the results for rest of the cases can be viewed in the paper’s Supplementary Data.
[image: Figure 3]FIGURE 3 | . Comparison between the output (absolute value) of the BESTEST reference programmes and that of PHPP and various RTSM correction approaches for Case 600 (top four) and Case 930 (bottom four) for the annual heating, annual cooling, peak heating, and peak cooling.
As can be noted, compared with the reference software, the PHPP generally underestimates the energy demand and peak loads for the low mass cases. Another general trend is that for the RTSM methodology, using the LCAM toolkits (Spitler, 2014) to compute the CTFs and RTFs leads to an overestimation of annual energy and peak loads compared with when the Ipseng and Fisher (2003) tool is used. Unlike what has been noted above, the tool chosen to compute the CTFs and RTFs seems to make more of a difference in both the cooling energy and peak load compared with the chosen correction approach (i.e., RP-1117 or Nigusse (2007)).
For the low mass Case 600, the PHPP provides a relatively low estimate for annual heating (though still within the BESTEST range) and the lowest estimate for peak heating and cooling which falls outside the range established by the BESTEST reference programmes. For the RTSM, with the exception of the annual cooling energy (which is considerably overestimated), its results fall within the BESTEST range under all approaches (i.e., Original, RP-1117, and Nigusse (2007)) and CTF and RTF estimation methods (LCAM toolkits and Ipseng and Fisher).
For the high mass Case 930, PHPP’s underestimation can be noted for peak cooling, whereas its results for the annual heating and cooling fall within the BESTEST range. For the RTSM, all the correction approaches pass the annual cooling energy but, for the peak cooling load, none of the RTSM approaches pass and an underestimation of 19% is noted for the (Nigusse (2007) [Ipseng and Fisher]) approach when compared with BESTEST’s lowest value (ESP). Similarly, none of the RTSM approaches pass the ranges established by the BESTST reference programmes for annual heating energy nor the peak heating load.
3.1 Comparison with other research
As mentioned in Section 1.2 and Section 1.3, neither the PHPP nor the RTSM have undergone testing in accordance with the BESTEST document that the majority of simulation programmes follow to validate their output (Judkoff and Neymark, 1995b). Therefore, it would not be possible to compare the outcome of these tools reported in this paper with that of other research. However, as the ISO 52016 hourly method (2017) has been (partially) tested in accordance with BESTEST, it might be somewhat useful to compare its outcome with PHPP, even as the latter is based on ISO 52016’s monthly method. It must be noted that only cases 600, 640, 900, and 940 were reported in the ISO standard, with no clear explanation given as to why the rest of the cases (i.e., 610, 620, 630, 650, 910, 920, 930, and 950) were not included. Due to PHPP’s inability to set specific heating and cooling set points at particular hours (as discussed in Section 2.1), the comparison that follows only includes cases 600 and 900.
As can be seen in Figure 4, the difference between ISO 52016 hourly method and the PHPP is more pronounced in the peak load estimations (where the former is higher by a maximum of 67%) compared with the annual energy estimations (where the former is higher by a maximum of 30%). This is with the exception of the annual cooling energy for Case 900, where PHPP’s estimate is 54 times higher than that of the hourly method6.
[image: Figure 4]FIGURE 4 | A comparison between ISO 52016’s hourly method and PHPP (as reported in this paper) for cases 600 and 900, for the annual heating and cooling energy (top) and peak heating and cooling loads (bottom).
As a side note, in the BESTEST results reported in the ISO 52016 standard, the output of ISO’s hourly method falls within the range established by BESTEST except for the annual heating and cooling energy of Case 900 and the annual cooling energy of Case 940 (both high mass). Additionally, the selected test cases (600, 640, 900, and 940) do not test the standard’s ability to predict the effects of south overhangs, east and west overhangs and fins, and solar transmittance. The sensitivity tests—i.e., the difference between the results of various cases which are used to assess a tool’s sensitivity to certain changes—were also not included. All this subtly suggests that further calibration of the standard might be needed and also somewhat contradicts van Dijk (2016) in that ISO 52016s hourly method “has been successfully validated using [BESTEST]”.
In any case, it could be postulated from this comparison that, had the PHPP implemented ISO 52016s hourly method rather than its monthly method, then its underestimation of peak heating and cooling loads reported in Section 3 could have been minimised and thus a higher passing rate might have been achieved. To an extent, this is in-line with the suggestion made by van Dijk (2018) where ISO 52016s hourly method was preferred over its monthly method.
Although explaining the differences between ISO 52016 hourly method and PHPP falls outside the scope of this paper, it is useful to examine what this difference could be due to. One factor could be the dirt factor that the PHPP assumes and which, to the best of the author’s knowledge, could not be altered in the PHPP spreadsheet. As this means that comparatively less solar irradiation would penetrate into the space, this could partially explain PHPP’s peak cooling load being lower than that of ISO’s hourly method for both cases.
Another difference which likely stems from PHPP’s reliance on ISO 52016s monthly method, is that the PHPP calculates the cooling load based on daily average weather conditions (Sarah, 2017), whereas the hourly method is able to take into account the weather’s hourly fluctuations.
Notably, as stated under Section 2.1, PHPP’s formulae was altered for the dirt factor, the internal heat gains, and infiltration rate such that it yields values that match those required under BESTEST. The full results of this ‘modified’ PHPP version are presented in the paper’s Supplementary Data, but it suffices to note here that the overall passing rate of this version is 28%—lower than that of the official PHPP version (34%) reported under Section 3. An important caveat here is that due to the complexity of the PHPP, it is possible that altering one or more of its formulae could results in inconsistencies in its internal algorithm. Thus, the results of this modified PHPP version could have been affected by some of these inconsistencies.
4 CONCLUSION
Current research shows that, to align the buildings sector with the 1.5°C climate change trajectory, enormous improvements in energy efficiency—far greater than ever achieved—are needed. It is therefore crucial that the tools we use to assess the effect of energy efficiency measures are robust and tested following state-of-the-art verification procedures. The paper shows that, to date, the most robust methodology available for comparatively testing building simulation tools is the Building Energy Simulation Test (BESTEST) developed by the National Renewable Energy Laboratory (NREL), which later formed the basis for ASHRAE Standard 140. Based on BESTEST, this paper tests, for the first time, the validity of both the Passive House Planning Package (PHPP) and an author-modified version of the Radiant Time Series Method (RTSM), for both their annual and peak heating and cooling demand estimates. The modification introduced to the RTSM tool enabled a quasi-steady state periodic conditions algorithm, as opposed to the original RTSM’s steady periodic conditions assumption, and allows the tool to read hourly weather data from a TMY weather file. The results reported for the RTSM in this paper include the two correction approaches (RP-1117 and Nigusse (2007)) that were developed with the intent to minimise the original RTSM’s overestimation of cooling loads. This exercise also includes (and tests) the two methods used to estimate the Conduction Time Factors (CTFs) and Radiant Time Factors (RTFs) of the RTSM—i.e., the LCAM’s toolkits and the Ipseng and Fisher’s tool.
The results show that, when modified, the validity of the RTSM slightly exceeds that of the PHPP, for both energy demand and peak load calculations. This shows that, contrary to the recommendation made by ASHRAE in that the RTSM should only be used for peak load estimation, the modified RTSM is capable of producing energy and load estimations that are superior in their validity to those produced by the PHPP.
A general trend that was noted is that the PHPP, when compared with the BESTEST tools, tends to underestimate the energy demand and peak loads for the low mass cases. For the RTSM, applying the CTFs and RTFs computed using LCAM toolkits’ leads to higher energy demand and peak load estimates compared to when those derived from the Ipseng and Fisher tool are applied. Additionally, it cannot be definitively said which RTSM correction approach is the most robust given that the three approaches tend to achieve the highest scores in different cases. However, overall, both the Nigusse (2007) [Ipseng and Fisher] and the Original RTSM [Ipseng and Fisher] tend to pass the highest number of BESTEST cases. Notably, the paper highlights that the intent of both RTSM’s correction approaches—i.e., RP-1117 and Nigusse (2007)—in reducing the peak cooling has not been clearly demonstrated, and that the choice of CTFs and RTFs computation tool (i.e., the LCAM’s toolkit or the Ipseng and Fisher’s tool) has a more pronounced effect in that regard.
Towards the end, a comparison between the PHPP’s BESTEST outcome reported in this paper and that of ISO 52016’s hourly method was conducted. The results showed that while the two tools produce similar results for the heating and cooling energy demand, their results differed considerably when estimating peak loads. This could be due to, the paper postulates, the PHPP setting shading and dirt factors for windows—that cannot be altered—and which would limit the amount of solar irradiation entering a space. Another reason that was noted is that the PHPP calculates the cooling load based on daily average weather conditions, whereas ISO 52016’s hourly method is able to take into account weather’s hourly fluctuations.
In summary, neither the PHPP nor the RTSM (in all its variations) were able to pass more than 35% of all the BESTEST cases. This brings into question the widely-held belief of PHPP being ‘validated’ for both its annual heating energy and peak heating load estimates given that they only fall within the BESTEST range for 42% and 50% of the tested cases, respectively. Also, as the modified RTSM only passes a maximum of 59% of the cases for peak heating and cooling load estimations, the validity of its intended purpose as presented by ASHRAE (Spitler, 2014) is somewhat questionable.
As explained in Section 1.1, while this does not necessarily invalidate the outcome of these tools, it does indicate that they are in need of further calibration. For the PHPP, the criticality of this lies in that it is the only tool that can be used to demonstrate compliance with the Passivhaus standard—a standard that has more than 5,000 certified buildings worldwide and has been gaining momentum in the past few years (Boston Business Journal, 2022; International Passive House Association, 2023; Passivhaus Trust UK, 2024b). This also has important implications for policymakers, especially in provinces that have adopted the Passivhaus standard, as it shows that the energy savings that these provinces sought to achieve through that adoption might not be fully realised. Notably, from the comparison conducted between PHPP and ISO 52016’s hourly method, it could be postulated that, had the PHPP implemented ISO 52016’s hourly method rather than its monthly method, then its underestimation of peak loads could have been minimised and thus a higher passing rate under BESTEST might have been achieved.
For the RTSM, given its adoption by both engineering programmes and design professionals for estimating peak heating and cooling loads (as discussed in Section 1.3), the findings of the paper point to the urgent need for calibrating the RTSM in order to avoid incorrect sizing of HVAC equipment which, consequently, would increase the energy demand of buildings. Nonetheless, the paper demonstrates that the RTSM—when modified—has the potential to be an energy-estimation tool in addition to a load-estimation tool, given that its BESTEST passing rate is comparable to that of PHPP.
The limitations of the paper include the possibility of human error when inputting the parameters of the BESTEST cases into the PHPP and modified RTSM tools. While the inputs were checked several times, the possibility of an error still remains. Another limitation concerns the Meteonorm tool that was used to export the BESTEST’s TMY weather file into a PHPP format. This relates to how representative that exported file is of the original TMY file, especially given the considerable impact that climate data can have on the outcome of energy simulations (as demonstrated in Section 1). Related to this is the way in which the Passive House Institute computes the peak loads of a certain location, which is usually done through a reverse-engineering exercise involving multi-stage dynamic simulations (McLeod et al., 2012). Thus, the peak loads determined through the Meteonorm tool may not perfectly match with those that would be determined by the Passive House Institute for the BESTEST weather file.
Related to this is the internal heat gain input in the PHPP for cases where BESTEST stipulates an internal heat gain of zero (i.e., cases 400 and 410). Inserting “0” as the value for internal heat gains in PHPP’s IHG sheet flags an error, and thus it is possible that the annual energy and peak loads for heating and cooling computed by the PHPP for these two cases are flawed as a result of that error. In this context, it is also important to note that the specific heat capacity values stipulated by BESTEST (15.81 and 89.58 Wh/K•m2 for the lightweight and heavyweight constructions, respectively, as determined in Table 2) are considerably less than those recommended by the Passive House Institute (i.e., 60 and 204 Wh/K•m2, respectively).
As both the PHPP and RTSM present a relatively simple and cost-effective way of assessing the impact of various energy efficiency measures, their advantages over fully dynamic and resource-intensive simulation programmes are clear. Therefore, to fully utilise that advantage, future research could look into optimising their underlying methodologies such that their outcome compares well with the BESTEST reference programmes.
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FOOTNOTES
1It is important to note that Mao (2016) has attempted to reproduce the results of ASHRAE’s RP-1117 modified approach using the ASHRAE Loads Toolkit (Spitler, 2014), but the cooling loads obtained were lower than those stated in the RP-1117 report.
2It is not clear from ASHRAE’s report whether Nigusse’s (2007) Approach II or Approach III was used (Spitler and Nigusse, 2010). A comparison between the two was performed by the author and their outcome tested against BESTEST, with Approach III yielding relatively better results. Therefore, Approach III was used in this paper.
3This is unlike the ASHRAE 140 Class II tests where a 93% confidence interval is recommended (2017).
4The mistakes relate to numerical errors in the example on page 18.44.
5As the author has followed version 2017 of the standard, it may be the case that these mistakes were corrected in the newer (2021) version.
6It is likely that this value (occurring in Table 29, p. 131 of the ISO 52016, part 1 (ISO, 2017)) is a typo. The author has contacted the British Standards Institution (BSI) regarding this, but no response was received to date.
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