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DesignSafe (www.designsafe-ci.org) is the leading cyberinfrastructure for engineering and social science research related to natural hazards. It provides tools for managing, analyzing, and sharing data, helping researchers study how natural hazards affect both physical infrastructure and communities. DesignSafe connects curated datasets from academic experimental facilities and field reconnaissance teams to researchers focused on data analysis, computation, and numerical simulation. The platform provides researchers with petabyte-scale storage and hundreds of millions of computing hours mediated by intuitive interfaces that lower the bar of entry to advanced computational capabilities. By enabling sophisticated simulations and data-driven workflows previously unattainable with desktop computers or small clusters/servers and enabling streamlined data curation, publication, and dissemination, DesignSafe empowers researchers to accelerate discoveries and helps them amplify the impact of their work.
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1 INTRODUCTION
Launched in 2015 as part of the Natural Hazards Engineering Research Infrastructure (NHERI), DesignSafe (www.designsafe-ci.org) is the cyberinfrastructure supporting all facets of research related to the impact of natural hazards on the built environment and associated communities. As natural hazards increase in frequency and intensity, so do the data collected and generated by researchers. DesignSafe addresses this explosion of data by providing a cloud-based infrastructure for managing, analyzing, and sharing data, and by providing expanded access to computational resources for performing sophisticated simulations and data analysis. DesignSafe has three core components: the Data Depot repository for data management, curation, and publication; Tools and Applications for cloud-based simulation and analytics; and the Reconnaissance Portal for field research data. Through these integrated components, researchers can accomplish all their data-driven research in a single environment.
DesignSafe focuses on adopting and implementing FAIR (Findable, Accessible, Interoperable, Reusable) data principles. This emphasis on data stewardship led the DesignSafe Data Depot Repository to become a CoreTrustSeal-certified data repository in 2023, demonstrating its commitment to curating, preserving, and providing access to valuable research data. By providing cloud-based access to high-performance computing (HPC) resources and advanced analysis tools specific to natural hazards research, DesignSafe eliminates traditional computational barriers and enables researchers to tackle previously intractable problems. The integration of data and computation creates new opportunities for discovery, from analyzing massive datasets to performing regional-scale hazard simulations to combining experimental data, field observations, and computational simulation to gain deeper insights into the impacts of natural hazards on physical infrastructure and societal resilience.
DesignSafe helps researchers address a key research question in the NHERI Science Plan: “How can the scientific community more effectively collect and share data and information to enable and foster ethical, collaborative, and transformative research and outcomes?” By creating an integrated platform that supports the full research lifecycle - from data collection and analysis to publication and reuse - DesignSafe promotes a cultural shift toward open science in natural hazards research. It also enables cross-disciplinary collaboration by breaking down traditional silos between experimental, computational, engineering, and social science researchers while enforcing curation best practices and ethical data publication that promote research transparency and reproducibility.
As DesignSafe approaches a decade of operation and almost 10,000 registered users worldwide, its impact extends beyond technological innovation to transforming research practices in the natural hazards community. This paper examines the transformative impact of DesignSafe on natural hazards research from 2015 to 2025, detailing system architecture, platform evolution, community growth, data impact metrics, and case studies across multiple types of hazards and disciplines.
2 DESIGNSAFE ARCHITECTURE
DesignSafe implements a layered architecture that separates core functionality into distinct tiers to enhance maintainability and enable independent scaling of components (Figure 1). At the foundation lies the physical infrastructure provided by the Texas Advanced Computing Center (TACC), consisting of storage systems and high-performance computing clusters such as Frontera, Stampede3, and Lonestar6. This hardware layer supports data-intensive research through large-scale storage and computational capabilities.
[image: DesignSafe System Architecture diagram with three layers: Web Portal Interface for research, data, tools, and reconnaissance; TAPIS API Services providing authentication, jobs, data management, and metadata; Physical Infrastructure by TACC for HPC systems, storage, and cloud resources.]FIGURE 1 | DesignSafe system architecture and components: Physical Infrastructure (TACC) providing HPC systems and storage; TAPIS API Services middleware handling authentication and data management; and the Web Portal Interface containing user-facing components for research workflows and data publishing.The TAPIS API framework (Figure 1) provides the critical interface between the physical infrastructure and the user-facing web portal through a comprehensive RESTful API (Stubbs et al., 2024; 2021; Cardone et al., 2023). TAPIS handles core functionalities, including authentication and authorization across all services, job submission and management on HPC systems, data transfer and management between storage systems, and metadata services for tracking research artifacts. This API-driven architecture enables DesignSafe to integrate new tools and capabilities without disrupting existing services. For example, researchers and developers can leverage TAPIS to access files, submit computational jobs, transfer data, and integrate new applications with existing resources.
The user-facing web portal (Figure 1) represents the top layer, providing intuitive interfaces to access DesignSafe capabilities, such as the Data Depot for data management, curation and publication, Tools and Applications for simulation and analysis, and the Reconnaissance Portal for accessing and contextualizing field research data from natural hazard events. These user interfaces abstract the underlying complexity while maintaining the full power of the infrastructure.
3 DATA DEPOT REPOSITORY
The Data Depot is the central repository managing more than 1.5 petabytes of research data across private and public workspaces. This repository implements a comprehensive data management strategy that supports users throughout the entire research lifecycle, from initial data collection and curation to analysis and publication.
3.1 Data management
The Data Depot manages data through distinct spaces that serve different phases of research. Individual researchers maintain private storage in My Data, while collaborative research flourishes in My Projects, where more than 3,000 teams have actively developed and shared their work. The commitment to open science manifests itself in its Published section, which hosts almost 1,700 formally curated datasets totaling over 47 million files of publicly accessible research data. The Community Data section enables researchers to store non-curated datasets for less formal sharing needs between colleagues. The Published (NEES) space preserves the research legacy of the previous earthquake-focused cyberinfrastructure (NEEShub, Hacker et al., 2011).
Researchers can easily upload data to the Data Depot through multiple methods, including drag-and-drop file upload, federation with existing cloud data services (e.g., Dropbox, Globus), Secure File Transfer Protocol (SFTP)/Secure Copy Protocol (SCP) for secure transfers, and automated command-line interfaces. The system supports all data formats, accommodating the diverse needs of the natural hazards community. The Data Depot utilizes five specialized data models designed for curating and publishing datasets. These data models provide structured, yet flexible, frameworks for organizing data and other research products such as reports, survey instruments, presentations, and their metadata, ensuring consistent documentation across data derived from different research methods used by the community. The five data models are:
	• Experimental Data Model: Supports data from physical experiments, including sensor data, photos, videos, and documentation from the NHERI Experimental Facilities and other laboratories
	• Simulation Data Model: Captures computational simulation data, including input files, model configurations, results, and analysis scripts
	• Hybrid Simulation Data Model: Accommodates experiments that combine physical testing with real-time computational simulation
	• Field Research Data Model: Handles reconnaissance data collected before, during, and after natural hazard events, including engineering assessments and geoscience observations. This model was adapted to include social science methods such as surveys and interviews collected in the field.
	• Other Data Model: Provides flexibility for additional research products such as standalone software, white papers, historical or multi-source data aggregations, and presentations.

Implemented as graphical interfaces (Figure 2), each data model provides a visual map to the key components of each research method listed above. This allows users to organize files in relation to their provenance, understood as the processes by which the data were derived, and in context with the metadata needed for others to understand the published dataset. All data models offer mechanisms for researchers to reference software and other data they reused to create their datasets and the research papers they produce. This creates an ecosystem of data, metadata, software, and publications within and outside the Data Depot, facilitating data reuse, authorship attribution, and research reproducibility.
[image: Project page titled "Hurricane Matthew Storm Surge and Wave Simulations with Data Assimilation" by Taylor Asher. It includes project details, related work, DOI, and keywords about storm surge and data assimilation. A description notes sixteen model runs, categorized into two groups based on simulations and data assimilation. A section labeled "Data Assimilation Processing Notes" outlines simulation inputs and outputs, with a focus on tidal initialization and meteorological forcing. Options to download data and view details in various formats are available.]FIGURE 2 | Graphical representation of complex dataset published in the DesignSafe Data Depot (Asher, 2019).3.2 Data curation
Like most open-science repositories, the Data Depot offers auto-publication, leaving researchers responsible for releasing quality datasets. In turn, we enable users to publish datasets of enduring value through the infrastructure, the curation interfaces, the enforcement of key data and metadata, and on-boarding and on-demand help.
In the Data Depot, data curation involves the application of the selected data model to organize the uploaded data files within a Project. After upload, the design of the interactive interface enables a progressive approach to data curation, allowing users to assign categories and enter metadata throughout their research process. Projects typically start with minimal metadata during initial data upload, with requirements increasing as they move towards publication. This approach distributes the curation workload across the project timeline rather than concentrating it at the end. The curated dataset is then published, each receiving a Digital Object Identifier (DOI) and appropriate licensing to ensure proper citation and reuse by others.
DesignSafe offers bi-weekly virtual office hours and on-demand assistance from data curators to support the curation and publication processes. Curators also review post-published datasets and suggest amending or versioning to their authors. Another useful resource that helps improve the quality of datasets is the “Leave Feedback” form, which allows reusers of the data to ask questions or make comments about published datasets. The majority of these comments result in improvements to the dataset publication. Over time, this personalized assistance has created stronger trust between DesignSafe staff and the research community, and it has also informed continuous improvements to the curation services and interface.
A unique capability of the DesignSafe Data Depot is that it does not limit the number of files or the size of published datasets. It currently supports individual datasets as large as 26 TB and with millions of files. Other data repositories have size limits on the order of 50–200 GB and file limits of about 100, making them unable to handle many of the datasets created and needed by researchers in natural hazards. In fact, more than 25% of the datasets in the Data Depot are larger than 50 GB or have more than 100 files, so it would have been difficult for these researchers to publish their data elsewhere. Furthermore, the graphical representation of the data organization (Figure 2) is particularly useful to navigate these very large and complex datasets.
In January 2023, the Data Depot Repository achieved CoreTrustSeal certification, joining an elite group that represents less than 5% of data repositories worldwide. This certification validates compliance with 16 requirements representing operationalization of the FAIR concepts across organizational infrastructure, digital object management, and technology. Going through the certification process increased the robustness of the Data Depot through enhanced documentation of policies and best practices, the implementation of data integrity and file format identification functionalities, and the use of the Fedora repository software (Payette and Lagoze, 2013) as a connector between the published data and its metadata.
3.3 Publication and usage metrics
As of December 2024, more than 1,700 datasets with assigned DOIs have been published in the DesignSafe Data Depot. We have seen a steady increase in the rate of data publishing (Figure 3a), with almost 400 datasets published in 2024. The published datasets in the first few years were focused predominantly on earthquake hazards, a legacy of the data publishing experience in earthquake engineering during the NEES program. The publishing of datasets associated with hurricanes and other natural hazards quickly accelerated. The current portfolio of published datasets includes a wide range of natural hazards (Figure 3b), with more than half associated with non-earthquake hazards and meaningful percentages associated with inland flooding, tornadoes, landslides, and wildfires. We expect the representation of different hazard types to continue to expand.
[image: Chart (a) is a line graph with blue points and a shaded area showing cumulative DOI growth from 2017 to 2025, increasing steadily from 19 in 2017 to 1672 in 2025. Chart (b) is a pie chart depicting the percentage of DesignSafe datasets associated with different disaster types with Earthquake at 46%, Hurricane 29%, Inland Flood 9%, Tornado 5%, Landslide 4%, Wildfire 3%, Pandemic 3%, Extreme Weather 2%, and Other 4%.]FIGURE 3 | Growth in research data accessibility: (a) Growth in DOI assignments over time and (b) distribution of published datasets by hazard type.To help researchers understand the reach and influence of their data publications, the Data Depot tracks usage metrics compliant with Make Data Count (MDC) standards (Kratz and Strasser, 2015). These metrics focus on when and how much users view, copy, preview, and download files and metadata associated with a dataset. They are designed to allow fair usage comparison between small and large datasets. The metrics include Unique Requests, which represent 1-h sessions during which a user previewed, downloaded, or copied files, and Unique Investigations, which represent 1-h sessions during which a user viewed metadata or previewed/downloaded/copied files. DesignSafe adopts the 1-h session definition established by the Make Data Count initiative and Counter Code of Practice, which other major data repositories such as Zenodo also implement to ensure consistent and comparable usage metrics across the research data ecosystem (Make Data Count, 2018). The use of 1-h sessions, rather than individual file downloads, helps normalize usage for datasets of different sizes. We started compiling the MDC metrics in 2022, and since that time published datasets have received more than 55,000 Unique Requests and more than 800,000 Unique Investigations. These metrics are tracked for each DOI and exposed on each published dataset’s landing page, allowing to evaluate its impact data over time.
It is difficult to track data use and reuse in the technical literature because the research community is only recently acquiring the habit of properly citing data in their publications. Citing data should be done similarly to citing a paper, with the data citation included in the reference list, and DesignSafe aids researchers by providing the citation language for a dataset on its landing page (Figure 2). Despite these issues, we can quantify the impact of DesignSafe and its data on the natural hazards research community using manual publication counting via Google Alerts and through AI services such as Dimensions.ai. These different mechanisms identified between 1,200 and 1,500 publications that mentioned DesignSafe or DesignSafe datasets. In turn, the impact of these publications on the profession can be quantified by looking at their citations (Figure 4). These publications have been cited more than 12,000 times, and we see rapid growth over time, particularly in the last 4 years, with annual citations increasing from about 1,000 in 2021 to more than 4,500 citations in 2024.
[image: Line graph showing the number of citations per year from 2016 to 2024. The citations rise from 10 in 2016 to 4,590 in 2024. There is a steady increase over the years, with noticeable jumps between 2019 and 2020, and 2022 onwards. Each year is marked by a blue dot representing the data point.]FIGURE 4 | Citations of publications that mentioned DesignSafe and DesignSafe datasets, as reported by Dimensions.ai.DesignSafe also organizes data awareness initiatives to recognize the scientific work involved in creating, curating, and publishing datasets and to demonstrate the science that can be accomplished by reusing data. These initiatives include annual dataset awards (DesignSafe, 2025a), data reuse stories (DesignSafe, 2025b), and “Publish Your Data” events. For instance, recent dataset awards in 2024 highlighted work on “Consistently computed ground motion intensity measures for liquefaction triggering assessment” by Pretell et al. (2023) and “State Hazard Mitigation Plans and Social Vulnerability” by Peek et al. (2024a) and Peek et al. (2024b). Examples of data reuse include the work by Xu et al. (2022) on estimating cascading hazard chains, and the research by Jelének and Kopačková-Strnadová (2021), which utilized DesignSafe datasets (e.g., Rathje et al., 2017; Massey et al., 2021) for detecting earthquake-triggered landscape changes using Sentinel data. Furthermore, DesignSafe, often in collaboration with partners like CONVERGE, hosts “Publish Your Data” events, such as the “Weather Ready Research Instrument and Data Publication Training Session” held in June 2021 (CONVERGE and DesignSafe, 2021), and a series of workshops for social scientists and interdisciplinary researchers in Summer 2020 (CONVERGE and DesignSafe, 2020). As of Spring of 2025, it is possible to search for published field research datasets in the Harvard Dataverse because the Data Depot Repository has a Dataverse sub-collection (DesignSafe, 2025). This integration opens a new venue for disseminating our datasets.
4 TOOLS AND APPLICATIONS
DesignSafe provides researchers access to a comprehensive suite of computational tools running on interactive virtual machines (VMs) and high-performance computing (HPC) resources through its integration with TACC (Stanzione et al., 2020). The platform offers multiple pathways to leverage these resources, following a tiered approach that balances ease of use with customization. Researchers can choose from options ranging from a user-friendly web portal for basic HPC job submission to interactive Jupyter notebooks for data analysis (Pérez and Granger, 2007), all the way to advanced command-line interfaces for orchestrating complex computational workflows. Figure 5 presents a conceptual decision workflow that outlines the options available to users within this computational ecosystem. Researchers with minimal computational requirements and/or interactive needs can utilize the standard Jupyter VM, while those needing HPC resources can leverage existing DesignSafe applications through the web portal interface or build custom Docker containers for specialized workflows (Docker Inc., 2025). This flexible architecture accommodates diverse research needs while maintaining efficient resource utilization.
[image: Flowchart for deciding how to run a job. Start with "Need to run a job?" If interactive, use Jupyter VM. If not, ask if high-performance computing (HPC) resources are needed. If yes, and existing DesignSafe apps can be used, and parametric analysis is needed, use Jupyter VM with Tapis. If not for parametric analysis, use the Portal. If DesignSafe apps cannot be used, use the command line. If no HPC resources are needed, use Jupyter VM.]FIGURE 5 | Decision flowchart for selecting the appropriate computing environment in DesignSafe based on job requirements.4.1 TAPIS integration and architecture
In traditional high-performance computing (HPC) environments, researchers can face significant technical barriers. Access requires SSH connections, Linux command-line proficiency, and knowledge of job schedulers like SLURM. This restricts advanced computational resources to those with specialized technical backgrounds, creating a divide between domain scientists and computational capabilities. The DesignSafe TAPIS integration fundamentally transforms this paradigm by creating multiple pathways to utilize computational resources. As illustrated in Figure 6, TAPIS serves as middleware connecting the DesignSafe user-friendly interfaces with the powerful HPC systems at TACC. It manages the complex backend operations—authentication, job scheduling, resource allocation, and file management—while providing several access methods that cater to different technical comfort levels.
[image: Diagram illustrating how users connect to the TACC HPC system (Stampede3) through NSF NHERI DesignSafe. Users can access the system via multiple methods including web interfaces (HTTP), command-line tools (curl, CLI), Python scripts, Jupyter notebooks, and SSH connections. All connections route through the Tapis API, which serves as the middleware layer offered on DesignSafe to manage access to HPC resources. The Tapis API handles application code, inputs, and parameters, routing them to the Stampede HPC via a queue. These jobs run on HPC utilizing global long-term and scratch storage, connecting to multiple compute nodes over high-speed InfiniBand.]FIGURE 6 | TAPIS workflows to access HPC resources. Redrawn based on the original illustration by (Arduino, 2023).DesignSafe offers a multi-tiered approach enabling researchers to begin with simple interfaces and gradually progress to more advanced methods as their skills develop. Beginners can use the web portal’s graphical interface to submit HPC jobs through simple forms, while TAPIS automatically handles all file staging and task execution behind the scenes without requiring users to learn command-line operations. Intermediate users can leverage Jupyter Notebooks, which allow Python scripts to call TAPIS commands to orchestrate workflows, masking the SSH-based resource provisioning behind the scenes. Advanced users can fine-tune performance via the command-line interface (CLI) tools, where researchers can inspect and manage TAPIS resources and calls. The resulting democratization of HPC resources has enabled DesignSafe to achieve remarkable throughput—over 60 million core-hours utilized in 2024 alone and almost 400 million core-hours over the last 5 years—demonstrating how effectively TAPIS bridges the gap between natural hazards researchers and computational capabilities.
4.2 Tool integration
The portfolio of simulation tools available in DesignSafe includes widely used applications in natural hazards engineering. ADCIRC (Luettich and Westerink, 2004) enables the modeling of storm surge and coastal circulation, supporting research in hurricane impact prediction and coastal resilience. OpenFOAM (Jasak, 2009) provides CFD capabilities for wind engineering applications, including building aerodynamics and wind load analysis. OpenSees (McKenna, 2011) facilitates structural and geotechnical analysis capabilities for earthquake engineering research. OpenSees also supports hydrodynamic simulations with PFEM (Zhu and Scott, 2014).
DesignSafe works closely with another NHERI component, the Computational Modeling and Simulation Center (SimCenter, Deierlein et al., 2020), to advance the use of simulation in natural hazards research. DesignSafe has deeply integrated the SimCenter computational tools into its infrastructure, providing researchers with streamlined access to advanced natural hazard modeling capabilities. The integration leverages containerized applications that run on the TACC HPC systems and can be launched directly from the DesignSafe portal. Tools such as quoFEM for uncertainty quantification and R2D for regional-scale hazard assessment use dedicated nodes on the HPC resources for improved performance and throughput. The platform supports web-based interfaces for immediate interaction and batch processing capabilities for larger computational tasks. This integration exemplifies DesignSafe’s commitment to providing researchers with comprehensive tools for natural hazards engineering while maintaining ease of use through web-based interfaces.
4.3 Jupyter integration
Jupyter (Pérez and Granger, 2007), an open-source web application for creating interactive computational narratives, has become a cornerstone of the DesignSafe computational ecosystem. Jupyter Notebooks allow researchers to combine live code, equations, visualizations, and explanatory text within a single document, fostering reproducibility, collaboration, and transparency. Within DesignSafe, Jupyter is seamlessly integrated across multiple environments to accommodate diverse computational needs. The Jupyter VM provides an accessible entry point for small-scale analyses and interactive prototyping, enabling users to process experimental data or develop simulation workflows without requiring advanced computational expertise. For larger-scale tasks, DesignSafe offers Jupyter HPC environments, which leverage the TACC HPC clusters to execute parallelized simulations, machine learning workflows, or data-intensive analyses. These environments bridge the gap between user-friendly interfaces and high-performance computing, allowing researchers to scale computations dynamically while maintaining interactive control over their workflows.
4.4 Data access and storage integration
DesignSafe implements a shared data mounting system that provides seamless access to published and shared datasets across its computational environments, including the Jupyter and HPC systems. This architecture enables researchers to access their private data in My Data, collaborative project files in My Projects, and published datasets directly within their computational workflows without requiring separate data transfer steps. A key strength of the DesignSafe Jupyter integration lies in this direct access to the DesignSafe data ecosystem. Researchers can mount data sets from the Data Depot directly into their Jupyter sessions, eliminating manual data transfers and enabling real-time analysis of large datasets within the same environment where simulations are executed. For example, researchers can directly read a published experimental dataset into their Jupyter notebook for analysis or use it as input for simulation runs on HPC systems. Almost 50,000 notebooks have been created in DesignSafe and more than 800 have been published in the Data Depot, many serving as templates for reproducible workflows that are shared and reused across the community. With almost 1,000 active Jupyter users annually, DesignSafe has democratized access to advanced computational resources, empowering researchers to focus on scientific innovation rather than infrastructure management. By embedding Jupyter at the heart of its computational architecture, DesignSafe exemplifies how interactive, cloud-based tools can transform natural hazards research.
4.5 Containerization in DesignSafe
DesignSafe extensively leverages containerization technologies throughout its architecture to create scalable, portable, and reproducible computing environments across diverse resources. For Jupyter services, DesignSafe employs Docker containers orchestrated by Kubernetes (Burns et al., 2016), which provide customizable notebook environments for different analytical needs. This Kubernetes deployment enables elasticity, automatically provisioning more compute and memory for JupyterHub to meet demand. Researchers can select specific notebook containers with libraries and widgets customized to their research workflows.
For high-performance computing environments, DesignSafe transitions to Singularity/Apptainer containers, which are better suited for multi-tenant HPC systems. Containerized applications, including OpenSees Express/Interactive and Jupyter HPC, can be launched directly from the DesignSafe portal and run on TACC HPC systems. This ensures consistent execution across different computing environments, allowing researchers to focus on science rather than software configuration. The TAPIS middleware further enhances this container ecosystem by providing the critical interface between physical infrastructure and user-facing services and transparently managing container deployment, execution, and resource allocation. This comprehensive containerization strategy has proven crucial to DesignSafe’s success. It enables the platform to simultaneously support diverse research workflows, maintain software compatibility across heterogeneous systems, and scale resources dynamically in response to community needs.
5 RECONNAISSANCE PORTAL AND TOOLS
The DesignSafe Reconnaissance Portal is a unified platform for discovering and investigating data collected after natural hazard events. This perishable data is collected to document and understand the impact of the event on the built and human environments, and there is an urgency to both collect that data and share it with the broader research community. Through its interactive map interface (Figure 7a), the portal geospatially organizes worldwide reconnaissance data from earthquakes, hurricanes, tsunamis, and other natural hazards, enabling rapid access to event-specific data collected by other NHERI components, such as the NHERI RAPID facility (Berman et al., 2020b) and the CONVERGE extreme events reconnaissance (EER) teams (Peek et al., 2020), as well as relevant data from other sources.
[image: (a) Interactive map displaying natural hazard events like fires, earthquakes, and hurricanes across the United States, with blue location markers. Sidebar lists details of significant events. (b) Screenshot of a mapping application showing a coastal area with detailed overlays and metadata options. (c) A 3D mapping tool interface with measurement options, showing a terrain model and a height profile graph.]FIGURE 7 | The DesignSafe reconnaissance portal: (a) Reconnaissance portal showing natural hazard events for which data is available (b) HazMapper tool illustrating available data for Hurricanes Helene and Milton (Stark et al., 2025), and (c) interrogating the Stark et al. (2025) LIDAR data online in DesignSafe.NHERI and CONVERGE EER datasets published in the Data Depot leverage the DesignSafe HazMapper tool (Figure 7b), which allows researchers to visualize and analyze the diverse data types collected, including infrastructure assessments, damage surveys, ground movements, coastal erosion measurements, wind field estimates, and social science surveys. HazMapper supports multiple data formats ranging from geotagged media to LIDAR point clouds and satellite imagery, and recent technical enhancements include improved questionnaire visualization, automated metadata extraction from field instruments, and sophisticated management of overlapping point cloud datasets. Importantly, the HazMapper tool allows researchers to interrogate and analyze these data online without downloading them (Figure 7c).
Importantly, DesignSafe and RAPID not only facilitate the publishing of field data but also facilitate the collection of field data and coordination among field teams during reconnaissance efforts after a natural disaster. Field teams and associated stakeholders use DesignSafe Slack channels to communicate about deployment strategies, damage observations, and preliminary analyses. Once in the field, the teams can synchronize data directly from mobile applications like the RAPID App (RApp) to their DesignSafe projects (Wartman et al., 2021), while integration with Mapillary enables Street View visualization for virtual damage assessment.
The tight coupling of the Reconnaissance Portal with the Data Depot provides researchers with complete access to documentation, metadata, collection protocols, and analysis results for each reconnaissance mission, with proper attribution maintained through DOI-based citations. These features represent another example of how DesignSafe integrates data and tools to create a seamless workflow from data collection to data publication. The Reconnaissance Portal also points to external datasets for each natural hazard event, which provide additional context and information about the impact of the event. Ultimately, the Reconnaissance Portal exemplifies the DesignSafe commitment to enabling data-driven, collaborative research that advances our understanding of natural hazards and community resilience.
6 GROWTH AND IMPACT (2015–2025)
The impact of DesignSafe can be quantified both through detailed metrics, as well as through use cases and user stories that illustrate its influence on research. DesignSafe has experienced substantial growth since its launch in 2015 as the successor to the earthquake-focused cyberinfrastructure, NEEShub (Hacker et al., 2011). This growth demonstrates the increasing adoption of cyberinfrastructure resources by the natural hazards community and the increasing sophistication of research activities performed by the user community.
6.1 Metrics
The user community has grown steadily over the last 10 years, with now almost 10,000 registered users across diverse disciplines. This growth reflects increased adoption of cyberinfrastructure, as well as a broadening of the research community. While NEEShub focused solely on earthquake engineering, DesignSafe supports researchers studying additional hazards, including windstorms, storm surge, tsunamis, and their combined effects, and also supports a user base that spans beyond engineering to include earth science and social sciences.
The impact of DesignSafe becomes particularly evident when examining data storage and usage metrics. The Data Depot has evolved into a comprehensive repository housing over 1.5 petabytes of research data, including both published public data and unpublished private data. Researchers have formally published almost 1,700 datasets, each with a digital object identifier (DOI) enabling proper citation and reuse. The nature of the published datasets has evolved over time, from simple, single-experiment datasets consisting only of sensor data to complex, multi-disciplinary datasets that capture physical and social responses at a range of scales. The community actively interacts with these published datasets, as demonstrated by over 800,000 1-h sessions in which users viewed metadata or data files since 2022. And publications mentioning DesignSafe have in turn been cited over 12,000 times since 2016, with more than 4,500 citations in 2024. This level of data publishing and data impact represents a significant cultural shift in natural hazards engineering toward open science practices.
Computational usage metrics highlight the role of DesignSafe in enabling sophisticated research workflows. Researchers have utilized more than five million core hours of HPC resources through DesignSafe over the last 5 years. The adoption of Jupyter Notebooks as a primary research tool has been particularly noteworthy, with users creating over 50,000 notebooks for data analysis, visualization, and research workflows. Annually, the Jupyter service attracts 1,000 unique users each year who actively use this cloud-based computational environment.
DesignSafe training and education initiatives drove significant community growth in 2024, engaging 989 researchers through workshops and webinars. These events addressed critical skills from foundational data management to advanced computational methods. Specialized webinar topics—such as Python programming, OpenSees structural analysis, and machine learning applications—consistently attract 50–150 live participants per session, and recordings of the webinars further amplified their reach. The NHERI Computational Academy, which was launched as a joint initiative with the SimCenter, represents a particularly successful engagement model offering extensive hands-on training, tutorials, and hackathon sessions across a four-day program. The Computational Academy has trained more than 150 students since its inception in 2021, evolving its format to better balance instruction with practical application. Tracking the impact of the Computational Academy, participants contributed up to 30 times more to DesignSafe through projects, data publications, and computational resource usage compared to regular users who registered for a DesignSafe account during the same period.
DesignSafe has integrated Slack as a primary communication platform to foster real-time collaboration and knowledge sharing among its user community. The DesignSafe Slack workspace represents a modern evolution from traditional user forums, providing a more dynamic and interactive environment for user support and community engagement. The DesignSafe Slack workspace includes over 4,000 members and actively supports over 100,000 messages and 15,000 file shares per year. The platform organizes discussions through specialized channels that align with different aspects of natural hazards research. These channels include dedicated spaces for specific tools like Jupyter and OpenSees and event-specific channels for particular natural hazard events. These channels become particularly valuable during active natural hazard events, enabling rapid information sharing and coordination among field researchers and data analysts.
6.2 Use cases and user stories
Within its User Guide, DesignSafe provides a collection of comprehensive use case examples that showcase how DesignSafe can be used in natural hazards engineering research. These use cases span multiple disciplines, including earthquake engineering, wind engineering, and storm surge modeling, and feature complete documentation with step-by-step tutorials using Jupyter Notebooks, complete workflows, and examples of research outcomes enabled by DesignSafe. The use cases demonstrate four key capabilities of the platform: (1) seamless integration of large-scale datasets with interactive analysis tools, (2) efficient execution of complex simulations using high-performance computing resources, (3) advanced data analytics and visualization, and (4) support for uncertainty quantification and machine learning applications. Researchers can access these use cases through the DesignSafe web portal, where they serve as templates for developing similar workflows by others.
There are various user stories that highlight how DesignSafe has influenced research and research practices in the natural hazards community. In 2022, Huang and Swain (2022b) published a paper in Science Advances about the impact of climate change on megafloods in California, and the simulation results that supported this work were published in DesignSafe (Huang and Swain, 2022a). This research was publicized several times over the next few years in media outlets such as the New York Times. As a consequence, the published dataset has seen significant interest with more than 1,100 Unique Investigations over the last 3 years. When asked why they decided to publish their data in DesignSafe, the authors specifically cited the well-designed Data Depot repository, the on-demand curation assistance that was available, and the fact that DesignSafe was focused on reaching researchers with the relevant expertise (i.e., infrastructure, design, risk-assessment) to use their data.
Another example is the impact of DesignSafe on the storm surge research community. The ADCIRC storm surge modeling community runs large models that must be run on HPC platforms, but because these models are so expensive to execute, their use is limited to those researchers with access to HPC resources. DesignSafe has given the broader community access to parallelized versions of ADCIRC that run on the HPC system and are executed easily through the DesignSafe web portal or through TAPIS. Researchers can also utilize the DesignSafe Tools and Applications for end-to-end computing, from data to simulation to data analysis and visualization, all in a cloud-based environment.
Beyond performing simulations, DesignSafe has also facilitated the publishing and reusing storm surge simulation data. Storm surge input data and model output require many GB of storage. After decades of research analyzing historical and synthetic hurricanes and building ever-more complex models, much of the data generated by these studies has been essentially lost. DesignSafe has given the community the ability to reverse this trend, with more than 25 large ADCIRC datasets currently published on DesignSafe. These published datasets have created many avenues for further research in engineering design and ML. Some recent research has used ADCIRC published datasets for improving the accuracy and/or efficiency of storm surge modeling using ML techniques (Pachev et al., 2023a; Cerrone et al., 2025; Rivera-Casillas et al., 2025), and these studies have resulted in their own published datasets (Pachev et al., 2023b; Cerrone et al., 2023; Rivera-Casillas et al., 2024).
Field reconnaissance datasets are crucial for validating community resilience models. By documenting how infrastructure actually performs during natural disasters, these datasets provide real-world data to benchmark simulations and guide evidence-based design standards. For example, the comprehensive structural damage assessments from Hurricane Michael (Roueche et al., 2020; Berman et al., 2020a) documented wind-induced failures and informed updates to wind design provisions. Another example is the detailed geotechnical field observations from the Ridgecrest earthquake sequence (Brandenberg et al., 2019) that captured surface fault rupture, liquefaction, and lifeline performance data essential for identifying potential improvements to earthquake engineering practice. These reconnaissance datasets exemplify how DesignSafe enables the translation of post-disaster observations into actionable knowledge for improving community resilience and informing hazard mitigation policies.
7 LESSONS LEARNED FROM A DECADE OF DESIGNSAFE
The ten-year journey of DesignSafe reveals critical lessons about transforming natural hazards engineering research through cyberinfrastructure. These insights demonstrate how thoughtful platform development and community engagement can fundamentally change research practices while advancing the vision of the NHERI Science Plan.
Perhaps the most important lesson has been the need for a strong collaborative approach between the DesignSafe software developers and the user community of natural hazards researchers. Developing a cyberinfrastructure that will be used by a specific research community must be driven by the needs of that research community, which requires a significant investment of time in understanding research methods and tools used by the community. The development process necessarily is progressive, in which feedback for an initial release is obtained from the community and used to improve the interface for the next release. Over time, strong relationships and trust have been built between the DesignSafe staff and the user community, such that we work together to produce the best interfaces for the user community.
For the Data Depot, the development process has involved evaluation of the interface from the perspective of data publishers as well as data users. Our curation interface and its documentation have evolved as we observed the pain points of users during curation, and we have revised the view of published data to better serve those seeking to reuse data for their research so they can easily understand the published datasets.
The initial data model-based curation and publication design accommodates the different research methods used by our community while maintaining the flexibility to adapt to emerging needs. For example, when social scientists joined NHERI, DesignSafe was able to quickly adapt to support their unique data requirements. This implementation strategy enabled rapid adoption by new user communities while maintaining data quality standards. Additionally, implementing the Fedora repository system provided a robust foundation for long-term preservation of research datasets. The 2023 CoreTrustSeal certification validated this balanced approach, demonstrating that rigorous data stewardship can coexist with researcher-friendly practices.
The computational transformation of DesignSafe reflects the changing nature of research workflows. Early experiences revealed researchers needed interactive access to data and computing resources rather than traditional batch processing. The introduction of Jupyter proved particularly transformative, offering an accessible entry point to advanced computing and support for complex research workflows. As artificial intelligence and machine learning has gained prominence in natural hazards research, DesignSafe adapted by introducing specialized Jupyter environments running on HPC systems that provide essential resources for training machine learning models. Additionally, collaboration with the SimCenter resulted in their unique simulation tools taking advantage of HPC and lowering the bar to entry for new users. The multi-tiered approach towards computation maintains the accessibility of cloud computing while delivering the computational power needed for advanced research.
Field research support emerged as a prime example of how cyberinfrastructure can bridge traditional disciplinary boundaries. The Reconnaissance Portal and the associated development of specialized tools for field research data demonstrated the importance of incorporating diverse stakeholder needs - from engineering measurements to social science observations. Integration with the RAPID facility and CONVERGE created standardized protocols that enhanced data quality while streamlining data collection efforts. These partnerships showcased how thoughtful collaboration could address complex post-disaster data gathering and analysis challenges.
Looking ahead to the next decade, DesignSafe will continue evolving to meet the changing needs of natural hazards researchers. Future developments will emphasize AI-enhanced data intelligence, extensible research workflows, and deeper integration with HPC resources. These advances will enable new forms of discovery by helping researchers identify patterns across diverse datasets, automate routine tasks, and tackle increasingly complex simulations.
Another significant lesson centers on fostering a cultural change in research practices. The DesignSafe experience revealed that technical capabilities alone do not drive adoption - researchers need comprehensive support through training, documentation, and peer examples. The webinar series evolved into a vital knowledge-sharing channel, regularly attracting hundreds of participants eager to learn about new capabilities and research applications. In-person training events, notably the NHERI Computational Academy, created immersive learning experiences that accelerated the adoption of computational approaches. And the published use case examples provided the peer examples that were templates for how DesignSafe can be used to facilitate research. The introduction of the DesignSafe Slack workspace transformed community interaction, creating a vibrant hub where researchers share knowledge, coordinate activities, and receive real-time support.
These lessons align with broader NHERI objectives by demonstrating how cyberinfrastructure can enable transformative research through adaptable data management, accessible computation, and dynamic community engagement. The evolution of DesignSafe from a specialized earthquake engineering resource that succeeded NEEShub to a comprehensive multi-hazard research environment exemplifies how careful attention to researcher needs can expand the boundaries of scientific investigation. As natural hazards research evolves, these insights provide valuable guidance for developing future cyberinfrastructure initiatives that advance scientific discovery while building resilient communities.
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