
TYPE Original Research
PUBLISHED 24 March 2023| DOI 10.3389/fcvm.2023.1140670
EDITED BY

Marco Manca,

SCImPULSE Foundation, Netherlands

REVIEWED BY

Taghi Aliyev,

SCImPULSE Foundation, Netherlands

Jacob Bergsland,

Oslo University Hospital, Norway

*CORRESPONDENCE

Liming Liu

liulimingjia@csu.edu.cn

SPECIALTY SECTION

This article was submitted to Heart Surgery, a

section of the journal Frontiers in

Cardiovascular Medicine

RECEIVED 09 January 2023

ACCEPTED 13 March 2023

PUBLISHED 24 March 2023

CITATION

Jiang Z, Song L, Liang C, Zhang H, Tan H, Sun Y,

Guo R and Liu L (2023) Machine learning-based

analysis of risk factors for atrial fibrillation

recurrence after Cox-Maze IV procedure in

patients with atrial fibrillation and chronic

valvular disease: A retrospective cohort study

with a control group.

Front. Cardiovasc. Med. 10:1140670.

doi: 10.3389/fcvm.2023.1140670

COPYRIGHT

© 2023 Jiang, Song, Liang, Zhang, Tan, Sun,
Guo and Liu. This is an open-access article
distributed under the terms of the Creative
Commons Attribution License (CC BY). The use,
distribution or reproduction in other forums is
permitted, provided the original author(s) and
the copyright owner(s) are credited and that the
original publication in this journal is cited, in
accordance with accepted academic practice.
No use, distribution or reproduction is
permitted which does not comply with these
terms.
Frontiers in Cardiovascular Medicine
Machine learning-based analysis
of risk factors for atrial fibrillation
recurrence after Cox-Maze IV
procedure in patients with atrial
fibrillation and chronic valvular
disease: A retrospective cohort
study with a control group
Zenan Jiang1, Long Song1, Chunshui Liang2, Hao Zhang1,
Haoyu Tan1, Yaqin Sun1, Ruikang Guo1 and Liming Liu1*
1Department of Cardiovascular Surgery, the Second Xiangya Hospital of Central South University,
Changsha, China, 2Department of Cardiovascular Surgery, Xinqiao Hospital, Army Medical University,
Chongqing, China

Objectives: To evaluate the efficacy of the Cox-Maze IV procedure (CMP-IV) in
combination with valve surgery in patients with both atrial fibrillation (AF) and
valvular disease and use machine learning algorithms to identify potential risk
factors of AF recurrence.
Methods: A total of 1,026 patients with AF and valvular disease from two hospitals
were included in the study. 555 patients received the CMP-IV procedure in
addition to valve surgery and left atrial appendage ligation (CMP-IV group), while
471 patients only received valve surgery and left atrial appendage ligation (Non-
CMP-IV group). Kaplan–Meier analysis was used to calculate the sinus rhythm
maintenance rate. 58 variables were selected as variables for each group and 10
machine learning models were developed respectively. The performance of the
models was evaluated using five-fold cross-validation and metrics including F1
score, accuracy, precision, and recall. The four best-performing models for each
group were selected for further analysis, including feature importance evaluation
and SHAP analysis.
Results: The 5-year sinus rhythm maintenance rate in the CMP-IV group was
82.13% (95% CI: 78.51%, 85.93%), while in the Non-CMP-IV group, it was 13.40%
(95% CI: 10.44%, 17.20%). The eXtreme Gradient Boosting (XGBoost), LightGBM,
Category Boosting (CatBoost) and Random Fores (RF) models performed the
best in the CMP-IV group, with area under the curve (AUC) values of 0.768 (95%
CI: 0.742, 0.786), 0.766 (95% CI: 0.744, 0.792), 0.762 (95% CI: 0.723, 0.801), and
0.732 (95% CI: 0.701, 0.763), respectively. In the Non-CMP-IV group, the
LightGBM, XGBoost, CatBoost and RF models performed the best, with AUC
values of 0.738 (95% CI: 0.699, 0.777), 0.732 (95% CI: 0.694, 0.770), 0.724 (95%
CI: 0.668, 0.789), and 0.716 (95% CI: 0.656, 0.774), respectively. Analysis of
feature importance and SHAP revealed that duration of AF, preoperative left
ventricular ejection fraction, postoperative heart rhythm, preoperative
neutrophil-lymphocyte ratio, preoperative left atrial diameter and heart rate were
significant factors in AF recurrence.
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Conclusion: CMP-IV is effective in treating AF and multiple machine learning models were
successfully developed, and several risk factors were identified for AF recurrence, which
may aid clinical decision-making and optimize the individual surgical management of AF.
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feature importance analysis
1. Introduction

Atrial fibrillation (AF) is a common clinical tachyarrhythmia and

is the most common arrhythmia in adult cardiac surgery patients,

representing about one-third of all arrhythmias with a global

incidence of nearly 1% (1, 2). It increases the risk of ischemic stroke

(3, 4), myocardial infarction (5), and renal insufficiency (6).

Cox-Maze Procedure (CMP) is currently considered the most

effective surgical treatment for AF and is the gold standard for

surgical treatment of AF (7, 8). Cox-Maze IV Procedure (CMP-

IV) replaces the “cut-and-sew” technique of the original CMP

with lines of ablation created using bipolar radiofrequency energy

(9–11). Some risk factors for the recurrence of AF after CMP

have been identified, including enlarged left atrial diameter

(LAD), failure to isolate the entire posterior left atrium, longer

valvular disease duration, coronary artery disease, and larger

right atrial diameter (12–15). However, there is still a lack of

large-scale, long-term controlled studies, and the risk factors for

AF recurrence after CMP-IV need further verification and

evaluation. If further risk factors that influence the efficacy of

CMP-IV can be identified, it may be possible to enhance the

effectiveness of CMP-IV in treating AF.

Previous clinical studies have mainly used traditional statistical

analysis methods such as linear and logistic regression, linear

discriminant analysis, and correlation analysis to investigate

relationships between variables and analyze clinical data (14, 15).

However, these methods have limitations in terms of their ability

to handle large amounts of data and explore nonlinear

relationships (16, 17). Machine learning is a branch of artificial

intelligence, which can learn from data and extract features for

tasks such as classification, prediction, and clustering (18).

Currently, machine learning is increasingly integrated into

clinical practice, with applications ranging from preclinical data

processing to patient stratification and treatment decision-

making, mainly including disease diagnosis, treatment risk

assessment, drug production and medical data analysis (19–22).

The purpose of this study is to evaluate the efficacy of CMP-IV

in patients with chronic valvular disease and AF through a

retrospective cohort control study and to construct machine

learning models to evaluate the risk factors for the recurrence of

AF after CMP-IV.
2. Materials and methods

This clinical study has been registered on the Chinese

clinical trial website (ChiCTR1900023775). This research was
02
funded by the National Key Research and Development

Program of China (2018YFC1311204). The studies involving

human participants were reviewed and approved by the Ethics

Committee of the Second Xiangya Hospital of Central South

University and Xinqiao Hospital Affiliated to Army Medical

University. Written consent was obtained from all patients

before surgery.
2.1. Data source and study population

In this study, we enrolled a total of 1,026 eligible patients with

AF and chronic valvular disease at the Second Xiangya Hospital of

Central South University and Xinqiao Hospital Affiliated to Army

Medical University between January 2012 and December 2019.

Among them, 555 patients underwent CMP-IV with valve

surgery and left atrial appendage ligation (CMP-IV group), as

well as 471 patients only underwent valve surgery and left atrial

appendage ligation without CMP-IV at the same hospitals during

the same period (Non-CMP-IV group). The inclusion and

exclusion criteria for the study are detailed in Supplementary

Material.
2.2. Definition of AF recurrence and
follow-up records

AF recurrence included the continuous occurrence of AF, atrial

flutter and atrial tachycardia recorded on the electrocardiogram

(ECG) for more than 30 s. Non-AF recurrent conditions include

sinus rhythm, junctional rhythm, atrial premature beats, and

ventricular premature beats. Diagnostic records: physical

examination and auscultation, ECG, 24-h dynamic ECG, and

related medical records. The postoperative follow-up period for

included patients began at 6 months after surgery and continued

for at least 12 months. Follow-up records were collected every 12

months. During follow-up visits, symptoms and signs were

recorded, and routine examinations such as cardiac ultrasound

and ECG were performed. In cases where patients were unable to

come to the hospital for a follow-up visit due to personal

reasons, they were contacted by phone and recommended to

complete the examination at a local hospital and report the

results to their follow-up recorder. If a patient experienced

palpitations or suspected recurrent AF, an ECG should be

performed at any time and the results reported to the follow-up

recorder.
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2.3. Study variables and data processing

58 features were selected as variables in each group, including

demographics, medical history, laboratory test results, and

clinically relevant variables. Data were collected from the electronic

medical records of the patients and underwent data cleaning and

preprocessing to ensure quality and consistency. Specifically, we

checked for and imputed missing values using the median value for

numerical features and the mode for categorical features. We also

checked for outliers and transformed skewed features using log

transformation. By performing these data processing steps, we

ensured the quality and consistency of the data used in our

analysis. Both centers in this study performed data collection, data

quality control, and unified data entry and storage in accordance

with a uniform standard to ensure the compatibility of data.
2.4. Machine learning model establishment
and model evaluation

We developed ten common machine learning models for the

two groups respectively, including Support Vector Machine

(SVM) (23), Logistic Regression (LR) (24), eXtreme Gradient

Boosting (XGBoost) (25), Random Fores (RF) (26), Category

Boosting (CatBoost) (27), Adaptive Boosting (AdaBoost) (28),

Bootstrapped aggregation (Bagging) (29), Gradient boosting

decision trees (GBDT) (30), Light Gradient Boosting Machine

(LightGBM) (31) and Multilayer perceptron (MLP) (32). The

optimal hyperparameter combination in machine learning

models was determined through grid search. To evaluate the

performance of these models, we performed five-fold cross-

validation on the training data and calculated evaluation metrics

including F1 score, Accuracy, Recall, Precision, and area under

the curve (AUC), along with 95% confidence intervals. These

metrics allowed us to assess the overall performance of the

models and determine their suitability for use in clinical

decision-making. The F1 score is the harmonic mean of

precision and recall and is a useful metric for balancing the

trade-off between these two metrics. Accuracy measures the

percentage of correct predictions. Recall measures the percentage

of true positive predictions among all actual positive cases.

Precision measures the percentage of true positive predictions

among all positive predictions. The Receiver Operating

Characteristic (ROC) curve for each model was plotted in CMP-

IV group and Non-CMP-IV group, using a 7:3 split for training

and testing, to more clearly visualize the trade-off between true

positive rate and false positive rate and evaluate the AUC (33).
2.5. Feature importance and explainable risk
factor analysis

Based on the evaluation results, we selected four best-

performing machine learning models in both the CMP-IV group

and the Non-CMP-IV group. Feature importance analysis was

performed on the selected models to identify the influence of the
Frontiers in Cardiovascular Medicine 03
features on the predictions. The importance of each feature was

calculated based on the internal mechanisms of the models. We

analyzed the top 20 features in the 4 models of the two groups

and analyzed their feature importance. The features were ranked

based on their importance and visualized using feature

importance plots. Additionally, we conducted SHapley Additive

exPlanations (SHAP) analysis to interpret the results of our

machine learning models for the two groups. Using SHAP force

plots, we were able to examine the contribution of each feature

to the model’s prediction for each individual sample.
2.6. Statistical analysis

We performed statistical analysis using Python 3.8, the scikit-learn

(sklearn) library 0.23.2, IBM SPSS Statistics 27 and R 4.0.2 to perform

statistical analysis. Normally distributed continuous data have been

expressed as mean ± standard deviation. Skewed distributed

continuous data have been described as medians with interquartile

ranges and were logarithmically transformed when necessary.

Comparisons between categorical data were performed with the chi-

square test, while continuous variables were assessed by t-test (for

normal distribution) or nonparametric tests (for skewed distribution).

A difference was considered statistically significant if p≤ 0.01.
3. Results

3.1. Baseline characteristics

Baseline, hospitalization and follow-up characteristics for the

CMP-IV group and Non-CMP-IV group are shown in Table 1.

In a total of 1,026 patients, AF recurred in 117 of 555 (21.08%)

in the CMP-IV group (the detailed information of baseline

characteristics is presented in Supplementary Table S1) and 402

of 471 (85.35%) in the Non-CMP-IV group (the detailed

information of baseline characteristics is presented in

Supplementary Table S2). The median follow-up time was 5

years. There was no significant difference in age, duration of AF,

and follow-up time between the two groups.
3.2. Sinus rhythm maintenance rate curve

We drew the sinus rhythm maintenance curves of the two

groups, as shown in Figure 1. The results of our study showed

that the sinus rhythm maintenance rate in the CMP-IV group

was significantly higher than that in the Non-CMP-IV group.

We used the Kaplan–Meier method to analyze the data and

found that there was a statistically significant difference in the

probability of recurrence between the two groups (p < 0.0001).

The 5-year sinus rhythm maintenance rate in the CMP-IV group

was 82.13% (95% CI: 78.51%, 85.93%), while in the Non-CMP-

IV group, it was 13.40% (95% CI: 10.44%, 17.20%).
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TABLE 1 Baseline, hospitalization and follow-up characteristics of the patients.

n Total (n = 1,026) Non-CMP-IV group (n = 471) CMP-IV group (n = 555) p

Gender, n (%)
Female 713 (69.493) 343 (72.824) 370 (66.667) 0.033

Male 313 (30.507) 128 (27.176) 185 (33.333)

Age, years 57.704 ± 7.911 57.416 ± 7.838 57.948 ± 7.964 0.284

Duration of AF, years 3.700 (2.000, 5.000) 3.000 (2.000, 6.000) 3.800 (2.800, 5.000) 0.683

Height, cm 158.565 ± 7.714 158.204 ± 7.275 158.871 ± 8.056 0.164

Weight, kg 58.417 ± 9.959 58.031 ± 9.525 58.744 ± 10.302 0.253

SBP, mm Hg 113.627 ± 15.414 113.327 ± 14.478 113.881 ± 16.162 0.563

DBP, mm Hg 71.435 ± 12.110 71.130 ± 13.257 71.694 ± 11.037 0.464

BMI, kg/m2 23.181 ± 3.237 23.167 ± 3.362 23.193 ± 3.126 0.898

Preoperative heart rate, bpm 89.244 ± 20.936 87.100 ± 21.463 91.063 ± 20.302 0.002

Preoperative LAD, mm 52.639 ± 9.693 53.336 ± 10.894 52.048 ± 8.498 0.038

Preoperative RAD, mm 39.474 ± 7.725 40.098 ± 8.862 38.944 ± 6.562 0.020

Preoperative LVD, mm 50.449 ± 8.437 51.059 ± 8.758 49.930 ± 8.118 0.033

Preoperative RVD, mm 37.407 ± 6.726 38.008 ± 7.424 36.896 ± 6.024 0.009

Preoperative LVEF, % 61.671 ± 8.478 61.943 ± 8.888 61.441 ± 8.108 0.345

Preoperative hypertension, n (%) 88 (8.577) 38 (8.068) 50 (9.009) 0.592

Preoperative diabetes, n (%) 34 (3.314) 17 (3.609) 17 (3.063) 0.626

Preoperative CHD, n (%) 73 (7.115) 31 (6.582) 42 (7.568) 0.540

History of preoperative cerebral infarction, n (%) 57 (5.556) 23 (4.883) 34 (6.126) 0.386

Preoperative pulmonary hypertension, n (%) 267 (26.023) 118 (25.053) 149 (26.847) 0.514

Smoking or drinking, n (%) 43 (4.191) 19 (4.034) 24 (4.324) 0.817

Preoperative NYHA, n (%)
I&II 65 (6.335) 33 (7.006) 32 (5.766) 0.515

III 813 (79.240) 366 (77.707) 447 (80.541)

IV 148 (14.425) 72 (15.287) 76 (13.694)

HAS-BLED score, n (%)
0 736 (71.735) 346 (73.461) 390 (70.270) 0.549

1 252 (24.561) 106 (22.505) 146 (26.306)

2 34 (3.314) 17 (3.609) 17 (3.063)

4 4 (0.390) 2 (0.425) 2 (0.360)

CHA2DS2-VASc score, n (%)
0 262 (25.536) 120 (25.478) 142 (25.586) 0.928

1 619 (60.331) 285 (60.510) 334 (60.180)

2 72 (7.018) 32 (6.794) 40 (7.207)

3 66 (6.433) 31 (6.582) 35 (6.306)

4 3 (0.292) 1 (0.212) 2 (0.360)

5 4 (0.390) 2 (0.425) 2 (0.360)

Euro Score II score 1.639 ± 0.942 1.650 ± 0.949 1.630 ± 0.936 0.734

Preoperative WBC, 109/L 6.123 ± 1.921 5.936 ± 1.876 6.281 ± 1.944 0.004

Preoperative NEUT%, % 59.507 ± 10.246 58.595 ± 10.279 60.280 ± 10.153 0.009

Preoperative RBC, 1012/L 4.768 ± 1.388 4.783 ± 1.451 4.754 ± 1.332 0.737

Preoperative hemoglobin, g/L 128.638 ± 15.768 127.444 ± 15.622 129.652 ± 15.821 0.025

Preoperative neutrophil, 109/L 4.435 ± 1.739 4.430 ± 1.771 4.439 ± 1.710 0.934

Preoperative lymphocyte, 109/L 1.866 ± 0.825 1.858 ± 0.833 1.874 ± 0.818 0.762

Preoperative NLR 2.351 (1.641, 3.510) 2.360 (1.604, 3.550) 2.342 (1.647, 3.419) 0.863

Preoperative PLT, 109/L 189.235 ± 75.454 186.463 ± 76.597 191.587 ± 74.388 0.279

Preoperative INR 1.207 ± 0.940 1.293 ± 1.324 1.134 ± 0.363 0.012

Preoperative PT, s 13.118 ± 4.690 13.274 ± 5.124 12.985 ± 4.282 0.326

Preoperative AST, U/L 24.200 (16.500, 39.900) 22.300 (15.700, 38.100) 26.400 (17.300, 42.200) 0.001

Preoperative ALT, U/L 71.200 (58.100, 90.100) 69.800 (56.200, 88.000) 72.800 (60.200, 90.800) 0.034

Preoperative Creatinine, µmol/L 5.960 (4.380, 7.960) 5.940 (4.450, 7.800) 6.000 (4.330, 8.040) 0.851

Preoperative BUN, mmol/L 6.228 ± 2.566 6.213 ± 2.503 6.241 ± 2.618 0.863

Preoperative Tbil, μmol/L 15.200 (10.900, 21.600) 15.700 (11.300, 22.700) 14.700 (10.600, 21.000) 0.076

Type of surgery, n (%)
AVR 14 (1.365) 8 (1.699) 6 (1.081) 0.009

DVR 386 (37.622) 157 (33.333) 229 (41.261)

(continued)
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TABLE 1 Continued

n Total (n = 1,026) Non-CMP-IV group (n = 471) CMP-IV group (n = 555) p
MVR 571 (55.653) 272 (57.749) 299 (53.874)

TVP only 10 (0.975) 7 (1.486) 3 (0.541)

MVP only 36 (3.509) 19 (4.034) 17 (3.063)

TVR only 9 (0.877) 8 (1.699) 1 (0.180)

MVP combined, n (%) 39 (3.801) 19 (4.034) 20 (3.604) 0.719

TVP combined, n (%) 752 (73.294) 273 (57.962) 479 (86.306) <0.001

TVR combined, n (%) 31 (3.021) 27 (5.732) 4 (0.721) <0.001

CBP time, min 103.297 ± 38.667 102.737 ± 43.122 103.773 ± 34.430 0.675

Aortic cross clamp time, min 65.228 ± 27.841 63.794 ± 31.113 66.445 ± 24.662 0.136

Left atrial thrombus, n (%) 119 (11.598) 67 (14.225) 52 (9.369) 0.015

Postoperative heart rhythm, n (%)
Non-sinus rhythm 430 (41.910) 262 (55.626) 168 (30.270) <0.001

Postoperative heart rate, bpm 84.209 ± 18.219 83.531 ± 21.436 84.784 ± 14.933 0.286

Postoperative LAD, mm 43.414 ± 8.249 44.128 ± 9.558 42.808 ± 6.889 0.013

Postoperative RAD, mm 36.161 ± 4.897 36.538 ± 5.046 35.841 ± 4.743 0.023

Postoperative LVD, mm 46.331 ± 5.922 47.128 ± 6.111 45.654 ± 5.670 <0.001

Postoperative RVD, mm 34.865 ± 4.533 34.984 ± 5.063 34.765 ± 4.027 0.449

Postoperative LVEF, % 64.769 ± 7.181 64.831 ± 7.248 64.716 ± 7.123 0.799

LOS in ICU, hours 39.443 ± 12.511 39.259 ± 12.436 39.600 ± 12.572 0.664

IABP or ECMO, n (%) 2 (0.195) 1 (0.212) 1 (0.180) 0.907

Cardioversion, n (%) 30 (2.924) 19 (4.034) 11 (1.982) 0.052

Permanent pacemaker, n (%) 7 (0.682) 6 (1.274) 1 (0.180) 0.034

Hemodialysis, n (%) 2 (0.195) 1 (0.212) 1 (0.180) 0.907

Postoperative AKI, n (%) 4 (0.390) 3 (0.637) 1 (0.180) 0.242

Postoperative cerebral infarction, n (%) 3 (0.292) 2 (0.425) 1 (0.180) 0.470

Length of hospital stay after surgery, days 11.000 (8.000, 15.000) 11.000 (8.000, 15.000) 11.000 (8.000, 16.000) 0.895

Follow-up time, years 5.000 (3.000, 6.000) 5.000 (4.000, 6.000) 5.000 (3.000, 6.000) 0.228

AF recurrence, n (%) 519 (50.585) 402 (85.350) 117 (21.081) <0.001

AF, atrial fibrillation; LOS, length of stay; SBP, systolic blood pressure; DBP, diastolic blood pressure; BMI, body mass index; LAD, left atrial diameter; RAD, right atrial

diameter; LVD, left ventricle diameter; RVD, right ventricle diameter; LVEF, left ventricular ejection fraction; CHD, coronary heart disease; PHTN, pulmonary

hypertension; NLR, neutrophil-to-lymphocyte ratio; WBC, white blood cell count; NEUT%, neutrophil ratio; PLT, platelet; INR, international normalized ratio; PT,

prothrombin time; AST, aspartate aminotransferase; ALT, alanine aminotransferase; Cr, creatinine; BUN, blood urea nitrogen; Tbil, total bilirubin; NYHA, New York Heart

Association classification; AVR, aortic valve replacement; MVP, mitral valvuloplasty; TVP, tricuspid valvuloplasty; TVR, tricuspid valve replacement; CBP, cardiopulmonary

bypass; AKI, acute kidney injury.
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3.3. Development of postoperative AF
recurrence prediction model

To evaluate the performance of the machine learning models,

we conducted a five-fold cross-validation by dividing the data

into training and test sets at a ratio of 8:2. The results of the

model evaluation are shown in Table 2. In order to provide a

more intuitive comparison, we also plotted the ROC curves of

the models using data sets divided at a ratio of 7:3, as shown in

Figure 2. Based on the ROC curves and the model evaluation

results, we found that the CatBoost, LightGBM, XGBoost, and

RF models in the CMP-IV group had the highest AUC of 0.768

(95% CI:0.742, 0.786), 0.766 (95% CI:0.744, 0.792), 0.762 (95%

CI:0.723, 0.801), 0.732 (95% CI:0.701, 0.763), respectively.

Among the 10 models in the Non-CMP-IV group, the

LightGBM, XGBoost, RF, and CatBoost models performed the

best (as shown in Table 3), with AUC of 0.714 (95% CI: 0.699,

0.813), 0.712 (95% CI: 0.669, 0.836), 0.711 (95% CI: 0.666,

0.849), and 0.699 (95% CI: 0.669, 0.831), respectively. Other

model evaluation metrics including F1, ACC, Recall, and

Precision are also at good performances in the 4 models of the

two groups.
Frontiers in Cardiovascular Medicine 05
3.4. Feature importance and model
interpretability analysis

Four machine learning models (LightGBM, XGBoost, RF and

CatBoost) were selected to analyze the risk factors for AF

recurrence in the CMP-IV group and Non-CMP-IV group based

on the model evaluation. The top 20 feature importance of the 4

models in the CMP-IV group is shown in Figure 3. The feature

importance of the 4 models for the Non-CMP-IV group is

shown in Figure 4. The SHAP force plots in Figure 5 allow us

to evaluate the risk of AF recurrence for individual samples,

which shows high-risk and low-risk examples of AF recurrence

in both the CMP-IV and Non-CMP-IV groups. Figure 6 shows

the SHAP summary diagrams for the analysis of the XGBoost

model and the Catboost model.
4. Discussion

We conducted a retrospective cohort study of the CMP-IV

group and the Non-CMP-IV group and found that the CMP-IV

resulted in a significantly higher rate of sinus rhythm
frontiersin.org
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FIGURE 1

Kaplan–Meier curves were used to visualize the sinus rhythm maintenance rate in the two groups. The Log Rank rank sum test statistic for the comparison
of survival time between the two groups was 673.932, indicating a significant difference in sinus rhythm maintenance rate between the CMP-IV group and
the Non-CMP-IV group (p < 0.001). The median sinus rhythm maintenance time for the CMP-IV group was 88 months (95% CI: 84, NA) and for the Non-
CMP-IV group was 8 months (95% CI: 7, 8). The hazard ratio for the Cox-Maze IV group compared to the Non-Cox-Maze IV group was 0.092 (95% CI:
0.074, 0.114). The follow-up time was plotted in months, and the number of patients at risk was shown below the graph.

TABLE 2 Performance summary of machine learning models in CMP-IV group.

Model Accuracy (95% CI) Precision (95% CI) Recall (95% CI) F1 (95% CI) AUC (95% CI)
XGBoost 0.802 (0.760, 0.844) 0.799 (0.782, 0.816) 0.633 (0.551, 0.772) 0.706 (0.664, 0.748) 0.768 (0.742, 0.786)

LGBM 0.804 (0.746, 0.836) 0.769 (0.796, 0.742) 0.582 (0.438, 0.732) 0.659 (0.575, 0.746) 0.766 (0.744, 0.792)

CatBoost 0.807 (0.729, 0.861) 0.764 (0.716, 0.812) 0.631 (0.532, 0.778) 0.697 (0.647, 0.747) 0.762 (0.723, 0.801)

RF 0.788 (0.769, 0.802) 0.736 (0.708, 0.764) 0.612 (0.598, 0.621) 0.671 (0.656, 0.687) 0.732 (0.701, 0.763)

GBDT 0.793 (0.785, 0.801) 0.717 (0.632, 0.802) 0.534 (0.503, 0.579) 0.611 (0.566, 0.655) 0.702 (0.665, 0.739)

Bagging 0.796 (0.744, 0.859) 0.716 (0.688, 0.744) 0.522 (0.387, 0.591) 0.615 (0.575, 0.656) 0.698 (0.652, 0.744)

LR 0.777 (0.732, 0.811) 0.689 (0.505, 0.819) 0.494 (0.405, 0.619) 0.588 (0.450, 0.702) 0.688 (0.664, 0.712)

SVM 0.795 (0.758, 0.836) 0.612 (0.568, 0.656) 0.512 (0.459, 0.565) 0.561 (0.512, 0.609) 0.687 (0.646, 0.728)

AdaBoost 0.773 (0.702, 0.812) 0.698 (0.601, 0.795) 0.533 (0.501, 0.565) 0.608 (0.552, 0.665) 0.668 (0.624, 0.712)

MLP 0.744 (0.688, 0.805) 0.637 (0.459, 0.781) 0.515 (0.488, 0.542) 0.575 (0.488, 0.656) 0.658 (0.616, 0.691)

XGBoost, extreme gradient boosting; LGBM, light gradient boosting machine; CatBoost, category boosting; RF, random forest; GBDT, Gradient boosting decision tree;

Bagging, bootstrap aggregation; LR, logistic regression; SVM, support vector machine; AdaBoost, adaptive boosting; MLP, multi-layer perceptron; AUC, the area under

the receiver operating characteristic curve.
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maintenance at 5 years (82.13% in the CMP-IV group compared to

13.40% in the Non-CMP-IV group). This suggests that CMP-IV

treatment for AF is highly effective and consistent with previous

literature reports (34, 35). Left atrial appendage ligation can

reduce the risk of thrombosis formation (36–38). Kawamura

et al. found that left atrial appendage ligation may lead to a

decrease in atrial dispersion, thereby improving the rate of sinus

rhythm maintenance (39). We found that most patients in the

Non-CMP-IV group who underwent valve surgery combined

with left atrial appendage ligation experienced the recurrence of

AF in the early postoperative period. A small number of patients

in the Non-CMP-IV group regained sinus rhythm, which may be

related to drug treatment and paroxysmal AF (40–42).
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We successfully developed 10 machine learning models in each

group. CatBoost, XGBoost, LightGBM, and Random Forest

outperformed the others in predicting and classifying this data

set. Using feature importance analysis and SHAP interpretability

analysis, we identified several risk factors for AF recurrence by

ranking the obtained features according to their importance and

the number of occurrences in each model. In the CMP-IV group,

the most significant risk factors were the duration of AF and

preoperative LVEF. Other important risk factors included

postoperative heart rhythm, preoperative LAD, preoperative NLR,

preoperative heart rate, and preoperative WBC. In the Non-

CMP-IV group, the most important risk factors were

preoperative LAD and postoperative heart rate. Other potentially
frontiersin.org
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FIGURE 2

The receiver operating characteristic (ROC) curves of the 10 machine learning models established in the two groups. Panel A shows the ROC curves for
the CMP-IV group, while Panel B shows the ROC curves for the No CMP-IV group. The acronyms in the legend stand for the following: SVM, support
vector machine; Catboost, categorical boosting; XGBoost, extreme gradient boosting; AdaBoost, adaptive boosting; Bagging, bootstrapped aggregation;
GBDT, gradient boosting decision trees; LightGBM, light gradient boosting machine; MLP, multilayer perceptron.

TABLE 3 Performance summary of machine learning models in Non-CMP-IV group.

Model Accuracy (95% CI) Precision (95% CI) Recall (95% CI) F1 (95% CI) AUC (95% CI)
LGBM 0.847 (0.830, 0.871) 0.857 (0.848, 0.877) 0.894 (0.889, 0.899) 0.895 (0.885, 0.908) 0.738 (0.699, 0.777)

XGBoost 0.832 (0.800, 0.861) 0.857 (0.843, 0.872) 0.888 (0.878, 0.898) 0.886 (0.867, 0.902) 0.732 (0.694, 0.770)

CatBoost 0.851 (0.840, 0.871) 0.856 (0.849, 0.870) 0.894 (0.888, 0.901) 0.897 (0.891, 0.908) 0.724 (0.668, 0.789)

RF 0.852 (0.843, 0.861) 0.853 (0.850, 0.861) 0.882 (0.866, 0.898) 0.898 (0.892, 0.903) 0.716 (0.656, 0.774)

GBDT 0.851 (0.843, 0.861) 0.853 (0.851, 0.858) 0.871 (0.846, 0.891) 0.898 (0.893, 0.903) 0.696 (0.647, 0.746)

Bagging 0.817 (0.779, 0.818) 0.859 (0.840, 0.865) 0.844 (0.815, 0.873) 0.876 (0.844, 0.883) 0.688 (0.622, 0.754)

SVM 0.843 (0.812, 0.861) 0.852 (0.845, 0.861) 0.868 (0.854, 0.882) 0.863 (0.844, 0.873) 0.672 (0.649, 0.740)

AdaBoost 0.807 (0.761, 0.830) 0.862 (0.838, 0.846) 0.855 (0.848, 0.862) 0.868 (0.842, 0.883) 0.682 (0.624, 0.742)

MLP 0.817 (0.796, 0.836) 0.849 (0.840, 0.858) 0.825 (0.766, 0.884) 0.874 (0.836, 0.893) 0.668 (0.634, 0.702)

LR 0.820 (0.800, 0.830) 0.851 (0.843, 0.864) 0.855 (0.839, 0.863) 0.878 (0.867, 0.884) 0.646 (0.608, 0.684)

LGBM, light gradient boosting machine; XGBoost, extreme gradient boosting; CatBoost, category boosting; RF, random forest; GBDT, Gradient boosting decision tree;

Bagging, bootstrap aggregation; LR, logistic regression; SVM, support vector machine; AdaBoost, adaptive boosting; MLP, multi-layer perceptron; AUC, the area under

the receiver operating characteristic curve.
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influential risk factors included preoperative WBC and

preoperative NEUT%, preoperative ALT, and postoperative LVEF.

In our study, all four of our machine learning models in the

CMP-IV group found that the duration of AF is the most

important feature for AF recurrence. This is similar to a Meta-

analysis result of Chew et al. which found that the duration

between the first diagnosis of AF and ablation, or diagnosis-to-

ablation time (DAT), is associated with AF recurrence following

catheter ablation (43). Andrade et al. also found that AF episode

duration is associated with post-AF outcomes, in which longer

episodes are linked to higher AF burden (44). Our study further

suggests that the risk of AF recurrence increases significantly

with a prolonged duration of AF. We found that preoperative
Frontiers in Cardiovascular Medicine 07
LVEF is also an important risk factor for AF recurrence in the

CMP-IV group. The SHAP summary plot of the two models

showed that as preoperative LVEF decreases, the risk of AF

recurrence increases. While this feature was not identified in

previous studies, its importance in our models ranked second

among all four models, indicating a high level of influence on

the outcome. One possible reason is that the use of machine

learning methods allowed us to identify novel risk factors that

were not previously known to be associated with AF recurrence.

This provided us with a deeper understanding of the

relationships between the various risk factors and AF recurrence.

Further research is needed to confirm the role of preoperative

LVEF in AF recurrence. Our multiple models also found that
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FIGURE 3

The feature importance plots of 4 machine learning models from the CMP-IV group are shown in A–D. Each plot is a bar graph with the feature
importance on the x-axis and the names of each feature on the y-axis. The x-axis represents the feature importance, with the values indicating the
contribution of the feature to the model. A higher value on the x-axis indicates a higher importance of the feature in the respective model. The
models used are XGBoost (A), LightGBM (B), CatBoost (C), and Random Forest (D).
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LAD is closely related to AF recurrence. The SHAP interpreter

clearly showed that the risk of AF recurrence increases with

increasing preoperative or intraoperative LAD, which is

consistent with previous studies (45–47). The feature importance

analysis of the XGBoost and Catboost models found that

combined tricuspid valve surgery is also a risk factor for AF

recurrence. Previous studies have found that long-term AF is

associated with functional tricuspid regurgitation, and severe

tricuspid regurgitation may be associated with AF (48, 49), which

suggests that preoperative tricuspid insufficiency may be

associated with the risk of AF recurrence.

WBC has been found to correlate with cardiovascular risk (50),

we also found that preoperative neutrophil-lymphocyte ratio (NLR)

was significantly associated with AF recurrence after CMP-IV. NLR

is linked to cardiovascular risk and can predict the prognosis of

various clinical diseases (51, 52), including hypertension and

heart failure (53, 54). High NLR could potentially be used as a

predictor for AF recurrence (55, 56), which is in line with our

machine learning model’s further findings, as the SHAP

summary plot shows that as NLR increases, the risk of AF

recurrence also increases. In addition, our study found that early

postoperative AF recurrence is correlated with final AF

recurrence. Specifically, the presence of postoperative early
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recurrence, which may be related to the postoperative excessive

inflammatory response (57, 58), significantly increases the risk of

late AF recurrence. This finding is consistent with previous

research on radiofrequency catheter ablation by Kim et al. (59).

Prothrombin time (PT) and international normalized ratio (INR)

are used to measure the effectiveness of anticoagulants in

patients with AF. Combined with the analysis results of multiple

models, Has-bled (60), EuroSCore II (61) and CHA2DS2VASc

(62) which are commonly used surgical scoring tools, were not

found to be significant risk factors in predicting AF recurrence in

this study. Additionally, gender, age, and the main type of valve

surgery were not found to be significant risk factors.

In the feature importance analysis of the Non-CMP-IV group,

we found that the LAD was consistently identified as the most

important factor associated with AF recurrence in all four

models. However, as most patients in this group still had AF

postoperatively and AF was detected early, the characteristic

value gaps for most features were small, leading to potentially

weakened correlations between these risk factors and AF

recurrence.

Our study found that the four groups of models had high

consistency in identifying the most influential risk factors for AF

recurrence, but the results for risk factors with lower feature
frontiersin.org

https://doi.org/10.3389/fcvm.2023.1140670
https://www.frontiersin.org/journals/cardiovascular-medicine
https://www.frontiersin.org/


FIGURE 4

The feature importance plots of 4 machine learning models from the Non-CMP-IV group are shown in A–D. The models used are XGBoost (A), LightGBM
(B), CatBoost (C), and Random Forest (D).
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importance varied among the models. Besides, the differences in

feature importance rankings can be attributed to the different

algorithms and approaches used to calculate feature importance.

This suggests that the machine learning models were effective in

identifying key risk factors, but there may be room for further

optimization in the assessment of overall risk factors. Similar to

the SHAP force plot analysis based on a single sample in

Figure 5, it is helpful for individualized risk assessment of AF

recurrence for each patient. Previous studies on risk factors for

recurrence of atrial fibrillation after CMP-IV have been

conducted (14, 15, 63), but they were based on traditional

statistical analyses. Our study expanded the sample size and

length of follow-up compared to previous studies and used

machine learning algorithms to visualize the risk factors for

recurrence of atrial fibrillation for the overall study and for

individual patients.

Our study has a few limitations. One is that the sample size of

our study may not be sufficient to fully capture the complexity of

AF recurrence. Additionally, our study was conducted at two

hospitals and may not be generalizable to other settings.

Furthermore, the effectiveness of machine learning techniques

depends on the quality and relevance of input features. In this

study, we only considered a limited number of features and did

not analyze more detailed intraoperative data or evaluate the
Frontiers in Cardiovascular Medicine 09
transmurality of ablation in patients. There may be other risk

factors for AF recurrence that have not been identified. The

clinical application of this study will help to establish a predictive

model for AF recurrence after CMP-IV. This will serve as

precision therapy by helping to individualize patient treatment. It

will allow surgeons to improve treatment plans in a timely

manner, thereby improving the prognosis of patients. Further

research can continue to study individualized risk factors of AF

recurrence with larger-scale data sets and specific values, such as

developing an individualized assessment system for AF

recurrence to help surgeons to assess the prognosis of AF

surgical treatment based on individual patient data.
5. Conclusion

In conclusion, our study found that Cox-Maze IV procedure is

effective in treating AF and maintaining sinus rhythm in patients

with AF and valvular disease. We have successfully developed

multiple machine learning models and identified several clinical

risk factors for AF recurrence, including duration of AF,

preoperative LVEF, postoperative heart rhythm, preoperative

LAD, preoperative NLR, preoperative heart rate, postoperative

LAD, preoperative WBC and postoperative AST. CatBoost,
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FIGURE 5

The SHAP force plots shown in A–D correspond to model-predicted risk scores for particular instances. The SHAP force plot is a graphical representation
of the feature importance for a single sample in a machine learning model. The x-axis represents the different features, arranged from left to right. Each
feature has a corresponding weight value, which indicates the impact of that feature on the prediction outcome. The size of the weight value indicates the
magnitude of the impact of the feature on the prediction. The reference line represents the expected value of the prediction outcome if all feature values
were set to their average value. The f(x) value represents the predicted outcome for the given sample. A,B show high and low risk examples for the CMP-
IV group, respectively. C,D show high and low risk examples for the non-CMP-IV group, respectively.

FIGURE 6

SHAP summary plots based on XGBoost model output (A) and catBoost model output (B) from the CMP-IV group. SHAP summary plots are used to
visualize the impact of each feature on the model output. The plot includes a list of features on the left side and the corresponding feature values on
the right side. The middle part of the plot is a cluster of coloured dots, where the red dots represent features that have a positive impact on the
model output, the blue dots represent features that have a negative impact, and the purple dots represent features that have a neutral impact. The
size of the dots represents the magnitude of the impact of each feature, with larger dots indicating a greater impact. The influence of each feature
on the outcome can be discerned by comparing the position of the dots to the reference line.
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XGBoost, LightGBM, and Random Forest performed the best in

predicting AF recurrence in this data set. Machine learning

models can be used to identify risk factors and may be useful in
Frontiers in Cardiovascular Medicine 10
predicting and preventing AF recurrence in clinical practice.

Further studies are needed to confirm our findings and to

determine the generalizability of these results.
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