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Linking signaling dynamics and
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Our ever-growing capacity to observe dynamic processes at the single-cell level
has highlighted how cells use complex signaling dynamics to provide adequate
responses to intra- and extracellular cues. Specifically, there is increasing
evidence that signaling dynamics can be functional in determining cell fate
decisions. In this work, we provide an overview of the growing body of evidence
supporting this idea across diverse biological contexts—including immune
responses, reactions to DNA damage and growth factors, and embryonic
development. In doing so, we aim to provide a precise conceptualization of what
is meant when we say that signaling dynamics can determine cell fate, a unifying
view of the methodologies used to sustain this claim and to identify some of
the existing gaps in our mechanistic understanding of this process. We believe
that the body of work hereby described strongly supports the importance of
considering the temporal dimension of signaling when seeking to understand
how cellular responses are regulated.

KEYWORDS

signaling dynamics, cell fate decisions, live-cell microscopy, NF-kB, p53, MAPK, Hes1

1 Introduction

Single-cell technologies, specifically microscopy and live cell imaging (Shroff et al.,
2024), have provided us unprecedented insights on the fascinating dynamics of biological
processes. In this context, some of the most surprising observations have emerged by the
analysis of signaling dynamics, i.e., the temporal evolution of the processes by which cells
provide responses to stimuli. A naif point of view suggests that signaling systems would
simply become “active” as long as the cues persist in a stimulus-specific way. This kind of
specificity can indeed be attained by a sufficiently large combination of receptors and ligands
(Su et al,, 2022). Instead, imaging of the activity of key proteins involved in the signaling
pathways like kinases (Regot et al., 2014) or transcription factors (TFs) (Liu and Tjian,
2018) has shown that signaling systems do not simply switch from an inactive state to an
active one, but rather they display a surprising variety of dynamic behaviours in response
to different stimuli, involved in processes like the immune response (Nelson et al., 2004),
DNA damage response (Geva-Zatorsky et al., 2006) and development (Shimojo et al., 2008),
to cite a few. This observation raised the possibility that the complex signaling dynamics
observed in an increasing number of systems (Levine et al., 2013) could be an efficient
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mechanism to minimize errors and improve information
transmission in the inherently stochastic cellular environment
(Selimkhanov et al, 2014). Furthermore, these dynamics can
provide novel ways to understand how cells can decode information
through different downstream mechanisms (Purvis and Lahav,
2013), considering that signaling pathways often display a bow-
tie structure (Itoh et al., 2024), where the information from
multiple signals converge on few key transducers to produce
specific outcomes.

Although the precise molecular mechanisms by which signaling
dynamics might exert their function is not yet fully elucidated
(Meyer et al., 2025), in the past decade the integration of imaging
data with transcriptomics, genetic perturbations and functional
assays have converged to a common view by which signaling
dynamics can “determine cell fate decisions” (Simon et al., 2024).
The goal of this review is first to try to put together in a coherent
corpus the wide body of work supporting this claim that has been
published in the past years in selected biological processes. Before
doing so, though, it is reasonable to delineate a working definition
of “determinism” when speaking about cells, and of what is meant
by “cell fate” in a way that encompasses the relevant literature in
this context.

In classical physics terms, determinism is a consequence of
the laws of dynamics: the evolution of an isolated system can be
completely predicted, given a precise knowledge of the position
and the velocities of every single atom composing the system
and their interactions. In cell biology, a more loose definition
is sufficient: even for a couple of cells that we could consider
“identical’, we would expect a certain degree of variability in the
number, position and motion of the macromolecules that compose
them - because of the inherent uncertainty of their underlying
physics (e.g., thermal effects that make single molecule motion
unpredictable in practical terms) and the high degree of complexity
of these systems. And yet, we would expect that these cells should
behave predictably and consistently to a certain extent, since
in different biological processes they need to provide context-
dependent responses to specific inputs. In other words, we expect
these systems to have some intrinsic buffering capabilities that
allow multiple similar (but microscopically distinct) initial states
to converge, in a “deterministic” way, to a certain output state
(Symmons and Raj, 2016). A clear example comes from embryonic
development, where a zygote generates a whole organism with
roughly a billion different cells that specialize to specific subtypes
[more than 200 in humans (Milo and Phillips, 2016)]. This precise
choreography is the result of an evolutionary process that has
selected for a precise set of regulatory mechanisms (Alon, 2007) able
to produce a functional organism with widely different cell types
(from neurons to gut cells). An analogous degree of predictability
can also be expected in other situations, for example, where cells
have to respond to a pathogen in an adequate way to avoid its
proliferation. Hence, we can conclude that there is a scale of the
description of a cell state upon which we might expect cells to be
“deterministic” and hence predictable to some extent.

Development is also a useful starting point to provide a
definition of cell fate: stem cells differentiate into hundreds of
cell types, and each of these types correspond to a different fate.
Mathematically, these cell fates can be understood as attractors
(Caseyetal., 2020), i.e., specific sets of cell states that define dynamic
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trajectories within the space of possible states towards which the
state of a given cell can converge (Figure 1A); this dynamic point
of view generalizes Waddington’s landscape notion (Waddington,
2016) to more dynamic “fates’, which could be characterized,
e.g., by oscillating expression of certain markers (Figure 1A). A
revision of the literature shows that the notion of cell fate goes
beyond development to include also differentiation processes taking
place on regenerating tissues (Massenet et al., 2021), hematopoiesis
(Kao et al., 2024) and immune responses (Franz and Kagan, 2017);
but this can be further generalized to changes in the cell state
taking place in response to radiotherapy (Chen et al., 2022) or
even in the response to different forms of stress (Hetz, 2012). Cell
fate can hence be generalized from a theoretical point of view as
any attractor towards which a set of cell states can converge such
as survival, apoptosis, stemness or differentiation, proliferation or
cell cycle arrest (Figure 1B). Since attractors are defined as states
able to “attract” trajectories starting close to them, they are thought
to be somehow robust to any perturbation that might change the
system state slightly. From an experimental point of view, the fate
of a cell, once determined, robustly resists small perturbations or
fluctuations: cells will change their fate in a predictable way only if
there is a sufficiently strong perturbation.

Considering these definitions, here we will review the literature
investigating the connections between signalling dynamics and cell
fate determination. We will highlight how heterogeneous responses
can be leveraged to provide novel insights into this relation, thanks
to the use of single-cell live imaging. We will focus on four
biological contexts for which, in our view, this connection has been
explored in greater detail: immune signaling, response to genotoxic
stress, response to growth factors and development; in each of
them we mainly focus on specific pathways that have been better
characterized in the literature. We also aim to describe the challenges
that need to be addressed to dissect the molecular mechanisms
linking signaling dynamics to the determination of cell fate and
discuss potential future methodological developments that might
help in this quest.

2 From dynamics to cell fate in
different biological contexts

2.1 Immune signaling: NF-xB and other
related pathways

The innate and adaptive immune responses to threats in
multicellular organisms include different forms of “cell fate
decisions”. In this context, the NF-kB (Nuclear Factor Kappa-light-
chain-enhancer of activated B cells) system is a key transcription
factor family involved in regulating immune and inflammatory
responses, cell survival, but also differentiation (Hayden and Ghosh,
2008). It is composed of five monomers: RelA (p65), RelB, c-Rel,
p50, and p52, which form homo- or heterodimers with distinct
functions. RelA, often paired with p50, plays a central role in the
canonical NF-kB pathway, mediating inflammatory and immune
responses through its strong TAD (Transactivation Domain); this
is by far the subunit whose dynamics have been more thoroughly
characterized (Kizilirmak et al., 2022) although recently growing
attention is being paid to the dynamics of c-Rel (Martin et al.,
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2020), another potent transcription activator crucial in immune cell
activation and proliferation.

Population-level experiments (sometimes
allowed the

mechanisms of regulation of NF-kB upon stimuli, including

coupled with
mathematical models) dissection of different
different pathways of activation and mechanisms of regulation
(Hoffmann et al., 2002; Covert et al., 2005; Werner et al., 2005;
2008). These studies showed that the canonical NF-«kB signaling
is finely controlled by a system of specific activators and negative
feedbacks (Figure 2A): dimers including RelA are kept inactive
by inhibitors of the IxB family, which sequester them in the
cytoplasm under resting conditions. Activation through stimuli such
as cytokines or microbial products leads to IkB phosphorylation and
degradation, allowing NF-«kB dimers to translocate to the nucleus
(Hoffmann et al,, 2002), where they also drive the expression of
IxB and other negative regulators like A20 (Werner et al., 2008;
Ashall et al., 2009). Given the central role played by the NF-kB in
innate immune responses, this was one of the first signalling systems
to be studied through single cell-live cell imaging of a fluorescently
tagged version of RelA (Nelson et al., 2004). This study revealed
that this system can give rise to a wealth of nuclear localization
dynamics of RelA, heterogeneous even across homogeneous cell
populations, and including oscillations with a period close to
1.5 h (Nelson et al.,, 2004) (Figure 2B). Since then, different studies
have used live-cell imaging to gain insights in NF-xB function, as
reviewed in (Kizilirmak et al., 2022): NF-kB dynamics have been
shown to control gene expression (Nelson et al., 2004; Ashall et al.,
2009; Tay et al,, 2010) highlighting that genes belonging to different
functional classes respond to NF-«kB oscillations by accumulating
at different rates (Zambrano et al., 2016). Subsequently, several
efforts have been devoted to understand if this behavior can indeed
have specific functional consequences and drive different cell fate
decisions.
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Since NF-kB is a central regulator of anti-apoptotic pathways
[and hence is dysregulated in cancer (Ben-Neriah and Karin,
2011)] some studies have tried to connect its dynamics with
life-death decisions in cells (Figure 2C). For example, using a
microfluidic device designed to deliver short pulses of TNE-
a, Lee and colleagues demonstrated that there was a duration
of the TNF-a stimulation by which the response of NF-xB
optimally counter-balanced the pro-apoptotic pathways elicited
by this same cytokine (Lee et al., 2016). However, the precise
molecular mechanism remained to be dissected and the correlation
between dynamics and cell fate was not explored at the single cell
level. Evidence pointing to the same direction arose studying the
necroptosis mechanism in mouse L929 fibroblasts (Metzig et al.,
2020). There, it was found that the rate of death upon TNF-a
could not be due to a direct activation of apoptotic pathways,
but instead shall be modulated by the concomitant activation
of NF-kB forming an incoherent feed forward loop. Although -
also in this case - a direct correlation between dynamics and
cell fate is not established at the single cell level, perturbation
of the NF-kB activation mechanism through specific silencing
of negative regulators changed the fraction of cells undergoing
apoptosis, providing evidence that cell death is indeed affected by
NF-kB dynamics.

Other works have shown that NF-xB can play a role in cell
differentiation, for example, in hematopoietic stem cells (Figure 2C).
Using a knock-in mouse model (Kull et al., 2022) highlighted that
NF-«xB dynamics change throughout the hematopoietic hierarchy.
Combining imaging with advanced microfluidics they show at the
single cell level that cells with different types of NF-kB dynamics
are more likely to differentiate to certain cell types. Furthermore,
the expression of some lineage-specific genes depends on NEF-
kB dynamics, providing plausible mechanisms linking signaling
dynamics to cell fate. This observation was further validated by
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FIGURE 2
(A) Simplified scheme of the NF-kB signaling system showing its key negative feedback (other positive and negative feedbacks have been reported and

are not shown). Stimulus triggers signaling cascades leading to the degradation of the inhibitors IkB that keep NF-xB sequestered in the cytosol,
allowing NF-«B to localize into the nucleus. There, it drives the expression of its targets, which include the inhibitors themselves, which constitute a
series of negative feedbacks. (B) Examples of the dynamics observed in the NF-xB signaling system; these dynamics are known to be stimulus and cell
dependent to a large extent. (C) Cell fates that have been shown to be followed in an NF-kB dynamic-specific way, including cell death and
differentiation into different hematopoietic cell types.

showing that “forcing” NF-kB to oscillate with pulses of TNF-a  provided through live cell imaging (Ankers et al., 2016) and would
can skew cell fate decisions promoting differentiation into specific ~ deserve further characterization.
cell types. This functional connection between dynamics and NF-xB dynamics have also been suggested to play a role in
differentiation is in line with a recent study (Singh et al, 2025)  the fate decisions of myeloid cells. Machine learning approaches
showing that HSC differentiation is skewed in mouse models  combined with live cell imaging show that macrophages can
with specific knock-outs of the inhibitor proteins IkBs, which in  distinguish ligands through signaling dynamics (Adelaja et al,
turn produces different NF-kB dynamic responses that correlate  2021) in a polarization-dependent way (Singh et al., 2024). It is
with higher inflammation levels (although a specific single-cell ~ hence tempting to speculate that this would determine subsequent
connection between NF-kB dynamics and differentiation is not  functional effects in macrophages upon stimuli. Importantly,
experimentally established). Interestingly, a separate in vivo study  response specificity might be enhanced by c-Rel and Rel-A
highlights that the establishment of the hematopoietic compartment ~ dynamics simultaneously elicited by different stimuli, as shown in
in zebrafish (Campbell et al., 2024) requires two pulses of RelA  doubly fluorescently tagged macrophages (Rahman et al., 2024).
activity, which are separated by 12h (much slower than what is  Evidence from cell lines obtained by the same group indeed
observed upon acute inflammatory signals). NF-kB regulation of  suggests that specific gene expression programs are elicited by
the cell cycle is fundamental here, and drug-mediated inhibition of ~ RelA and c-Rel dynamics (Martin et al., 2020), but the specific
NF-«B provides additional confirmation of these results. dynamic-dependent transcriptional control mechanism remains
It is not surprising that NF-kB has also been proposed to play ~ yet to be fully characterized. We cannot exclude though that
a role in other hematopoiesis-derived cells. In B lymphocytes bulk  the dynamics of NF-kB play side roles beyond transcription of
measurements of NF-kB dynamics suggest that oscillations might  direct targets, for example on chromatin, where NF-kB dynamics
be important for the specific expression of CD83, a marker of Bcell ~ can elicit long-term epigenomic reprogramming (Cheng et al,

maturation (Inoue etal,, 2016). More recently, astudy (Mitchell etal., ~ 2021) as a reinforcing mechanism to induce specific gene
2018) shows that B cell proliferation presumably relies on an NF-  expression programs.

KB circuit that regulates dynamically apoptosis and cell cycle genes; Finally, we have to point out that other TFs can be concomitantly
further, the dynamics of c-Rel govern the transition of B cells from  activated with NF-kB in innate and adaptive immune responses,
a proliferative state to plasma cell differentiation (Roy et al., 2019).  which could contribute to further refine the cell fate decision-making
In these two studies, though, a precise characterization of how NF-  process. An example is NFAT (Nuclear Factor of Activated T-cells),

kB dynamics control of the cell cycle at single cell level has not been ~ whose subunits display different dynamics (Yissachar et al., 2013)
carried out, although evidence of their mutual regulation has been ~ and has been shown to display a combinatorial activation alongside
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NEF-kB at single cell level upon different stimuli, leading to specific
gene expression programs (Huang et al, 2023). Other important
immune- and differentiation-related signal transducers are JAK-STAT,
for which studies have shown that the phosphorylation dynamics
determine cell fate decisions in erythropoiesis (Adlung et al., 2021).
Here, however, the specific single-cell dynamics have not been yet
described nor the effect of the simultaneous activation of NF-kB,
which might provide further insights considering its role in blood
cell differentiation, as delineated above.

Overall the dynamics of NF-kB are probably some of the most
well-characterized in mammalian signaling systems, where strong
evidence points for a role of its dynamics governing cell fate
decisions. This seems to largely rely on NF-kB dynamics-specific
control of gene expression signatures. However, the dynamics-cell
fate relation has not always been studied at single cell level and
remains to be fully dissected.

2.2 Response to genotoxic stress: p53

p53, also known as “the guardian of the genome”, has a central
role in the response to genotoxic stress signals (Kuerbitz et al,
1992). p53 expression is tightly regulated, as demonstrated by
landmark early work that highlighted the central role of the protein
MDM2 (Mouse Double Minute 2) in the control of p53 activity
(Harris and Levine, 2005). In normal conditions, MDM2 targets
p53 for degradation, keeping its levels low (Momand et al., 1992;
Haupt et al., 1997) (Figure 3A). Following activation, DNA damage
sensing kinases (e.g., ATM and ATR) phosphorylate the p53-MDM2
complex, leading to p53 accumulation in the nucleus. Active p53
tetramerizes and binds to promoters and enhancers of its target
genes to activate their transcription (Stommel and Wahl, 2004)
(Figure 3A). Importantly, the genes targeted by p53 have different
(and sometimes opposite) roles in the response to genotoxic stress,
with functions that range from cell cycle arrest and DNA repair
to the promotion of terminal fates such as cell senescence and
apoptosis. MDM2 is itself a transcriptional target of p53, resulting
in a negative feedback loop that generates diverse dynamics of p53
expression levels: the richness of these dynamics - that include
monotonic increase in p53 level, single analogue pulses or digital
oscillations (Figure 3B), can only be appreciated by analyses at the
single cell level, as bulk experiments - averaging together dynamics
that are partially asynchronous - blur these sharp responses.

For example, upon ionizing radiation, fluorescently labeled p53
in MCF-7 cells displays oscillatory dynamics, with a period (~5.5 h)
and amplitude that are independent from the irradiation dose
(Lahav et al., 2004). Progressive loss of synchronicity of the p53
pulses between cells results in apparent damped oscillations at the
population level. Notably, in unstressed conditions, proliferating
MCEF7 cells display spontaneous isolated pulses of p53, due to
replication-induced DNA damage, that are however incapable
of eliciting a transcriptional response (Loewer et al., 2010).
Sustained activation is therefore required to evoke the p53
transcriptional activity.

Further studies highlighted that p53 dynamics can widely vary
in a context-specific manner: either oscillations, single pulses or
sustained responses can be observed, depending on the stimulus and
on the cellular model used (Batchelor et al., 2011; Stewart-Ornstein
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and Lahav, 2017). This variety of responses are due to the specific
activation of additional p53 regulators, such as the phosphatase
Wipl, that by dephosphorylating p53 enhances pulsatile dynamics.

The stimulus specificity in p53 dynamics suggested a biological
function. The first direct evidence that different p53 dynamics can
dictate distinct cell fates was provided by (Purvis et al., 2012).
To this end the authors used a small-molecule inhibitor of the
p53-MDM2 interaction, Nutlin-3a, to convert the oscillating p53
dynamics observed upon y-irradiation into a sustained one: genes
involved in cell cycle arrest were activated by both oscillating and
sustained dynamics, while genes associated to senescence were more
robustly upregulated by sustained p53 accumulation. Accordingly,
sustained p53 dynamics resulted in a higher fraction of cells
undergoing senescence, as proved by a senescence-associated f-
galactosidase assay (Figure 3B).

Further work confirmed that p53 oscillations might promote
pro-survival programs. Total-body irradiation of mice revealed that
p53 dynamics vary across tissues: radioresistant tissues (intestine)
display p53 oscillations, while radiosensitive ones (thymus, spleen)
display sustained dynamics (Stewart-Ornstein et al., 2021). Similar
observations have been made in cellular models of human cancers:
cancer cell lines responding to the genotoxic chemotherapy
Etoposide with p53 oscillations are less sensitive than those
displaying a monotonic increase in p53 levels (Yang et al., 2018).
Differences in upstream signaling, such as ATM-controlled MDM2
degradation, was found as the leading cause of the diverse p53
dynamics across these cell lines. How cells then decode different
dynamics into diverse responses is instead less clearly understood.

As suggested by the original work of (Purvis et al., 2012) such
decoding possibly occurs downstream, at the level of the p53 target
gene expression. mRNAs with fast degradation rates might not be able
to accumulate when p53 oscillates, but they could upon sustained p53
activity. Similarly, the degradation rate of protein products dictates
their abundance depending on the upstream signaling dynamics.
Along these lines, a work focusing on p21 (a major p53 target) showed
that how fast p21 accumulates in early phases post-treatment skews
cell fate to either proliferation or senescence (Hsu et al., 2019). More
generally, however, while it is now clear that both mRNA (Porter et al.,
2016) and protein stability of p53 targets widely vary across p53
target genes (Hanson et al., 2019), no direct association between
the targets lifetime and their functional role (e.g., pro-survival or
pro-apoptotic) has clearly emerged.

Decoding of dynamics into different fates might also be carried
out by ‘kinetic competition’ between different pathways. An example
is provided by the work by (Pack et al., 2016) which investigated
the role of p53 dynamics in determining why only a fraction of
cells undergo apoptosis following treatment with the genotoxic
chemotherapy cisplatin. The authors found that only those cells
accumulating p53 early and at a fast rate were those undergoing
apoptosis. Concurrently to the increase of p53 levels, cisplatin causes
also the accumulation of TAP (Inhibitors of Apoptosis) genes, that set
a progressively increasing threshold that p53 needs to overcome to
induce cell death: if p53 increases faster than IAP, cells go through
apoptosis, if p53 accumulates slowly and does not overcome the
threshold, the cell survives. These findings - that could not have
been obtained with bulk assays which average together the dynamics
of cells with divergent cell fates - were further supported by a
theoretical paper in which the authors model how the interplay
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of p53 dynamics and the XIAP (X-linked Inhibitor of Apoptosis)
induction rate turned out to be critical to determine the cancer cells
therapeutic response (Abukwaik et al., 2023). As multiple pathways
can be simultaneously activated by genotoxic stress, it is likely that
more insights on determinants of cell fate could arise from studies
that investigate the cross-talk between p53 dynamics and those of
other signaling molecules, such as NF-kB (Konrath et al., 2020) and
FOXOL1 (Jose et al., 2024). Along these lines, these cross-talks might
explain why timing of combinatorial treatments have an impact on
the cell fate outcome (Chen et al. 2016).

Finally, it is possible that p53 dynamics could control cell fate
through mechanisms that are unrelated to its transcriptional activity.
A recent mathematical modelling work suggests that oscillations
might allow p53 to redistribute across sites where it needs to
exert some non-canonical functions (Heltberg et al., 2022), such as
facilitating the recruitment of DNA-repair machinery at damaged
hubs (Wang et al.,, 2022). Accordingly, p53 oscillations appear to
result in more efficient DNA-repair than sustained dynamics when
measured experimentally (Heltberg et al., 2022).

To summarize, the dynamics of activation of p53 have been
found to correlate with the determination of cell fates in different
models and through different techniques. The studies investigating
this connection have identified multiple putative mechanisms,
including gene-specific responses, competition with other pathways
and non-canonical p53 activities. It is thus possible that cells decode
p53 signalling dynamics by integrating these different readouts -
highlighting the need for multimodal measurements to deduce the
logic of the cell decision-making process.

2.3 Response to growth factors: MAPK
signaling

Another notable example of signaling system giving rise to
rich dynamical behaviors is the MAPK (Mitogen-Activated Protein
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Kinase) family, which plays a crucial role in the regulation of
various cellular processes like cell proliferation, differentiation
and eventually death by transmitting signals from extracellular
stimuli to intracellular targets (Boulton et al., 1990; Aoki et al.,
2013; Rauch et al., 2016; Adlung et al., 2017; Goglia et al., 2020;
Lavoie et al., 2020). MAPKs signaling cascade is frequently involved
in oncogenesis and tumor progression and has consequently
been thoroughly investigated over the past decades. The best
characterized MAPK families are the ERK 1/2 (extracellular signal-
regulated kinases 1 and 2), the JNK (c-Jun N-terminal kinases) and
p38 (Cargnello and Roux, 2011; Braicu et al., 2019).

The ERK signaling is mainly activated by tyrosine kinase
receptors in response to growth factors (GFs) and insulin, leading
to a series of phosphorylation events that transduce signals from
the cell surface to the nucleus (Boulton et al, 1990; 1991;
Shankaran et al., 2009) (Figure 4A). The ERK pathway is regulated
by a network of feedback loops including negative regulators of
ERK itself (Amit et al., 2007; Shin and Nguyen, 2017) such as
DUSPs (Dual-Specificity Phosphatases). The first evidence of a
relationship between ERK activation dynamics and cell fate comes
from population-based experiments where it was shown how
distinct ERK activation dynamics arising upon EGF (Epidermal
Growth Factor) and NGF (Nerve Growth Factor) lead to different
cell decisions. Using fixed-cell imaging techniques more than
30 years ago (Traverse et al., 1992) showed in epithelial PC12 cells
that NGF-activated MAPK cascade led to a sustained (more than
1h) ERK activation with plateau value reached in 5 min. On the
contrary, EGF-induced ERK activation was even more rapid, with
a peak value after 2 min, followed by a signal decrease to about
20% of the peak value in less than 20 min (Figure 4B). The authors
then inferred that the different cell fate decisions triggered by these
factors (with EGF leading to proliferation and NGF leading to
neuronal differentiation) could be related with the distinct ERK
activation dynamics induced by these stimuli (Traverse et al,
1992) (Figure 4B). This raised the possibility that ERK signaling
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dynamics might also play a role in the many other physiological and
pathological conditions where this pathway is involved (Lavoie et al.,
2020), a possibility that has been thoroughly tested at the single cell
level by live cell imaging. (Ryu et al., 2015; Johnson and Toettcher,
2019; Guo et al., 2021; Ender et al., 2022; Bennett et al., 2024).

The richness of ERK activation dynamics at the single cell
level was first probed in HEK293 cells using a FRET-based ERK
activity reporter (Harvey et al., 2008). Discrete ERK activity pulses
of fixed amplitude and 1h period are observed at the single-
cell level upon EGF stimulation and correlated with entrance
in S phase (Albeck et al, 2013). Using a similar reporter in
PC12 cells and modulating the frequency of ERK activation by
delivery of EGF or NGF pulses at different frequencies with a
microfluidics system (Ryu et al., 2015) showed that the neuronal
differentiation fate (evidenced through morphological analysis
of the cells) does not depend only on the GF used but also
on the dynamics of administration, which in turn influences
ERK accumulation dynamics. More recently, a study in PCI12
cells, where ERK activation dynamics is controlled by electrical
stimulation and monitored through live cell imaging, shows that
also in this case different frequency, amplitude and duration
of the modulation result in different ERK dynamics and hence
different degrees of cell differentiation, assessed again through a
morphological analysis (Guo et al., 2021).

Further evidence highlighted the role of ERK dynamics in cell
differentiation during embryonic development, where differences
in ERK activity are observed in different parts of the Drosophila
embryo. Johnson and Toettcher focused on understanding how ERK
signaling influences the first few hours of embryonic development
and how different patterns of signaling correlate with distinct cell
fates, employing optogenetic tools to generate different ERK activity
profiles and observing their impact on development. By doing so,
they could link the pattern of ERK signaling upon a given light
stimulation to the expression of target genes specific to mesoderm
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or ectoderm identities, suggesting that spatial heterogeneity in
ERK activation dynamics indeed contributes to cell differentiation.
Hence, it is the precise temporal and spatial patterns of ERK
activation that seems to determine embryonic cell fate partially
through transcriptional mechanisms (Johnson and Toettcher, 2019).

In addition to its role in proliferation and embryonic
differentiation, it has been proposed that non-periodic ERK
pulses may control cell migration, quiescence and apoptosis
during the development of the mammary gland in a 3D model
of acinar morphogenesis (Ender et al., 2022). They showed that
each of these phases is characterized by a specific ERK pulsing
dynamics, including spatiotemporal coordinated states, which can
be disrupted through optogenetic control. Importantly, pulsed
ERK seems instrumental to avoid apoptotic cell fates: ERK pulses
delivered at least every 4 h were able to promote survival in the
acini cells (Ender et al., 2022).

ERK activity is often associated with Akt signaling (PI3K/Akt),
a family of three Serine/Threonine protein kinases involved in
cellular survival pathways (by inhibiting apoptotic pathways)
and metabolism, in response to similar upstream activators like
growth factors (Carnero et al, 2008). Dysregulation of both
ERK and Akt pathways is one of the most frequent alterations
observed in cancer cells, related to uncontrolled cell growth
(Carnero et al., 2008; Setia et al., 2014; He et al., 2021), so
their interplay has been investigated in different systems. In PC12
cells, using immunofluorescence, NGF stimulation revealed two
subpopulations with distinct cell fates: one characterized by high
ERK activation and low Akt activation, inducing cell differentiation,
while the other exhibiting high Akt and moderate ERK activities
associated with proliferation (Chen et al., 2012). Spatiotemporal
control of ERK/Akt dynamics has also been suggested to play a role
in tissue homeostasis in a recent study (Gagliardi et al., 2021). The
authors observed ERK/Akt waves in 2D cell cultures starting from
regions where apoptosis is induced. By directly correlating ERK
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signaling with cell fate, using a machine learning approach based on
a high-content imaging dataset, they conclude that ERK signaling
frequency determines collectively the balance between survival and
apoptotic fates (Gagliardi et al., 2021).

A classification approach is also used in the works by (Stern et al.,
2022; Bennett et al., 2024) to categorize dividing and non dividing
MCEF10 cells based on ERK/Akt signaling dynamics, starting from
a training dataset. ERK dynamics per se are more predictive of
cell division fate with respect to Akt, but accounting for their
combined effect improves cell fate predictions. Similarly, the possible
interdependence in determining cell fate decisions in ERK/Akt
pathways has been explored in mESCs (mouse Embryonic Stem
Cells) in (Arekatla etal., 2023). By means of imaging and optogenetic
ERK and Akt manipulation, a counterbalance between the two
has been suggested, with sustained ERK activation and decreased
Akt activity marking the exit of stem cells from pluripotency,
corroborated by changes in the expression of pluripotency markers.

In summary, the results from the last two decades evidence the
relevant role of the ERK activation dynamics and of the ERK/Akt
combined pathway in triggering specific cell decisions. Although the
mechanisms used by cells to decode ERK/Akt have not been fully
established, the possibility to manipulate ERK activation through
optogenetics or using pulses of external stimuli (e.g., with EGF
or NGF) represents a powerful tool to further investigate the role
of signaling dynamics in cell decision making. We also believe
that it is likely that similar approaches will contribute to our
understanding of how other MAPK branches might influence cell
fate decisions. Indeed, there is evidence showing that JNK activation
dynamics might have a role in other cellular processes such as
inflammasome formation and pyroptosis (Bradfield etal., 2023) and,
related to p38 dynamics, in UV-C induced apoptosis (Miura et al.,
2018). MAPK dynamics could also be important when considering
simultaneous activation of other signaling pathways, as shown at
single cell level when co-imaged with p53 (Hanson and Batchelor,
2022) or in the potential crosstalk between p38 and p53 involved
in senescence (Freund et al., 2011). Machine learning approaches
are evidencing how the dynamic crosstalk between MAPKs and
other pathways seem fundamental also in tumor cells response
to therapy (Netterfield et al., 2023).

2.4 Development and differentiation: The
HES family and related pathways

As stated in the introduction, cell fate determination has
predominantly been understood as the process by which cells
differentiate into certain cell types, and is hence fundamental
both in embryo development and in tissue homeostasis. The
commitment of a cell towards a specific lineage during development
is an evolutionarily conserved process that requires precise spatial
and temporal control, as evidenced several years ago in cell
transplantation experiments between Zebrafish embryos (Ho and
Kimmel, 1993) or in Drosophila mutants (Heitzler and Simpson,
1991). In adults, stem cells converge to markedly different fates
in organs such as the brain (Dray et al., 2021) or the intestine
(Beumer and Clevers, 2021). For decades, stem cell fate decisions
were shown to rely on a combination of cell-intrinsic (e.g., the
expression of subsets of TFs) as well as cell-extrinsic (e.g., the
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morphogens gradient) factors (Valencia and Peter, 2024; Wang et al.,
2024). However, in recent years growing evidence suggests that
the activation dynamics of specific molecular players regulate cell
fate choices in developing organisms and during differentiation.
Here we will discuss some of the most thoroughly characterized
TFs in this context: the Hes family members, master regulators of
neurogenesis (Dhanesh et al., 2016), and YAP/TAZ, key factors in
organ development (Moya and Halder, 2019).

Hesl (Hairy and Enhancer of Split-1) is a member of HES
genes superfamily (Hes1-7), whose Hesl1,3,5 members are mostly
redundant and can compensate each other during neuronal
differentiation (Kobayashi and Kageyama, 2014). Hesl represents
the prototype of this family and is the most characterized
among the Hes factors. Hesl is a TF that can be activated by
either Notch-mediated juxtacrine signaling or via GFs paracrine
signaling (Dhanesh et al.,, 2016) (Figure 5A). Once activated, it
can homo- or heterodimerize with other TFs or cofactors to
inhibit gene expression. Upon homodimerization, Hesl directly
binds and represses its target promoters; it can also repress
transcription by sequestering specific transcriptional activators
(Liu et al,, 2015) (Figure 5A), including pro-differentiation genes
(such as Ascll, Neurog2, Neurod4 in nervous system), cell cycle
regulators (cyclin E2/D1, p21) as well as Notch ligands (DIII,
Jagl) to maintain progenitors/stem cells pluripotency. Notably,
dysregulation of the Notch-Hesl axis sustains cancer progression
by inhibiting differentiation and promoting cancer stem cell
proliferation (Rani et al., 2016).

Hes1 exhibits an auto-inhibitory mechanism by binding to its
own promoter and repressing its expression (Takebayashi et al.,
1994) (Figure 5A). This leads to different dynamics - including
oscillations - that have been proposed to be important to regulate
downstream outputs (Figure 5B). The first evidence of Hesl
oscillatory dynamics and their association with the cell fate derives
from bulk data. The auto-inhibitory circuit represents the hinge
for generating Hesl oscillatory behaviour, as seen by biochemical
analysis correlating Hes1 protein and Hes1 mRNA levels over time
in a cell model from mouse embryo (Hirata et al., 2002). Periodic
expression of Hesl was then associated with somite formation
in mice embryos mesoderm, as probed by in-situ hybridization
(Jouve et al., 2000). Importantly, only by studying these dynamics
in individual cells using a bioluminescent reporter for live cell
imaging, it was possible to demonstrate that Hesl oscillations are
synchronized in order to maintain specific levels in those cell
lineages responsible for somite formation, (Masamizu et al., 2006).
Similar approaches later revealed that Hes1 dynamics also play a role
in neurogenesis.

Marinopoulou and collaborators (Marinopoulou et al., 2021)
used NSCs (Neural Stem Cells) from transgenic mice carrying a
similar luciferase reporter to study endogenous Hesl dynamics:
live-cell imaging showed that Hes1 oscillates both in proliferating
and in quiescent cells, although with a longer oscillatory period
in quiescent cells. Upon induction of a persistent ectopic Hesl
expression (which overrides endogenous Hesl oscillations)
quiescent cells fail to regain their proliferative capability (Figure 5B).

The mechanism connecting Hesl oscillations to downstream
effects in neuronal differentiation was partially clarified by
(Imayoshi et al, 2013), again through live-cell imaging of a
luciferase reporter: the downstream target Ascll (Achaete-Scute
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homolog 1, a TF controlling the expression of neuronal genes)
display antiphasic oscillatory dynamics with respect to Hesl. When
NPCs (Neuronal Progenitor Cells) undergo asymmetric division to
generate a neuron and a NPC, Hesl1 expression is lost in the neuron,
causing Ascll protein accumulation in the daughter neuronal
cell only. By controlling Ascll dynamics through optogenetics,
the authors demonstrated that sustained Ascll expression leads
to differentiation into neurons, while oscillations maintain the
proliferative phenotype of NPCs (Figure 5B). Overall, this work
provides compelling evidence that Hesl oscillations prime the
pluripotent cells to a specific lineage through the control of targets
such as Ascll.

Further mechanistic insights were provided by (Maeda et al.,
2023) who focus on how CDKNIA (the gene encoding for p21)
decodes Hesl dynamics into cell fate decisions of NSCs using
a bioluminescent marker and a FUCCI reporter, allowing to
identify cell cycle phases in single cells. Upon Hesl knock-out, cell
proliferation was not significantly affected, due to compensation
of other HES genes, but the knock-out of the whole HES family
impaired cell proliferation. Conversely, upon ectopic sustained
expression of Hesl, the number of cells arrested in G1 and G2
increased, indicating that an efficient cell proliferation is promoted
by Hes1 oscillatory dynamics. RNA-seq data of wild-type versus HES
family knock-out embryonic NSCs or versus Hes1-overexpressing
cells showed that CDKNIA transcription was upregulated in both,
while at the protein level p21 upregulation was observed in
Hes1-overexpressing cells only. Optogenetic control of Hesl levels
further revealed that Hes1 oscillations promoted downregulation of
CDKNIA expression after each pulse. This study thus highlighted
that Hesl dynamics, more than its levels, are fundamental to
modulate p21 expression and hence the proliferation potential
of NCSs. Finally, compelling evidence shows that Notchl ligands
DIl and DIl4 trigger distinct Notchl activity dynamics leading to
different Hesl levels, which in turn determine cell fate decisions
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in embryonic myogenesis (Nandagopal et al., 2018). These results,
together with the previous ones, highlight the importance of
regulators of Hes1 dynamics in developmental cell fate decisions.

Dynamics have been also proposed to be relevant for other
members of the HES family. For instance, Hes5 has been correlated
with NSCs proliferation/differentiation in the developing mouse
embryo (Bansod et al., 2017). NSCs differentiate less and proliferate
more in Hes5-overexpressing brain cortex with respect to wild-
type, where its expression is oscillatory and in phase with Hesl
(Imayoshi et al., 2013), and both Hes5-overexpressing and Hes5-
knockout mice suffer from an aberrant brain development. Hes5
dynamics seem relevant, as spinal cord NPCs are more likely
to differentiate into an interneuron when Hes5 displays damped
oscillatory dynamics, while aperiodic Hes5 dynamics likely lead to
differentiation into a motor neuron (Manning et al., 2019). Similarly
to Hesl, Hes7 encodes for a transcriptional repressor following
induction by Notch signaling. Hes7 was specifically discovered in
PSM (Presomitic Mesoderm), where it regulates the segmentation
clock during the development of the mouse embryo (Bessho et al.,
2001a) and is also regulated by a self-inhibitory negative feedback
loop (Bessho et al., 2003; Chen et al.,, 2005). Most studies have
focused on the spatial patterning of Hes7 expression along the
posterior-anterior axis during embryo development; if perturbed, it
is known that it can lead to smaller PSM and somite irregularities
(Bessho et al., 2001b; Chen et al., 2005; Niwa et al., 2007) but the
temporal dynamics of Hes7 at single-cell resolution are only starting
to be investigated (Matsuda et al., 2020).

Another important example of TFs whose dynamics have been
connected to cell differentiation is provided by the HIPPO pathway
effectors, YAP (Yes-Associated Protein) and TAZ (Transcriptional
co-activator with PDZ-binding motif) (Huang et al, 2005;
Reggiani et al., 2021). These factors have key roles in development,
tissue homeostasis, stemness and proliferation (Kim and Jho,
2018), but are also found hyperactivated in several cancers
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(Zanconato et al., 2016). HIPPO pathway activation is followed
by a kinase cascade leading to YAP/TAZ phosphorylation and
nuclear export, resulting in their inactivation. The first hint about
the importance of YAP/TAZ dynamics comes from a study of the
segmentation clock during somite formation where the expression
of a constitutive active form of YAP impaired the triggering of the
gene expression waves needed for somite formation (Hubaud et al.,
2017). Similarly persistent nuclear localization of YAP/TAZ impairs
lung tissue differentiation as observed upon knockout of the negative
regulators LATS1/2 in airway stem cells (Jeon et al., 2022).

Direct observations of YAP/TAZ dynamics at single-cell level,
indeed revealed that YAP/TAZ nuclear concentration fluctuates
and these dynamics correlate with transcriptional activation
of downstream targets (Franklin et al, 2020; Koushki et al,
2023). Moreover, live-cell analysis from (Meyer et al, 2023)
highlighted that the levels and timing of YAP control downstream
target activation and cellular decision-making during development.
Differentiating mESCs that lose their proliferative ability display
an increasing fraction of oscillating and modulation of YAP
dynamics through optogenetics is sufficient to differentially instruct
cellular differentiation (which requires chronic low YAP levels) and
proliferation (which instead requires oscillatory YAP dynamics)
through regulation of Oct4 and Nanog expression.

Overall, the works discussed in this section provide strong
evidence that also in proliferation, differentiation and tissue
regeneration/homeostasis, both in adults and in embryos, the
activity of transcription factors (HES family) and transcriptional
regulators (YAP/TAZ) is exerted via specific dynamics of activation.

3 Discussion and conclusions

3.1 The growing evidence linking signaling
dynamics and cell fate

The description of the selected signaling pathways above shows
compelling evidence from different fields (from development to
cancer therapy) of how a rich variety of signaling dynamics can
provide predictive insights on the response of a cell to stimuli.
Our selection of pathways might not be exhaustive and can
have some bias.

First, in our effort to coherently organize the literature in major
macro-areas we have left undiscussed other signaling pathways for
which a role of signaling dynamics, characterized at single cell level,
is being unveiled in cell fate decisions. An example is the SMAD
pathway, for which an interesting pulsed dynamics of activation
has been observed experimentally (Tidin et al, 2019) and has
been convincingly related with proliferating/quiescence decisions in
epithelial cells (Bohn et al.,, 2023). On the other hand, new studies
are also pointing out to the role of signaling dynamics involving
other transcription factors in contexts described above, as for NGN3
in embryo development (Miller et al., 2025). Since observation
of complex signaling dynamics is becoming more widespread, we
envision that insights on its role in different biological contexts will
expand accordingly, and this might also improve our understanding
of signaling-related diseases, like cancer (Yaffe, 2019).

Second, our description focused on circuits whose main feature
is a negative feedback loop that might lead to oscillatory behaviour.
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However, for many of these systems, positive feedbacks have also
been reported, that might lead to increased robustness (Tsai et al.,
2008). Indeed, circuits dominated by positive feedbacks can also
have a role in cell fate decisions, as evidenced by studies (not
always imaging-based) in fungi (Huang et al., 2006; Zordan et al.,
2006), mammalian cells (Wang et al., 2009; Tuvikene et al., 2016;
Co et al., 2024), yeast (Zhang et al., 2017; Cerulus et al., 2018) and
Xenopus (Xiong and Ferrell, 2003). Broadly speaking, these positive
feedbacks lead to bistable behaviours (Ferrell, 2002). Hence, our
interest in systems with a rich variety of dynamical behaviours -
including oscillations - might have led to a bias in our selection
of signaling systems. Nevertheless, the general principles outlined
here would apply to this and other regulatory architectures like feed-
forward loops, that here were discussed in the context of NF-kB
(Metzig et al., 2020) and have recently been suggested to play a role
in p53 as well (Dean et al., 2024).

Despite these potential biases, the examples discussed above
highlight an important advantage of using live-imaging single-cell
approaches: microscopy shows that even homogeneous populations
of cells subjected to the same stimulus can display heterogeneous
dynamics, and this allows studying directly the direct downstream
effect of these different dynamics, with no confounding effects.
Moreover, live-cell imaging has a unique ability of following
individual cells over time, which is advantageous to identify
causal relationships. Hence, it offers a valid complementary
approach to single-cell sequencing techniques where temporally
resolved single-cell trajectories towards specific fates cannot be
directly assessed - although this can be partially overcome
with the help of clever analysis methods such as RNA-velocity
(La Manno et al., 2018; Riba et al., 2022).

Taken together, we are witnessing the establishment of a research
workflow based on live cell imaging that is providing novel clues
on how cells make specific decisions in a wide variety of situations
(Figure 6). This workflow includes steps that are fully attainable with
existing technology and tools, such as imaging of the dynamics of
interest and their characterization. Indeed, fluorescent labelling of
proteins at endogenous level can now be performed routinely using
gene editing approaches. Furthermore, libraries of fluorescently
tagged cell lines where individual proteins are labeled at nearly
endogenous levels are now available (Cho et al., 2022). At the same
time, we have also identified specific steps of this workflow that
represent challenges in the field, as we discuss in more detail below.

3.2 In what sense(s) can we say that
signaling dynamics determine cell fate?

The examples presented suggest that there might be different
ways to interpret the relationship between signaling dynamics and
cell fate. We can essentially call them the weak and the strong
deterministic sense. Data on signaling dynamics can be considered
as a direct observation of the evolution of a subset of the variables
that evolve in the process bringing the cell state from one attractor
to a different one (Figure 1). From this partial observation of the
trajectory linking the two states, we might be able to forecast the
system evolution towards specific fates without having any insight on
the mechanistic role of signaling dynamics in this process (Figure 6).
It might even be possible that what we are observing does not
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play a direct role in the cell fate determination. As a theoretical
example, even if the dynamics of a specific transcription factor y
determines the expression of a protein Y that drives a specific fate,
the direct observation of another target of y, called Z, expressed with
similar kinetics to that of Y, would allow us to say that observing Z
determines cell fate. Hence, for all the studies where a correlation
between signaling dynamics and cell fate has been found we can say
that signaling dynamics determine cell fate in a weak sense. Of note,
recent studies show that distinct signaling dynamics can be faithfully
mapped through mathematical models to specific changes in the
parameters of the biochemical network governing them (Singh et al.,
2024) that can be experimentally inferred from transcriptomics
(Kizilirmak et al., 2023) or protein expression data (Yang et al., 2018).
This opens the intriguing possibility that signaling dynamics and
subsequent cell fate decisions could be itself predictable from this
kind of data.

Dynamics can be said instead to determine cell fate in a strong
sense if it is possible to prove that they are causative of the cell fate
decisions. To this aim, we have shown that the usual approach is to
design perturbation experiments aiming at selectively modulating
the dynamics of the signaling molecules. These perturbations can
be performed through genetic or pharmacological inhibition of
regulatory circuits of the factor of interest Je.g., the use of Nutlin-
3a to inhibit the interaction between p53 and its negative regulator
MDM2 (Purvis etal., 2012)], through the control of expression levels
of the signaling molecules [e.g., by gene editing to generate inducible
synthesis and degradation of the protein of study (Chassin et al.,
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2019)], microfluidics or optogenetic tools that allow spatiotemporal
control of gene expression, protein localization or its aggregation
(Toettcher et al., 2013; Shin et al., 2017; Strom et al., 2024). These
approaches have been used to show that the cellular response
to a stimulus depends not only on the expression levels of the
signaling molecule, but also on the specific dynamics observed (e.g.,
oscillating vs non-oscillating) and the parameters describing these
dynamics, such as the period of oscillations, their amplitude or the
rate at which the protein of interest accumulates. Yet, as described
above, in many contexts there is potential for a finer identification of
the mechanisms linking signaling dynamics and cell fate decisions
that could be achieved by the careful design of proper perturbation
experiments able to prove causal mechanisms (Figure 6).

3.3 Is the dynamics of one signaling
molecule enough?

Our review of the literature shows that correlations between
signaling dynamics and cell fate decisions are never perfect. A
simple explanation for this is due to the fact that signaling dynamics
provides only a partial information of the global time evolution
of the system towards an attractor (Figure 1A). From a purely
theoretical dynamical point of view observing only one variable
has only been shown to be sufficient to reconstruct completely
the dynamics of a very specific class of deterministic systems with
complex (chaotic) behaviours (Takens, 1981). However, it is easy
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to find examples of dynamical systems where the observation of a
single variable is not enough to reconstruct the whole dynamics. For
example, consider the movement of a particle in a two-dimensional
potential V (x, y) symmetric along x and y-axis [V (¥x,+y) = V (x,y)]
with four local minima in the points (+a,tb) and in presence of
friction, so trajectories eventually settle to any of the 4 attractors
(fates). It is then easy to see that trajectories can settle to different
attractors (with y coordinate equal to either b or -b) even if the
evolution of x(t) is identical, so a single variable [x(t)] does not
determine the y variable (nor the system’s “fate”).

Hence, an important limitation of live-cell imaging is its targeted
nature, and the difficulty in scaling those experiments to analyze
multiple signalling molecules and pathways. However, the body
of work described in this review provides encouraging evidence
suggesting that a limited number of signalling systems can be
predictive of cell fate decisions. Additional experimental evidence
provides further support for this notion. A recent theoretical
analysis of single-cell RNA-seq experimental data from development
suggest that cell fate transitions are essentially governed by low-
dimensional dynamical systems, where the variables are specific
combinations of certain protein abundances (Sdez et al., 2022).
Along these lines, a clever study that infers TF activity from single-
cell RNA-seq (featuring a novel method that combines RNA-velocity
approaches and genomic information) suggests that a relatively low
number (10-20) of transcription factors are significantly activated
in beta-cell differentiation (Jiménez et al., 2023). This is aligned
with the works where different signaling dynamics are observed
simultaneously. We already discussed how both the “competition”
in the accumulation dynamics of p53 and inhibitors of apoptosis
are determinants of cell death (Paek et al., 2016). As an additional
example simultaneous recording of p65 and p38 dynamics has
recently allowed to identify the amount of information that can be
carried by each signaling pathway upon their co-activation by pro-
inflammatory cytokines, and their contribution to heterogeneity in
downstream transcription (Luecke et al., 2024). Overall, we expect
that imaging of more than one signaling pathway at a time might
drastically improve our ability to establish connections with cell fate
decisions.

3.4 The challenge of integrating signaling
dynamics data with omics and biophysical
data

Considering that potentially a limited number of signaling
systems might be determinant of cell fate decisions, a more
profound integration between single-cell and bulk omics data
could render the choice of the pathways and proteins whose
dynamics should be followed less biased and more informative.
For example, transcriptomics at multiple time points following
a stimulus could be used to identify those proteins displaying
interesting dynamics (e.g., oscillations), that could be then studied
more in detail by live-cell imaging; similarly, omics approaches are
able to establish key pathways involved in cell to cell communication
and then help identify those whose dynamics are worth exploring
(Armingol et al., 2024) (Figure 6). We also speculate that it might
be possible to infer single cell signaling dynamics data from
high-resolution multi-modal omics datasets; however, to achieve
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this goal it would be necessary to perform carefully designed
experiments where the inferred dynamics could be compared with
experimentally measured ones (e.g., by performing live cell imaging
data and multi-modal data analysis in the same cells), and would
also require advanced computational techniques - possibly model
informed-able to reconstruct signaling dynamics from static high-
throughput omics data.

Further, complementary experimental advantages could derive
from measuring multiple biophysical properties of the signaling
molecules studied: signaling typically involves not only dynamic
changes in the amount or localization of the factor of interest,
but also in the accumulation of post-translational modifications,
homo- or hetero-oligomerization and-in case of transcription
factors-the modulation of interactions with DNA. Different
live-cell fluorescence microscopy techniques can be used for
measuring, with single-cell sensitivity, these parameters. For
example, Number&Brightness approaches have been used to probe
that p53 rapidly oligomerizes in single cells in response to DNA
damage, and that p53 oligomerization is sufficient to induce the
activation of p53 (Gaglia et al, 2013). Similarly, we used single
molecule tracking methods to demonstrate that the fraction of p53
molecules engaged in chromatin binding follows itself oscillatory
dynamics upon DNA damage, and that more stable p53-DNA
interactions are associated with stronger transcriptional outputs
(Loffredaetal., 2017). Finally, the recent development of intrabodies,
antibody fragments expressed by the cell of study, might soon
enable monitoring how dynamically signaling molecules are post-
translationally modified in living cells (Galindo et al., 2025) and
this has been recently proposed to be a fundamental step to provide
dynamic-specific transcriptional responses by a combination of
experiments and mathematical models in yeast (Sweeney and
McClean, 2023). These advanced techniques are typically applied
in isolation, one at the time, but we foresee that their future
integration will advance our understanding of the molecular details
linking signaling dynamics to phenotypic outcomes. Integration of
these orthogonal measurements with single-cell live cell imaging
data remains to be fully developed and will require additional
experimental and theoretical efforts (Figure 6).

3.5 Beyond (downstream) signaling
dynamics: insights and potential limitations

From our review of the literature it emerges that identifying the
precise biophysical and molecular mechanisms that underline the
causal relationship between dynamics and cell fate remains an open
challenge. In many of the works cited above cell fate determination
arises through the activation of dynamics-specific gene expression
programs. These have been experimentally demonstrated in a
number of studies (Hao et al., 2013; Sen et al., 2020; Sweeney and
McClean, 2023; Lu et al., 2024), presumably involving a trade-off
between noise and control of gene expression (Hansen and O’Shea,
2013). A complete picture on the fine molecular details and on the
integration of signalling dynamics within the different timescales
involved in gene-expression regulation [TF binding to the promoter
(Mazzocca et al., 2021), activation of the transcriptional machinery
(Meeussen and Lenstra, 2024), and chromatin modifications
(Saxton et al.,, 2023)], though, is still lacking, Of note, this should
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include the existing evidence that points to a role of the dynamics
of transcription and translation (including degradation timescales)
in providing specific gene expression programs (Porter et al., 2016;
Zambrano et al., 2016; Hanson et al., 2019).

On the other hand, experimental evidence suggests that there
might be fundamental limits in our ability to establish one-to-one
correspondence between signaling dynamics and transcriptionally
mediated cellular outcomes, since some of the molecular processes
involved in decoding those dynamics can be intrinsically stochastic
(Losick and Desplan, 2008). The transcription of a gene is a
clear example (Raj and van Oudenaarden, 2008; Symmons and
Raj, 2016). A given gene is only present in a few copies in
each nucleus, and its activation depends on TF molecules finding
those targets in a transcriptionally permissive state, leading to
transcriptional bursting. Consequently, two identical cells could
display different transcriptional responses to similar dynamics
of the same TE. Methods to probe transcriptional bursting in
living cells, like those based on the imaging of MS2 reporters
(Pichon et al,, 2018), exist, but only a few studies attempted
to correlate dynamics of the activating TF to the transcriptional
kinetics of its targets at the single cell level, showing varying
degrees of stochasticity. Transcription of the p53 target CDKNIA, for
example, seems to be moderately affected by intrinsic stochasticity:
every pulse of p53 accumulation in response to DNA damage leads
to CDKNIA transcription in nearly every cell (Hafner et al., 2020).
Differently, an MS2 reporter for NF-kB mediated transcription
displayed a poor correlation between p65 dynamics and downstream
transcriptional kinetics (Zambrano et al., 2020). We expect that
further studies will clarify the influence of intrinsic stochasticity
on the activation of other transcriptional targets controlled by
these and other signaling molecules. Integrating data on multiple
transcriptional targets - combining live-cell measurement of
signaling dynamics and transcriptional readouts at endpoints by
multiplexed smFISH (Lee et al., 2014) or sequencing - could
help find quantitative relations between signaling dynamics and
transcription. Furthermore, they could contribute to identify if
mechanisms at the gene network level exist to buffer stochasticity
at the single gene level. A similar approach has been recently used
to estimate the amount of information carried by Ca** signaling
that is transmitted to downstream transcription (Foreman and
Wollman, 2020), highlighting that signaling dynamics, cell size and
cell cycle stage are major determinants of the variability in the cell
transcriptional response.

3.6 Concluding remarks

The identification of the molecular mechanisms linking
signaling dynamics to cellular outcomes will likely require
combining information from multiple pathways and to account
for the inherent stochasticity underlying transcriptional regulation
and gene expression. These two aspects might need to be tackled
simultaneously, as we cannot exclude that concomitant activation
of different signaling mechanisms can confer some sort of buffering
able to provide convergent response even in presence of stochastic
gene expression. Indeed, to limit the biological variability caused
by the factors aforementioned, complex buffering mechanisms
have been reported in signaling systems like those governing
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development, where Notch oscillations in isolated embryo cells are
asynchronous but become synchronized in the developing tissue,
leading to tighter gene expression control (Tsiairis and Aulehla,
2016). Overall, we think that the theoretical possibilities sketched
above might well be confirmed (or dismissed) in the next few
years, where it is foreseeable that more studies will be based on
multiplexed investigation of signaling dynamics, presumably also
in vivo. Here, the concomitant development of theoretical models
and data analysis pipelines (potentially Al-assisted) to recognize,
isolate and select dynamic phenotypes will be fundamental to dissect
how the cell decodes different temporal and spatial evolutions of
signaling molecules into specific cell fates.

Author contributions

FB: Writing - review and editing, Writing — original draft. SP:
Writing - review and editing, Writing — original draft. EA: Writing —
review and editing, Writing - original draft. DM: Conceptualization,
Supervision, Writing - review and editing, Funding acquisition,
Writing - original draft. SZ: Conceptualization, Writing - review and
editing, Writing — original draft, Funding acquisition, Supervision.

Funding

The author(s) declare that financial support was received for the
research and/or publication of this article. We acknowledge funding
from the Italian Ministry of Education, University and Research,
project PNC0000001 D34 Health—Digital Driven Diagnostics,
prognostics and therapeutics for sustainable Healthcare “CUP”
B53C22006090001 (SP, EA, DM, and SZ), and from AIRC under the
IG 2023-1D:28792 (FB and DM). DM acknowledges funding from
the Next-Generation EU (PRIN 2022 PNNR, P20224N9x4_001)
and from a Maria Sklodowska-Curie Innovative Training Network
(ITN-PEP-NET, Grant agreement ID: 813282). SZ acknowledges
funding by the European Union - Next-Generation EU - NRRP
M6C2 - Investment 2.1 Enhancement and strengthening of
biomedical research in the NHS PNRR-TR1-2023- 12377199 cup
master C43C24000260007.

Conflict of interest

The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be
construed as a potential conflict of interest.

Generative Al statement

The author(s) declare that no Generative Al was used in the
creation of this manuscript.

Any alternative text (alt text) provided alongside figures in
this article has been generated by Frontiers with the support of
artificial intelligence and reasonable efforts have been made to
ensure accuracy, including review by the authors wherever possible.
If you identify any issues, please contact us.

frontiersin.org


https://doi.org/10.3389/fcell.2025.1656051
https://www.frontiersin.org/journals/cell-and-developmental-biology
https://www.frontiersin.org

Bonsignore et al.

Publisher’s note

All claims expressed in this article are solely those of the
authors and do not necessarily represent those of their affiliated

References

Abukwaik, R., Vera-Siguenza, E., Tennant, D. A., and Spill, F (2023). Interplay of p53
and XIAP protein dynamics orchestrates cell fate in response to chemotherapy. J. Theor.
Biol. 572, 111562. d0i:10.1016/.jtbi.2023.111562

Adelaja, A., Taylor, B.,, Sheu, K. M., Liu, Y, Luecke, S., and Hoffmann, A.
(2021). Six distinct NFkB signaling codons convey discrete information to distinguish
stimuli and enable appropriate macrophage responses. Immunity 54, 916-930.e7.
doi:10.1016/j.immuni.2021.04.011

Adlung, L., Kar, S., Wagner, M., She, B., Chakraborty, S., Bao, J., et al. (2017). Protein
abundance of AKT and ERK pathway components governs cell type-specific regulation
of proliferation. Mol. Syst. Biol. 13, 904. doi:10.15252/msb.20167258

Adlung, L., Stapor, P, Tonsing, C., Schmiester, L., Schwarzmiiller, L. E., Postawa,
L., et al. (2021). Cell-to-cell variability in JAK2/STAT5 pathway components and
cytoplasmic volumes defines survival threshold in erythroid progenitor cells. Cell Rep.
36, 109507. doi:10.1016/j.celrep.2021.109507

Albeck, J. G., Mills, G. B., and Brugge, J. S. (2013). Frequency-modulated pulses
of ERK activity transmit quantitative proliferation signals. Mol. Cell 49, 249-261.
doi:10.1016/j.molcel.2012.11.002

Alon, U. (2007). An introduction to systems biology. Boca Raton, FL: CRC Press.

Amit, I, Citri, A, Shay, T, Lu, Y., Katz, M., Zhang, E, et al. (2007). A module of
negative feedback regulators defines growth factor signaling. Nat. Genet. 39, 503-512.
doi:10.1038/ng1987

Ankers, . M., Awais, R., Jones, N. A,, Boyd, J., Ryan, S., Adamson, A. D,, et al. (2016).
Dynamic NF-kB and E2F interactions control the priority and timing of inflammatory
signalling and cell proliferation. eLife 5, e10473. doi:10.7554/eLife.10473

Aoki, K., Kumagai, Y., Sakurai, A., Komatsu, N., Fujita, Y., Shionyu, C.,
et al. (2013). Stochastic ERK activation induced by noise and cell-to-cell
propagation regulates cell density-dependent proliferation. Mol. Cell 52, 529-540.
doi:10.1016/j.molcel.2013.09.015

Arekatla, G., Trenzinger, C., Reimann, A., Loeffler, D., Kull, T., and Schroeder, T.
(2023). Optogenetic manipulation identifies the roles of ERK and AKT dynamics
in controlling mouse embryonic stem cell exit from pluripotency. Dev. Cell 58,
1022-1036.e4. doi:10.1016/j.devcel.2023.04.013

Armingol, E., Baghdassarian, H. M., and Lewis, N. E. (2024). The diversification of
methods for studying cell-cell interactions and communication. Nat. Rev. Genet. 25,
381-400. doi:10.1038/s41576-023-00685-8

Ashall, L., Horton, C. A., Nelson, D. E., Paszek, P, Harper, C. V., Sillitoe, K.,
et al. (2009). Pulsatile stimulation determines timing and specificity of NF-kappaB-
dependent transcription. Science 324, 242-246. doi:10.1126/science.1164860

Bansod, S., Kageyama, R., and Ohtsuka, T. (2017). Hes5 regulates the transition
timing of neurogenesis and gliogenesis in mammalian neocortical development.
Development 144, 3156-3167. doi:10.1242/dev.147256

Batchelor, E., Loewer, A., Mock, C., and Lahav, G. (2011). Stimulus-dependent
dynamics of p53 in single cells. Mol. Syst. Biol. 7, 488. doi:10.1038/msb.2011.20

Ben-Neriah, Y., and Karin, M. (2011). Inflammation meets cancer, with NF-xB as the
matchmaker. Nat. Immunol. 12, 715-723. d0i:10.1038/ni.2060

Bennett, J. J. R,, Stern, A. D., Zhang, X., Birtwistle, M. R., and Pandey, G. (2024).
Low-frequency ERK and Akt activity dynamics are predictive of stochastic cell division
events. npj Syst. Biol. Appl. 10, 65. doi:10.1038/541540-024-00389-7

Bessho, Y., Miyoshi, G., Sakata, R., and Kageyama, R. (2001a). Hes7: a bHLH-type
repressor gene regulated by Notch and expressed in the presomitic mesoderm. Genes
Cells. 6, 175-185. d0i:10.1046/j.1365-2443.2001.00409.x

Bessho, Y., Sakata, R., Komatsu, S., Shiota, K., Yamada, S., and Kageyama, R. (2001b).
Dynamic expression and essential functions of Hes7 in somite segmentation. Genes Dev.
15, 2642-2647. doi:10.1101/gad.930601

Bessho, Y., Hirata, H., Masamizu, Y., and Kageyama, R. (2003). Periodic repression
by the bHLH factor Hes?7 is an essential mechanism for the somite segmentation clock.
Genes Dev. 17, 1451-1456. doi:10.1101/gad.1092303

Beumer, J., and Clevers, H. (2021). Cell fate specification and differentiation in the
adult mammalian intestine. Nat. Rev. Mol. Cell Biol. 22, 39-53. doi:10.1038/s41580-020-
0278-0

Bohn, S., Hexemer, L., Huang, Z., Strohmaier, L., Lenhardt, S., Legewie, S.,
et al. (2023). State- and stimulus-specific dynamics of SMAD signaling determine
fate decisions in individual cells. Proc. Natl. Acad. Sci. U.S.A. 120, €2210891120.
doi:10.1073/pnas.2210891120

Frontiers in Cell and Developmental Biology

14

10.3389/fcell.2025.1656051

organizations, or those of the publisher, the editors and the
reviewers. Any product that may be evaluated in this article, or claim
that may be made by its manufacturer, is not guaranteed or endorsed
by the publisher.

Boulton, T. G., Yancopoulos, G. D., Gregory, . S., Moomaw, C., Hsu, J., Cobb, M. H,,
et al. (1990). An insulin-stimulated protein kinase similar to yeast kinases involved in
cell cycle control. Science (1979). 249, 64-67. doi:10.1126/science.2164259

Boulton, T. G., Nye, S. H., Robbins, D. J., Panayotatos, N., Cobb, M. H., Yancopoulos,
G. D, et al. (1991). ERKs: a family of protein-serine/threonine kinases that are
activated and tyrosine phosphorylated in response to insulin and NGE. Cell 65, 663-675.
doi:10.1016/0092-8674(91)90098-j

Bradfield, C. ], Liang, J. J., Ernst, O., John, S. P,, Sun, J., Ganesan, S., et al. (2023).
Biphasic JNK signaling reveals distinct MAP3K complexes licensing inflammasome
formation and pyroptosis. Cell Death Differ. 30, 589-604. doi:10.1038/s41418-022-
01106-9

Braicu, C., Buse, M., Busuioc, C., Drula, R., Gulei, D., Raduly, L., et al. (2019). A
comprehensive review on MAPK: a promising therapeutic target in cancer. Cancers 11,
1618. doi:10.3390/cancers11101618

Campbell, C. A., Calderon, R., Pavani, G., Cheng, X., Barakat, R., Snella, E., et al.
(2024). p65 signaling dynamics drive the developmental progression of hematopoietic
stem and progenitor cells through cell cycle regulation. Nat. Commun. 15, 7787.
doi:10.1038/s41467-024-51922-5

Cargnello, M., and Roux, P. P. (2011). Activation and function of the MAPKs and their
substrates, the MAPK-activated protein kinases. Microbiol. Mol. Biol. Rev. 75, 50-83.
doi:10.1128/MMBR.00031-10

Carnero, A., Blanco-Aparicio, C., Renner, O., Link, W,, and Leal, J. (2008). The
PTEN/PI3K/AKT signalling pathway in cancer, therapeutic implications. CCDT 8,
187-198. doi:10.2174/156800908784293659

Casey, M. J., Stumpf, P. S., and MacArthur, B. D. (2020). Theory of cell fate. WIREs
Syst. Biol. Med. 12, e1471. doi:10.1002/wsbm.1471

Cerulus, B., Jariani, A., Perez-Samper, G., Vermeersch, L., Pietsch, J. M.,
Crane, M. M., et al. (2018). Transition between fermentation and respiration
determines history-dependent behavior in fluctuating carbon sources. eLife 7, €39234.
doi:10.7554/eLife.39234

Chassin, H., Miiller, M., Tigges, M., Scheller, L., Lang, M., and Fussenegger, M.
(2019). A modular degron library for synthetic circuits in mammalian cells. Nat.
Commun. 10, 2013. doi:10.1038/s41467-019-09974-5

Chen, J., Kang, L., and Zhang, N. (2005). Negative feedback loop formed by lunatic
fringe and Hes7 controls their oscillatory expression during somitogenesis. Genesis 43,
196-204. doi:10.1002/gene.20171

Chen, J.-Y,, Lin, J.-R., Cimprich, K. A., and Meyer, T. (2012). A two-dimensional
ERK-AKT signaling code for an NGF-triggered cell-fate decision. Mol. Cell 45, 196-209.
doi:10.1016/j.molcel.2011.11.023

Chen, S.-H., Forrester, W,, and Lahav, G. (2016). Schedule-dependent interaction
between anticancer treatments. Sci. 351, 1204-1208. doi:10.1126/science.aac5610

Chen, H.,, Han, Z, Luo, Q, Wang, Y, Li, Q, Zhou, L. et al. (2022).
Radiotherapy modulates tumor cell fate decisions: a review. Radiat. Oncol. 17,
196. doi:10.1186/s13014-022-02171-7

Cheng, Q. ], Ohta, S., Sheu, K. M., Spreafico, R., Adelaja, A., Taylor, B., et al. (2021).

NF-kB dynamics determine the stimulus specificity of epigenomic reprogramming in
macrophages. Science 372, 1349-1353. doi:10.1126/science.abc0269

Cho, N. H., Cheveralls, K. C., Brunner, A.-D., Kim, K., Michaelis, A. C,
Raghavan, P, et al. (2022). OpenCell: endogenous tagging for the cartography
of human cellular organization. Science 375, eabi6983. doi:10.1126/science.
abi6983

Co, H.K. C., Wu, C.-C,, Lee, Y.-C., and Chen, S. (2024). Emergence of large-scale cell
death through ferroptotic trigger waves. Nature 631, 654-662. doi:10.1038/s41586-024-
07623-6

Covert, M. W, Leung, T. H., Gaston, J. E., and Baltimore, D. (2005). Achieving
stability of lipopolysaccharide-induced NF-kappaB activation. Science 309, 1854-1857.
doi:10.1126/science.1112304

Dean, J. A,, Reyes, ., Tsabar, M., Jambhekar, A., Lahav, G., and Michor, E. (2024).
Functional consequences of a p53-MDM2-p21 incoherent feedforward loop. bioRxiv.
doi:10.1101/2024.06.25.600070

Dhanesh, S. B., Subashini, C., and James, J. (2016). Hes1: the maestro in neurogenesis.
Cell. Mol. Life Sci. 73, 4019-4042. doi:10.1007/s00018-016-2277-z

Dray, N., Mancini, L., Binshtok, U., Cheysson, E, Supatto, W., Mahou, P, et al.
(2021). Dynamic spatiotemporal coordination of neural stem cell fate decisions occurs

frontiersin.org


https://doi.org/10.3389/fcell.2025.1656051
https://doi.org/10.1016/j.jtbi.2023.111562
https://doi.org/10.1016/j.immuni.2021.04.011
https://doi.org/10.15252/msb.20167258
https://doi.org/10.1016/j.celrep.2021.109507
https://doi.org/10.1016/j.molcel.2012.11.002
https://doi.org/10.1038/ng1987
https://doi.org/10.7554/eLife.10473
https://doi.org/10.1016/j.molcel.2013.09.015
https://doi.org/10.1016/j.devcel.2023.04.013
https://doi.org/10.1038/s41576-023-00685-8
https://doi.org/10.1126/science.1164860
https://doi.org/10.1242/dev.147256
https://doi.org/10.1038/msb.2011.20
https://doi.org/10.1038/ni.2060
https://doi.org/10.1038/s41540-024-00389-7
https://doi.org/10.1046/j.1365-2443.2001.00409.x
https://doi.org/10.1101/gad.930601
https://doi.org/10.1101/gad.1092303
https://doi.org/10.1038/s41580-020-0278-0
https://doi.org/10.1038/s41580-020-0278-0
https://doi.org/10.1073/pnas.2210891120
https://doi.org/10.1126/science.2164259
https://doi.org/10.1016/0092-8674(91)90098-j
https://doi.org/10.1038/s41418-022-01106-9
https://doi.org/10.1038/s41418-022-01106-9
https://doi.org/10.3390/cancers11101618
https://doi.org/10.1038/s41467-024-51922-5
https://doi.org/10.1128/MMBR.00031-10
https://doi.org/10.2174/156800908784293659
https://doi.org/10.1002/wsbm.1471
https://doi.org/10.7554/eLife.39234
https://doi.org/10.1038/s41467-019-09974-5
https://doi.org/10.1002/gene.20171
https://doi.org/10.1016/j.molcel.2011.11.023
https://doi.org/10.1126/science.aac5610
https://doi.org/10.1186/s13014-022-02171-7
https://doi.org/10.1126/science.abc0269
https://doi.org/10.1126/science. abi6983
https://doi.org/10.1126/science. abi6983
https://doi.org/10.1038/s41586-024-07623-6
https://doi.org/10.1038/s41586-024-07623-6
https://doi.org/10.1126/science.1112304
https://doi.org/10.1101/2024.06.25.600070
https://doi.org/10.1007/s00018-016-2277-z
https://www.frontiersin.org/journals/cell-and-developmental-biology
https://www.frontiersin.org

Bonsignore et al.

through local feedback in the adult vertebrate brain. Cell Stem Cell 28, 1457-1472.12.
doi:10.1016/j.stem.2021.03.014

Ender, P, Gagliardi, P. A., Dobrzynski, M., Frismantiene, A., Dessauges, C.,
Hohener, T., et al. (2022). Spatiotemporal control of ERK pulse frequency coordinates
fate decisions during mammary acinar morphogenesis. Dev. Cell 57, 2153-2167.¢6.
doi:10.1016/j.devcel.2022.08.008

Ferrell, J. E. (2002). Self-perpetuating states in signal transduction: positive
feedback, double-negative feedback and bistability. Curr. Opin. Cell Biol. 14, 140-148.
doi:10.1016/50955-0674(02)00314-9

Foreman, R., and Wollman, R. (2020). Mammalian gene expression variability is
explained by underlying cell state. Mol. Syst. Biol. 16, €9146. doi:10.15252/msb.20199146

Franklin, J. M., Ghosh, R. P, Shi, Q., Reddick, M. P, and Liphardt, J. T. (2020).
Concerted localization-resets precede YAP-dependent transcription. Nat. Commun. 11,
4581. doi:10.1038/s41467-020-18368-x

Franz, K. M., and Kagan, J. C. (2017). Innate immune receptors as competitive
determinants of cell fate. Mol. Cell 66, 750-760. doi:10.1016/j.molcel.2017.05.009

Freund, A., Patil, C. K, and Campisi, J. (2011). p38MAPK is a novel DNA
damage response-independent regulator of the senescence-associated secretory
phenotype: p38 regulates the senescence secretory phenotype. EMBO J. 30, 1536-1548.
doi:10.1038/emboj.2011.69

Gaglia, G., Guan, Y., Shah, J. V,, and Lahav, G. (2013). Activation and control
of p53 tetramerization in individual living cells. Proc. Natl. Acad. Sci. U. S. A. 110,
15497-15501. doi:10.1073/pnas.1311126110

Gagliardi, P. A., Dobrzynski, M., Jacques, M.-A., Dessauges, C., Ender, P,
Blum, Y, et al. (2021). Collective ERK/Akt activity waves orchestrate epithelial
homeostasis by driving apoptosis-induced survival. Dev. Cell 56, 1712-1726.e6.
doi:10.1016/j.devcel.2021.05.007

Galindo, G., Maejima, D., DeRoo, J., Burlingham, S. R., Fixen, G., Morisaki, T., et al.
(2025). Al-assisted protein design to rapidly convert antibody sequences to intrabodies
targeting diverse peptides and histone modifications. bioRxiv, 2025.02.06.636921.
doi:10.1101/2025.02.06.636921

Geva-Zatorsky, N., Rosenfeld, N., Itzkovitz, S., Milo, R., Sigal, A., Dekel, E., et al.
(2006). Oscillations and variability in the p53 system. Mol. Syst. Biol. 2, 2006.0033-E13.
doi:10.1038/msb4100068

Goglia, A. G., Wilson, M. Z,, Jena, S. G,, Silbert, J., Basta, L. P., Devenport, D, et al.
(2020). A live-cell screen for altered erk dynamics reveals principles of proliferative
control. Cell Syst. 10, 240-253.e6. doi:10.1016/j.cels.2020.02.005

Guo, L., Zhu, K., Pargett, M., Contreras, A., Tsai, P.,, Qing, Q., et al. (2021). Electrically
synchronizing and modulating the dynamics of ERK activation to regulate cell fate.
iScience 24, 103240. doi:10.1016/j.isci.2021.103240

Hafner, A., Reyes, J., Stewart-Ornstein, J., Tsabar, M., Jambhekar, A., and Lahav, G.
(2020). Quantifying the central dogma in the p53 pathway in live single cells. Cell Syst.
10, 495-505.e4. d0i:10.1016/j.cels.2020.05.001

Hansen, A. S., and O’Shea, E. K. (2013). Promoter decoding of transcription factor
dynamics involves a trade-off between noise and control of gene expression. Mol. Syst.
Biol. 9, 704. doi:10.1038/msb.2013.56

Hanson, R. L., and Batchelor, E. (2022). Coordination of MAPK and p53 dynamics in
the cellular responses to DNA damage and oxidative stress. Mol. Syst. Biol. 18, e11401.
doi:10.15252/msb.202211401

Hanson, R. L., Porter, J. R., and Batchelor, E. (2019). Protein stability of p53 targets
determines their temporal expression dynamics in response to p53 pulsing. J. Cell Biol.
218, 1282-1297. doi:10.1083/jcb.201803063

Hao, N., Budnik, B. A., Gunawardena, J., and O’Shea, E. K. (2013). Tunable signal
processing through modular control of transcription factor translocation. Science 339,
460-464. doi:10.1126/science.1227299

Harris, S. L., and Levine, A.J. (2005). The p53 pathway: positive and negative feedback
loops. Oncogene 24, 2899-2908. doi:10.1038/sj.onc.1208615

Harvey, C. D,, Ehrhardt, A. G., Cellurale, C., Zhong, H., Yasuda, R., Davis, R. ., et al.
(2008). A genetically encoded fluorescent sensor of ERK activity. Proc. Natl. Acad. Sci.
U.S.A. 105, 19264-19269. doi:10.1073/pnas.0804598105

Haupt, Y., Maya, R., Kazaz, A., and Oren, M. (1997). Mdm2 promotes the rapid
degradation of p53. Nature 387, 296-299. doi:10.1038/387296a0

Hayden, M. S., and Ghosh, S. (2008). Shared principles in NF-kappaB signaling. Cell
132, 344-362. doi:10.1016/j.cell.2008.01.020

He, Y, Sun, M. M,, Zhang, G. G,, Yang, J., Chen, K. S., Xu, W. W, et al. (2021).
Targeting PI3K/Akt signal transduction for cancer therapy. Sig Transduct. Target Ther.
6,425. doi:10.1038/s41392-021-00828-5

Heitzler, P, and Simpson, P. (1991). The choice of cell fate in the epidermis of
Drosophila. Cell 64, 1083-1092. doi:10.1016/0092-8674(91)90263-X

Heltberg, M. S., Lucchetti, A., Hsieh, E-S., Minh Nguyen, D. P, Chen, S.-H., and
Jensen, M. H. (2022). Enhanced DNA repair through droplet formation and p53
oscillations. Cell 185, 4394-4408.e10. doi:10.1016/j.cell.2022.10.004

Hetz, C. (2012). The unfolded protein response: controlling cell fate decisions under
ER stress and beyond. Nat. Rev. Mol. Cell Biol. 13, 89-102. doi:10.1038/nrm3270

Frontiers in Cell and Developmental Biology

15

10.3389/fcell.2025.1656051

Hirata, H., Yoshiura, S., Ohtsuka, T., Bessho, Y., Harada, T., Yoshikawa, K., et al.
(2002). Oscillatory expression of the bHLH factor Hes1 regulated by a negative feedback
loop. Science 298, 840-843. doi:10.1126/science.1074560

Ho, R., and Kimmel, C. (1993). Commitment of cell fate in the early zebrafish embryo.
Science 261, 109-111. doi:10.1126/science.8316841

Hoffmann, A., Levchencko, A., Scott, M. L., and Baltimore, D. (2002). The IkappaB-
NF-kappaB signalling module: temporal control and selective gene activation. Science
298, 1241-1245. doi:10.1126/science.1071914

Hsu, C.-H., Altschuler, S. J., and Wu, L. E (2019). Patterns of early p21 dynamics
determine proliferation-senescence cell fate after chemotherapy. Cell 178, 361-373.e12.
doi:10.1016/j.cell.2019.05.041

Huang, J., Wu, S., Barrera, J., Matthews, K., and Pan, D. (2005). The Hippo signaling
pathway coordinately regulates cell proliferation and apoptosis by inactivating yorkie,
the Drosophila homolog of YAP. Cell 122, 421-434. doi:10.1016/j.cell.2005.06.007

Huang, G., Wang, H., Chou, S., Nie, X., Chen, J,, and Liu, H. (2006). Bistable
expression of WOR1, a master regulator of white-opaque switching in Candida albicans.
Proc. Natl. Acad. Sci. U. S. A. 103, 12813-12818. doi:10.1073/pnas.0605270103

Huang, W, Lin, W,, Chen, B., Zhang, J., Gao, P, Fan, Y,, et al. (2023). NFAT and NF-
kB dynamically co-regulate TCR and CAR signaling responses in human T cells. Cell
Rep. 42, 112663. doi:10.1016/j.celrep.2023.112663

Hubaud, A., Regev, I, Mahadevan, L., and Pourquié, O. (2017). Excitable
dynamics and yap-dependent mechanical cues drive the segmentation clock. Cell 171,
668-682.e11. doi:10.1016/j.cell.2017.08.043

Imayoshi, I., Isomura, A., Harima, Y., Kawaguchi, K., Kori, H., Miyachi, H., et al.
(2013). Oscillatory control of factors determining multipotency and fate in mouse
neural progenitors. Science 342, 1203-1208. doi:10.1126/science.1242366

Inoue, K., Shinohara, H., Behar, M., Yumoto, N., Tanaka, G., Hoffmann, A.,
et al. (2016). Oscillation dynamics underlie functional switching of NF-kB for B-cell
activation. npj Syst. Biol. Appl. 2, 16024. doi:10.1038/npjsba.2016.24

Itoh, T., Kondo, Y., Aoki, K., and Saito, N. (2024). Revisiting the evolution of bow-tie
architecture in signaling networks. npj Syst. Biol. Appl. 10, 70-10. doi:10.1038/s41540-
024-00396-8

Jeon, H. Y., Choi, J., Kraaier, L., Kim, Y. H., Eisenbarth, D., Yi, K., et al. (2022).
Airway secretory cell fate conversion via YAP-mTORCI-dependent essential amino
acid metabolism. EMBO J. 41, €109365. doi:10.15252/emb;j.2021109365

Jiménez, S., Schreiber, V., Mercier, R., Gradwohl, G., and Molina, N. (2023).
Characterization of cell-fate decision landscapes by estimating transcription factor
dynamics. Cell Rep. Methods 3, 100512. doi:10.1016/j.crmeth.2023.100512

Johnson, H. E., and Toettcher, J. E. (2019). Signaling dynamics control cell fate in the
early Drosophila embryo. Dev. Cell 48, 361-370.e3. doi:10.1016/j.devcel.2019.01.009

Jose, E., March-Steinman, W., Wilson, B. A., Shanks, L., Parkinson, C., Alvarado-
Cruz, L, et al. (2024). Temporal coordination of the transcription factor response to
H,O0, stress. Nat. Commun. 15, 3440. doi:10.1038/s41467-024-47837-w

Jouve, C., Palmeirim, I, Henrique, D., Beckers, J., Gossler, A., Ish-Horowicz, D., et al.
(2000). Notch signalling is required for cyclic expression of the hairy-like gene HESI in
the presomitic mesoderm. Development 127, 1421-1429. doi:10.1242/dev.127.7.1421

Kao, Y.-R., Chen, J., Kumari, R., Ng, A., Zintiridou, A., Tatiparthy, M., et al. (2024).
An iron rheostat controls hematopoietic stem cell fate. Cell Stem Cell 31, 378-397.e12.
doi:10.1016/j.stem.2024.01.011

Kim, W, and Jho, E. (2018). The history and regulatory mechanism of the Hippo
pathway. BMB Rep. 51, 106-118. doi:10.5483/BMBRep.2018.51.3.022

Kizilirmak, C., Bianchi, M. E.,and Zambrano, S. (2022). Insights on the NF-kB system
using live cell imaging: recent developments and future perspectives. Front. Immunol.
13, 886127. doi:10.3389/fimmu.2022.886127

Kizilirmak, C., Monteleone, E., Garcia-Manteiga, J. M., Brambilla, F, Agresti, A.,
Bianchi, M. E,, et al. (2023). Small transcriptional differences among cell clones lead
to distinct NF-kB dynamics. iScience 26, 108573. doi:10.1016/j.is¢i.2023.108573

Kobayashi, T., and Kageyama, R. (2014). “Expression dynamics and functions of
hes factors in development and diseases,” in Current topics in developmental biology
(Amsterdam: Elsevier), 263-283. doi:10.1016/B978-0-12-405943-6.00007-5

Konrath, E, Mittermeier, A., Cristiano, E., Wolf, J., and Loewer, A. (2020). A
systematic approach to decipher crosstalk in the p53 signaling pathway using single
cell dynamics. PLOS Comput. Biol. 16, €1007901. doi:10.1371/journal.pcbi.1007901

Koushki, N., Ghagre, A., Srivastava, L. K., Molter, C., and Ehrlicher, A. J.
(2023). Nuclear compression regulates YAP spatiotemporal fluctuations in
living cells. Proc. Natl. Acad. Sci. US.A. 120, €2301285120. doi:10.1073/pnas.
2301285120

Kuerbitz, S. J., Plunkett, B. S., Walsh, W. V., and Kastan, M. B. (1992). Wild-type p53
is a cell cycle checkpoint determinant following irradiation. Proc. Natl. Acad. Sci. U. S.
A. 89, 7491-7495. doi:10.1073/pnas.89.16.7491

Kull, T, Wehling, A., Etzrodt, M., Auler, M., Dettinger, P, Aceto, N., et al.
(2022). NfkB signaling dynamics and their target genes differ between mouse blood
cell types and induce distinct cell behavior. Blood 140, 99-111. doi:10.1182/blood.
2021012918

frontiersin.org


https://doi.org/10.3389/fcell.2025.1656051
https://doi.org/10.1016/j.stem.2021.03.014
https://doi.org/10.1016/j.devcel.2022.08.008
https://doi.org/10.1016/s0955-0674(02)00314-9
https://doi.org/10.15252/msb.20199146
https://doi.org/10.1038/s41467-020-18368-x
https://doi.org/10.1016/j.molcel.2017.05.009
https://doi.org/10.1038/emboj.2011.69
https://doi.org/10.1073/pnas.1311126110
https://doi.org/10.1016/j.devcel.2021.05.007
https://doi.org/10.1101/2025.02.06.636921
https://doi.org/10.1038/msb4100068
https://doi.org/10.1016/j.cels.2020.02.005
https://doi.org/10.1016/j.isci.2021.103240
https://doi.org/10.1016/j.cels.2020.05.001
https://doi.org/10.1038/msb.2013.56
https://doi.org/10.15252/msb.202211401
https://doi.org/10.1083/jcb.201803063
https://doi.org/10.1126/science.1227299
https://doi.org/10.1038/sj.onc.1208615
https://doi.org/10.1073/pnas.0804598105
https://doi.org/10.1038/387296a0
https://doi.org/10.1016/j.cell.2008.01.020
https://doi.org/10.1038/s41392-021-00828-5
https://doi.org/10.1016/0092-8674(91)90263-X
https://doi.org/10.1016/j.cell.2022.10.004
https://doi.org/10.1038/nrm3270
https://doi.org/10.1126/science.1074560
https://doi.org/10.1126/science.8316841
https://doi.org/10.1126/science.1071914
https://doi.org/10.1016/j.cell.2019.05.041
https://doi.org/10.1016/j.cell.2005.06.007
https://doi.org/10.1073/pnas.0605270103
https://doi.org/10.1016/j.celrep.2023.112663
https://doi.org/10.1016/j.cell.2017.08.043
https://doi.org/10.1126/science.1242366
https://doi.org/10.1038/npjsba.2016.24
https://doi.org/10.1038/s41540-024-00396-8
https://doi.org/10.1038/s41540-024-00396-8
https://doi.org/10.15252/embj.2021109365
https://doi.org/10.1016/j.crmeth.2023.100512
https://doi.org/10.1016/j.devcel.2019.01.009
https://doi.org/10.1038/s41467-024-47837-w
https://doi.org/10.1242/dev.127.7.1421
https://doi.org/10.1016/j.stem.2024.01.011
https://doi.org/10.5483/BMBRep.2018.51.3.022
https://doi.org/10.3389/fimmu.2022.886127
https://doi.org/10.1016/j.isci.2023.108573
https://doi.org/10.1016/B978-0-12-405943-6.00007-5
https://doi.org/10.1371/journal.pcbi.1007901
https://doi.org/10.1073/pnas.2301285120
https://doi.org/10.1073/pnas.2301285120
https://doi.org/10.1073/pnas.89.16.7491
https://doi.org/10.1182/blood.2021012918
https://doi.org/10.1182/blood.2021012918
https://www.frontiersin.org/journals/cell-and-developmental-biology
https://www.frontiersin.org

Bonsignore et al.

La Manno, G., Soldatov, R., Zeisel, A., Braun, E., Hochgerner, H., Petukhov, V., et al.
(2018). RNA velocity of single cells. Nature 560, 494-498. doi:10.1038/s41586-018-
0414-6

Lahav, G., Rosenfeld, N., Sigal, A., Geva-Zatorsky, N., Levine, A. J., Elowitz, M. B.,
et al. (2004). Dynamics of the p53-Mdm?2 feedback loop in individual cells. Nat. Genet.
36, 147-150. doi:10.1038/ng1293

Lavoie, H., Gagnon, J., and Therrien, M. (2020). ERK signalling: a master regulator of
cell behaviour, life and fate. Nat. Rev. Mol. Cell Biol. 21, 607-632. doi:10.1038/s41580-
020-0255-7

Lee, R. E. C.,, Walker, S. R,, Savery, K., Frank, D. A, and Gaudet, S. (2014). Fold-
change of nuclear NF-«xB determines TNF-induced transcription in single cells. Mol.
Cell 53, 867-879. doi:10.1016/j.molcel.2014.01.026

Lee, R. E. C., Qasaimeh, M. A,, Xia, X., Juncker, D., and Gaudet, S. (2016). NF-xB
signalling and cell fate decisions in response to a short pulse of tumour necrosis factor.
Sci. Rep. 6, 39519. doi:10.1038/srep39519

Levine, J. H., Lin, Y,, and Elowitz, M. B. (2013). Functional roles of pulsing in genetic
circuits. Science 342, 1193-1200. doi:10.1126/science.1239999

Liu, Z., and Tjian, R. (2018). Visualizing transcription factor dynamics in living cells.
J. Cell Biol. 217, 1181-1191. doi:10.1083/jcb.201710038

Liu, Z.-H., Dai, X.-M., and Du, B. (2015). Hesl: a key role in stemness,
metastasis and multidrug resistance. Cancer Biol. Ther. 16, 353-359.
doi:10.1080/15384047.2015.1016662

Loewer, A., Batchelor, E., Gaglia, G., and Lahav, G. (2010). Basal dynamics of
p53 reveal transcriptionally attenuated pulses in cycling cells. Cell 142, 89-100.
doi:10.1016/j.cell.2010.05.031

Loffreda, A., Jacchetti, E., Antunes, S., Rainone, P, Daniele, T., Morisaki, T., et al.
(2017). Live-cell p53 single-molecule binding is modulated by C-terminal acetylation
and correlates with transcriptional activity. Nat. Commun. 8, 313. doi:10.1038/s41467-
017-00398-7

Losick, R., and Desplan, C. (2008). Stochasticity and cell fate. Science 320, 65-68.
doi:10.1126/science.1147888

Lu, D., Faizi, M., Drown, B. Simerzin, A., Francois, J., Bradshaw, G.,
et al. (2024). Temporal regulation of gene expression through integration of
p53 dynamics and modifications. Sci. Adv. 10, eadp2229. doi:10.1126/sciadv.
adp2229

Luecke, S., Guo, X., Sheu, K. M,, Singh, A., Lowe, S. C,, Han, M., et al. (2024).
Dynamical and combinatorial coding by MAPK p38 and NF«B in the inflammatory
response of macrophages. Mol. Syst. Biol. 20, 898-932. doi:10.1038/544320-024-
00047-4

Maeda, Y., Isomura, A., Masaki, T., and Kageyama, R. (2023). Differential cell-cycle
control by oscillatory versus sustained Hesl expression via p21. Cell Rep. 42, 112520.
doi:10.1016/j.celrep.2023.112520

Manning, C. S., Biga, V., Boyd, J., Kursawe, J., Ymisson, B., Spiller, D. G., et al. (2019).
Quantitative single-cell live imaging links HES5 dynamics with cell-state and fate in
murine neurogenesis. Nat. Commun. 10, 2835. d0i:10.1038/s41467-019-10734-8

Marinopoulou, E., Biga, V., Sabherwal, N., Miller, A., Desai, J., Adamson, A. D,,
et al. (2021). HES1 protein oscillations are necessary for neural stem cells to exit from
quiescence. iScience 24, 103198. doi:10.1016/j.isci.2021.103198

Martin, E. W,, Pacholewska, A., Patel, H., Dashora, H., and Sung, M.-H. (2020).
Integrative analysis suggests cell type-specific decoding of NF-kB dynamics. Sci. Signal.
13, eaax7195. doi:10.1126/scisignal.aax7195

Masamizu, Y., Ohtsuka, T., Takashima, Y., Nagahara, H., Takenaka, Y., Yoshikawa, K.,
etal. (2006). Real-time imaging of the somite segmentation clock: revelation of unstable
oscillators in the individual presomitic mesoderm cells. Proc. Natl. Acad. Sci. U.S.A. 103,
1313-1318. doi:10.1073/pnas.0508658103

Massenet, J., Gardner, E., Chazaud, B., and Dilworth, E J. (2021). Epigenetic
regulation of satellite cell fate during skeletal muscle regeneration. Skelet. Muscle 11,
4. doi:10.1186/513395-020-00259-w

Matsuda, M., Hayashi, H., Garcia-Ojalvo, J., Yoshioka-Kobayashi, K., Kageyama,
R., Yamanaka, Y., et al. (2020). Species-specific segmentation clock periods
are due to differential biochemical reaction speeds. Science 369, 1450-1455.
doi:10.1126/science.aba7668

Mazzocca, M., Colombo, E., Callegari, A., and Mazza, D. (2021). Transcription factor
binding kinetics and transcriptional bursting: what do we really know? Curr. Opin.
Struct. Biol. 71, 239-248. doi:10.1016/j.sb1.2021.08.002

Meeussen, J. V. W, and Lenstra, T. L. (2024). Time will tell: comparing
timescales to gain insight into transcriptional bursting. Trends Genet. 40, 160-174.
doi:10.1016/j.tig.2023.11.003

Metzig, M. O., Tang, Y., Mitchell, S., Taylor, B., Foreman, R., Wollman, R.,
et al. (2020). An incoherent feedforward loop interprets NFkB/RelA dynamics
to determine TNF-induced necroptosis decisions. Mol. Syst. Biol. 16, €9677.
doi:10.15252/msb.20209677

Meyer, K., Lammers, N. C., Bugaj, L. J., Garcia, H. G., and Weiner, O. D. (2023).

Optogenetic control of YAP reveals a dynamic communication code for stem cell fate
and proliferation. Nat. Commun. 14, 6929. doi:10.1038/s41467-023-42643-2

Frontiers in Cell and Developmental Biology

16

10.3389/fcell.2025.1656051

Meyer, K., Huang, B., and Weiner, O. D. (2025). Emerging roles of transcriptional
condensates as temporal signal integrators. Nat. Rev. Genet. 26, 559-570.
doi:10.1038/541576-025-00837-y

Miller, A., Biga, V., Rowntree, A., Chhatriwala, M., Woods, E, Noble, B., et al. (2025).
NGN3 oscillatory expression controls the timing of human pancreatic endocrine
differentiation. Dev. Cell 60, 2518-2532..€9. doi:10.1016/j.devcel.2025.06.004

Milo, R., and Phillips, R. (2016). Cell biology by the numbers. New York: Garland
Science.

Mitchell, S., Roy, K., Zangle, T. A., and Hoffmann, A. (2018). Nongenetic origins
of cell-to-cell variability in B lymphocyte proliferation. Proc. Natl. Acad. Sci. 115,
E2888-E2897. doi:10.1073/pnas.1715639115

Miura, H., Kondo, Y., Matsuda, M., and Aoki, K. (2018). Cell-to-cell heterogeneity
in p38-mediated cross-inhibition of JNK causes stochastic cell death. Cell Rep. 24,
2658-2668. doi:10.1016/].CELREP.2018.08.020

Momand, J., Zambetti, G. P, Olson, D. C., George, D., and Levine, A. J. (1992).
The mdm-2 oncogene product forms a complex with the p53 protein and inhibits
p53-mediated transactivation. Cell 69, 1237-1245. doi:10.1016/0092-8674(92)90644-r

Moya, I. M., and Halder, G. (2019). Hippo-YAP/TAZ signalling in organ regeneration
and regenerative medicine. Nat. Rev. Mol. Cell Biol. 20, 211-226. d0i:10.1038/s41580-
018-0086-y

Nandagopal, N., Santat, L. A., LeBon, L., Sprinzak, D., Bronner, M. E., and Elowitz,
M. B. (2018). Dynamic ligand discrimination in the notch signaling pathway. Cell 172,
869-880.¢19. doi:10.1016/j.cell.2018.01.002

Nelson, D. E., Thekwaba, A. E. C,, Elliott, M., Johnson, J. R., Gibney, C. A., Foreman,
B. E,, et al. (2004). Oscillations in NF-kappaB signaling control the dynamics of gene
expression. Science 306, 704-708. doi:10.1126/science.1099962

Netterfield, T. S., Ostheimer, G. J., Tentner, A. R, Joughin, B. A., Dakoyannis, A.
M., Sharma, C. D,, et al. (2023). Biphasic J]NK-erk signaling separates the induction
and maintenance of cell senescence after DNA damage induced by topoisomerase II
inhibition. Cell Syst. 14, 582-604.e10. doi:10.1016/j.cels.2023.06.005

Niwa, Y., Masamizu, Y., Liu, T, Nakayama, R., Deng, C.-X,, and Kageyama, R.
(2007). The initiation and propagation of Hes7 oscillation are cooperatively regulated
by fgf and notch signaling in the Somite segmentation clock. Dev. Cell 13, 298-304.
doi:10.1016/j.devcel.2007.07.013

Paek, A. L., Liu, J. C., Loewer, A., Forrester, W. C., and Lahav, G. (2016). Cell-
to-cell variation in p53 dynamics leads to fractional killing. Cell 165, 631-642.
doi:10.1016/j.cell.2016.03.025

Pichon, X., Lagha, M., Mueller, F, and Bertrand, E. (2018). A growing toolbox to
image gene expression in single cells: sensitive approaches for demanding challenges.
Mol. Cell 71, 468-480. d0i:10.1016/j.molcel.2018.07.022

Porter, J. R., Fisher, B. E., and Batchelor, E. (2016). P53 pulses diversify target
gene expression dynamics in an mRNA half-life-dependent manner and delineate co-
regulated target gene subnetworks. Cell Syst. 2, 272-282. doi:10.1016/j.cels.2016.03.006

Purvis, J. E,, and Lahav, G. (2013). Encoding and decoding cellular information
through signaling dynamics. Cell 152, 945-956. doi:10.1016/j.cell.2013.02.005

Purvis, J. E., Mock, K. W. K. C,, Batchelor, E., Loewer, A., and Lahav, G. (2012). p53
dynamics control cell fate. Science 336, 1440-1444. doi:10.1126/science.1218351

Rahman, S. M. T,, Singh, A, Lowe, S., Aqdas, M., Jiang, K., Narayanan, H. V., et al.
(2024). Co-imaging of RelA and c-Rel reveals features of NF-kB signaling for ligand
discrimination. Cell Rep. 43, 113940. doi:10.1016/j.celrep.2024.113940

Raj, A., and van Oudenaarden, A. (2008). Nature, nurture, or chance: stochastic gene
expression and its consequences. Cell 135, 216-226. doi:10.1016/j.cell.2008.09.050

Rani, A., Greenlaw, R., Smith, R. A., and Galustian, C. (2016). HESI in immunity and
cancer. Cytokine Growth Factor Rev. 30, 113-117. doi:10.1016/j.cytogfr.2016.03.010

Rauch, N., Rukhlenko, O. S., Kolch, W.,, and Kholodenko, B. N. (2016). MAPK kinase
signalling dynamics regulate cell fate decisions and drug resistance. Curr. Opin. Struct.
Biol. 41, 151-158. doi:10.1016/j.sb1.2016.07.019

Reggiani, E, Gobbi, G., Ciarrocchi, A., and Sancisi, V. (2021). YAP and TAZ are not
identical twins. Trends Biochem. Sci. 46, 154-168. doi:10.1016/j.tibs.2020.08.012

Regot, S., Hughey, J. ], Bajar, B. T., Carrasco, S., and Covert, M. W. (2014). High-

sensitivity measurements of multiple kinase activities in live single cells. Cell 157,
1724-1734. d0i:10.1016/j.cell.2014.04.039

Riba, A., Oravecz, A., Durik, M., Jiménez, S., Alunni, V., Cerciat, M., et al. (2022).
Cell cycle gene regulation dynamics revealed by RNA velocity and deep-learning. Nat.
Commun. 13, 2865. doi:10.1038/541467-022-30545-8

Roy, K., Mitchell, S., Liu, Y., Ohta, S., Lin, Y,, Metzig, M. O., et al. (2019).
A regulatory circuit controlling the dynamics of NFkB cRel transitions B
cells from proliferation to plasma cell differentiation. Immunity 50, 616-628.e6.
doi:10.1016/j.immuni.2019.02.004

Ryu, H., Chung, M., Dobrzynski, M., Fey, D., Blum, Y., Lee, S. S, et al. (2015).
Frequency modulation of ERK activation dynamics rewires cell fate. Mol. Syst. Biol. 11,
838. doi:10.15252/msb.20156458

Séez, M., Briscoe, J., and Rand, D. A. (2022). Dynamical landscapes of cell fate
decisions. Interface Focus 12, 20220002. doi:10.1098/rsfs.2022.0002

frontiersin.org


https://doi.org/10.3389/fcell.2025.1656051
https://doi.org/10.1038/s41586-018-0414-6
https://doi.org/10.1038/s41586-018-0414-6
https://doi.org/10.1038/ng1293
https://doi.org/10.1038/s41580-020-0255-7
https://doi.org/10.1038/s41580-020-0255-7
https://doi.org/10.1016/j.molcel.2014.01.026
https://doi.org/10.1038/srep39519
https://doi.org/10.1126/science.1239999
https://doi.org/10.1083/jcb.201710038
https://doi.org/10.1080/15384047.2015.1016662
https://doi.org/10.1016/j.cell.2010.05.031
https://doi.org/10.1038/s41467-017-00398-7
https://doi.org/10.1038/s41467-017-00398-7
https://doi.org/10.1126/science.1147888
https://doi.org/10.1126/sciadv. adp2229
https://doi.org/10.1126/sciadv. adp2229
https://doi.org/10.1038/s44320-024-00047-4
https://doi.org/10.1038/s44320-024-00047-4
https://doi.org/10.1016/j.celrep.2023.112520
https://doi.org/10.1038/s41467-019-10734-8
https://doi.org/10.1016/j.isci.2021.103198
https://doi.org/10.1126/scisignal.aax7195
https://doi.org/10.1073/pnas.0508658103
https://doi.org/10.1186/s13395-020-00259-w
https://doi.org/10.1126/science.aba7668
https://doi.org/10.1016/j.sbi.2021.08.002
https://doi.org/10.1016/j.tig.2023.11.003
https://doi.org/10.15252/msb.20209677
https://doi.org/10.1038/s41467-023-42643-2
https://doi.org/10.1038/s41576-025-00837-y
https://doi.org/10.1016/j.devcel.2025.06.004
https://doi.org/10.1073/pnas.1715639115
https://doi.org/10.1016/J.CELREP.2018.08.020
https://doi.org/10.1016/0092-8674(92)90644-r
https://doi.org/10.1038/s41580-018-0086-y
https://doi.org/10.1038/s41580-018-0086-y
https://doi.org/10.1016/j.cell.2018.01.002
https://doi.org/10.1126/science.1099962
https://doi.org/10.1016/j.cels.2023.06.005
https://doi.org/10.1016/j.devcel.2007.07.013
https://doi.org/10.1016/j.cell.2016.03.025
https://doi.org/10.1016/j.molcel.2018.07.022
https://doi.org/10.1016/j.cels.2016.03.006
https://doi.org/10.1016/j.cell.2013.02.005
https://doi.org/10.1126/science.1218351
https://doi.org/10.1016/j.celrep.2024.113940
https://doi.org/10.1016/j.cell.2008.09.050
https://doi.org/10.1016/j.cytogfr.2016.03.010
https://doi.org/10.1016/j.sbi.2016.07.019
https://doi.org/10.1016/j.tibs.2020.08.012
https://doi.org/10.1016/j.cell.2014.04.039
https://doi.org/10.1038/s41467-022-30545-8
https://doi.org/10.1016/j.immuni.2019.02.004
https://doi.org/10.15252/msb.20156458
https://doi.org/10.1098/rsfs.2022.0002
https://www.frontiersin.org/journals/cell-and-developmental-biology
https://www.frontiersin.org

Bonsignore et al.

Saxton, M. N., Morisaki, T., Krapf, D., Kimura, H., and Stasevich, T. J. (2023). Live-cell
imaging uncovers the relationship between histone acetylation, transcription initiation,
and nucleosome mobility. Sci. Adv. 9,eadh4819. doi:10.1126/sciadv.adh4819

Selimkhanov, J., Taylor, B., Yao, J., Pilko, A., Albeck, J., Hoffmann, A., et al. (2014).
Systems biology. Accurate information transmission through dynamic biochemical
signaling networks. Science 346, 1370-1373. doi:10.1126/science.1254933

Sen, S., Cheng, Z., Sheu, K. M., Chen, Y. H., and Hoffmann, A. (2020). Gene
regulatory strategies that decode the duration of NFxB dynamics contribute
to LPS- wversus TNF-specific gene expression. Cell Syst. 10, 169-182.e5.
doi:10.1016/j.cels.2019.12.004

Setia, S., Nehru, B, and Sanyal, S. N. (2014). Upregulation of MAPK/Erk and
PI3K/Akt pathways in ulcerative colitis-associated colon cancer. Biomed. Pharmacother.
68, 1023-1029. doi:10.1016/j.biopha.2014.09.006

Shankaran, H., Ippolito, D. L., Chrisler, W. B., Resat, H., Bollinger, N., Opresko, L.
K., et al. (2009). Rapid and sustained nuclear—cytoplasmic ERK oscillations induced by
epidermal growth factor. Mol. Syst. Biol. 5, 332. doi:10.1038/msb.2009.90

Shimojo, H., Ohtsuka, T, and Kageyama, R. (2008). Oscillations in notch
signaling regulate maintenance of neural progenitors. Neuron 58, 52-64.
doi:10.1016/j.neuron.2008.02.014

Shin, S.-Y., and Nguyen, L. K. (2017). “Dissecting cell-fate determination through
integrated mathematical modeling of the ERK/MAPK signaling pathway,” in ERK
signaling. Editor G. Jimenez (New York, NY: Springer), 409-432. doi:10.1007/978-1-
4939-6424-6_29

Shin, Y., Berry, J., Pannucci, N., Haataja, M. P, Toettcher, J. E., and Brangwynne, C.
P. (2017). Spatiotemporal control of intracellular phase transitions using light-activated
optoDroplets. Cell 168, 159-171.e14. d0i:10.1016/j.cell.2016.11.054

Shroff, H., Testa, I, Jug, E, and Manley, S. (2024). Live-cell imaging powered by
computation. Nat. Rev. Mol. Cell Biol. 25, 443-463. doi:10.1038/s41580-024-00702-6

Simon, M., Konrath, E, and Wolf, J. (2024). From regulation of cell fate decisions
towards patient-specific treatments, insights from mechanistic models of signalling
pathways. Curr. Opin. Syst. Biol. 39, 100533. d0i:10.1016/j.coisb.2024.100533

Singh, A., Sen, S., Iter, M., Adelaja, A., Luecke, S., Guo, X., et al. (2024). Stimulus-
response signaling dynamics characterize macrophage polarization states. Cell Syst. 15,
563-577.€6. doi:10.1016/j.cels.2024.05.002

Singh, A., Chia, J. ], Rao, D. S., and Hoffmann, A. (2025). Population dynamics
modeling reveals that myeloid bias involves both HSC differentiation and progenitor
proliferation biases. Blood 145, 1293-1308. doi:10.1182/blood.2024025598

Stern, A. D., Smith, G. R,, Santos, L. C., Sarmah, D., Zhang, X, Lu, X, et al. (2022).
Relating individual cell division events to single-cell ERK and Akt activity time courses.
Sci. Rep. 12, 18077. doi:10.1038/s41598-022-23071-6

Stewart-Ornstein, J., and Lahav, G. (2017). p53 dynamics in response to DNA damage
vary across cell lines and are shaped by efficiency of DNA repair and activity of the
kinase ATM. Sci. Signal. 10, eaah6671. doi:10.1126/scisignal.aah6671

Stewart-Ornstein, J., Iwamoto, Y., Miller, M. A., Prytyskach, M. A., Ferretti, S., Holzer,
P, et al. (2021). p53 dynamics vary between tissues and are linked with radiation
sensitivity. Nat. Commun. 12, 898. doi:10.1038/s41467-021-21145-z

Stommel, J. M., and Wahl, G. M. (2004). Accelerated MDM2 auto-degradation
induced by DNA-damage kinases is required for p53 activation. EMBO J. 23, 1547-1556.
doi:10.1038/sj.emboj.7600145

Strom, A. R, Kim, Y., Zhao, H., Chang, Y.-C., Orlovsky, N. D., Kosmrlj, A.,
et al. (2024). Condensate interfacial forces reposition DNA loci and probe chromatin
viscoelasticity. Cell 187, 5282-5297.€20. doi:10.1016/j.cell.2024.07.034

Su, C. J., Murugan, A., Linton, J. M., Yeluri, A., Bois, J., Klumpe, H., et al. (2022).
Ligand-receptor promiscuity enables cellular addressing. Cell Syst. 13, 408-425.e12.
doi:10.1016/j.cels.2022.03.001

Sweeney, K., and McClean, M. N. (2023). Transcription factor localization dynamics
and DNA binding drive distinct promoter interpretations. Cell Rep. 42, 112426.
doi:10.1016/j.celrep.2023.112426

Symmons, O., and Raj, A. (2016). What's luck got to Do with it: single
cells, multiple fates, and biological nondeterminism. Mol. Cell 62, 788-802.
doi:10.1016/j.molcel.2016.05.023

Takebayashi, K., Sasai, Y., Sakai, Y., Watanabe, T., Nakanishi, S., and Kageyama, R.
(1994). Structure, chromosomal locus, and promoter analysis of the gene encoding the
mouse helix-loop-helix factor HES-1. Negative autoregulation through the multiple N
box elements. . Biol. Chem. 269, 5150-5156. doi:10.1016/S0021-9258(17)37668-8

Takens, E. (1981). “Detecting strange attractors in turbulence,” in Dynamical systems
and turbulence, warwick 1980. Editors D. Rand, and L.-S. Young (Berlin, Heidelberg:
Springer Berlin Heidelberg), 366-381. doi:10.1007/BFb0091924

Frontiers in Cell and Developmental Biology

17

10.3389/fcell.2025.1656051

Tay, S., Hughey, J. ], Lee, T. K., Lipniacki, T., Quake, S. R., and Covert, M. W. (2010).
Single-cell NF-kappaB dynamics reveal digital activation and analogue information
processing. Nature 466, 267-271. doi:10.1038/nature09145

Tidin, O., Friman, E. T, Naef, E, and Suter, D. M. (2019). Quantitative relationships
between SMAD dynamics and target gene activation kinetics in single live cells. Sci. Rep.
9, 5372. doi:10.1038/s41598-019-41870-2

Toettcher, J. E., Weiner, O. D., and Lim, W. A. (2013). Using optogenetics to
interrogate the dynamic control of signal transmission by the Ras/Erk module. Cell 155,
1422-1434. doi:10.1016/j.cell.2013.11.004

Traverse, S., Gomez, N., Paterson, H., Marshall, C., and Cohen, P. (1992). Sustained
activation of the mitogen-activated protein (MAP) kinase cascade may be required for
differentiation of PC12 cells. Comparison of the effects of nerve growth factor and
epidermal growth factor. Biochem. J. 288, 351-355. doi:10.1042/bj2880351

Tsai, T. Y.-C., Choi, Y. S., Ma, W,, Pomerening, J. R., Tang, C., James, E., et al. (2008).
Robust, tunable biological oscillations from interlinked positive and negative feedback
loops. Science. 321, 126-129. doi:10.1126/science.1156951

Tsiairis, C. D., and Aulehla, A. (2016). Self-organization of embryonic
genetic oscillators into spatiotemporal wave patterns. Cell 164, 656-667.
doi:10.1016/j.cell.2016.01.028

Tuvikene, J., Pruunsild, P, Orav, E., Esvald, E.-E., and Timmusk, T. (2016). AP-
1 transcription factors mediate BDNF-positive feedback loop in cortical neurons. J.
Neurosci. 36, 1290-1305. doi:10.1523/JNEUROSCI.3360-15.2016

Valencia, J. E., and Peter, I. S. (2024). Combinatorial regulatory states define cell
fate diversity during embryogenesis. Nat. Commun. 15, 6841. doi:10.1038/s41467-024-
50822-y

Waddington, C. H. (2016). An introduction to modern genetics. London: Routledge.
doi:10.4324/9781315665412

Wang, L., Walker, B. L., Iannaccone, S., Bhatt, D., Kennedy, P. J., and Tse, W. T. (2009).
Bistable switches control memory and plasticity in cellular differentiation. Proc. Natl.
Acad. Sci. U. S. A. 106, 6638-6643. doi:10.1073/pnas.0806137106

Wang, Y.-H., Ho, T. L. E, Hariharan, A., Goh, H. C., Wong, Y. L., Verkaik, N. S., et al.
(2022). Rapid recruitment of p53 to DNA damage sites directs DNA repair choice and
integrity. Proc. Natl. Acad. Sci. U. S. A. 119, €2113233119. doi:10.1073/pnas.2113233119

Wang, Y., Papayova, M., Warren, E., and Pears, C. . (2024). mTORCI1 pathway activity
biases cell fate choice. Sci. Rep. 14, 20832. do0i:10.1038/541598-024-71298-2

Werner, S. L., Barken, D., and Hoffmann, A. (2005). Stimulus specificity of gene
expression programs determined by temporal control of IKK activity. Science 309,
1857-1861. doi:10.1126/science.1113319

Werner, S. L., Kearns, J. D., Zadorozhnaya, V., Lynch, C., O'Dea, E., Boldin, M.
P, et al. (2008). Encoding NF-kappaB temporal control in response to TNF: distinct
roles for the negative regulators IkappaBalpha and A20. Genes Dev. 22, 2093-2101.
doi:10.1101/gad.1680708

Xiong, W., and Ferrell, J. E. (2003). A positive-feedback-based bistable “memory
module” that governs a cell fate decision. Nature 426, 460-465. doi:10.1038/nature02089

Yaffe, M. B. (2019). Why geneticists stole cancer research even though cancer is
primarily a signaling disease. Sci. Signal. 12, eaaw3483. doi:10.1126/scisignal.aaw3483

Yang, R., Huang, B., Zhu, Y,, Li, Y., Liu, E, and Shi, J. (2018). Cell type-dependent
bimodal p53 activation engenders a dynamic mechanism of chemoresistance. Sci. Adv.
4, eaat5077. doi:10.1126/sciadv.aat5077

Yissachar, N., Sharar Fischler, T., Cohen, A. A, Reich-Zeliger, S., Russ, D., Shifrut, E.,
et al. (2013). Dynamic response diversity of NFAT isoforms in individual living cells.
Mol. Cell 49, 322-330. doi:10.1016/j.molcel.2012.11.003

Zambrano, S., de Toma, I, Piffer, A., Bianchi, M. E., and Agresti, A. (2016). NF-
kB oscillations translate into functionally related patterns of gene expression. eLife 5,
€09100. doi:10.7554/eLife.09100

Zambrano, S., Loffreda, A., Carelli, E., Stefanelli, G., Colombo, E, Bertrand, E., et al.
(2020). First responders shape a prompt and sharp NF-kB-Mediated transcriptional
response to TNF-a. iScience 23, 101529. doi:10.1016/j.i5¢i.2020.101529

Zanconato, F,, Cordenonsi, M., and Piccolo, S. (2016). YAP/TAZ at the roots of cancer.
Cancer Cell 29, 783-803. doi:10.1016/j.ccell.2016.05.005

Zhang, T, Bu, P, Zeng, J., and Vancura, A. (2017). Increased heme synthesis in yeast
induces a metabolic switch from fermentation to respiration even under conditions of
glucose repression. J. Biol. Chem. 292, 16942-16954. doi:10.1074/jbc.M117.790923

Zordan, R. E., Galgoczy, D. ], and Johnson, A. D. (2006). Epigenetic properties
of white-opaque switching in Candida albicans are based on a self-sustaining
transcriptional feedback loop. Proc. Natl. Acad. Sci. U. S. A. 103, 12807-12812.
doi:10.1073/pnas.0605138103

frontiersin.org


https://doi.org/10.3389/fcell.2025.1656051
https://doi.org/10.1126/sciadv.adh4819
https://doi.org/10.1126/science.1254933
https://doi.org/10.1016/j.cels.2019.12.004
https://doi.org/10.1016/j.biopha.2014.09.006
https://doi.org/10.1038/msb.2009.90
https://doi.org/10.1016/j.neuron.2008.02.014
https://doi.org/10.1007/978-1-4939-6424-6_29
https://doi.org/10.1007/978-1-4939-6424-6_29
https://doi.org/10.1016/j.cell.2016.11.054
https://doi.org/10.1038/s41580-024-00702-6
https://doi.org/10.1016/j.coisb.2024.100533
https://doi.org/10.1016/j.cels.2024.05.002
https://doi.org/10.1182/blood.2024025598
https://doi.org/10.1038/s41598-022-23071-6
https://doi.org/10.1126/scisignal.aah6671
https://doi.org/10.1038/s41467-021-21145-z
https://doi.org/10.1038/sj.emboj.7600145
https://doi.org/10.1016/j.cell.2024.07.034
https://doi.org/10.1016/j.cels.2022.03.001
https://doi.org/10.1016/j.celrep.2023.112426
https://doi.org/10.1016/j.molcel.2016.05.023
https://doi.org/10.1016/S0021-9258(17)37668-8
https://doi.org/10.1007/BFb0091924
https://doi.org/10.1038/nature09145
https://doi.org/10.1038/s41598-019-41870-2
https://doi.org/10.1016/j.cell.2013.11.004
https://doi.org/10.1042/bj2880351
https://doi.org/10.1126/science.1156951
https://doi.org/10.1016/j.cell.2016.01.028
https://doi.org/10.1523/JNEUROSCI.3360-15.2016
https://doi.org/10.1038/s41467-024-50822-y
https://doi.org/10.1038/s41467-024-50822-y
https://doi.org/10.4324/9781315665412
https://doi.org/10.1073/pnas.0806137106
https://doi.org/10.1073/pnas.2113233119
https://doi.org/10.1038/s41598-024-71298-2
https://doi.org/10.1126/science.1113319
https://doi.org/10.1101/gad.1680708
https://doi.org/10.1038/nature02089
https://doi.org/10.1126/scisignal.aaw3483
https://doi.org/10.1126/sciadv.aat5077
https://doi.org/10.1016/j.molcel.2012.11.003
https://doi.org/10.7554/eLife.09100
https://doi.org/10.1016/j.isci.2020.101529
https://doi.org/10.1016/j.ccell.2016.05.005
https://doi.org/10.1074/jbc.M117.790923
https://doi.org/10.1073/pnas.0605138103
https://www.frontiersin.org/journals/cell-and-developmental-biology
https://www.frontiersin.org

	1 Introduction
	2 From dynamics to cell fate in different biological contexts
	2.1 Immune signaling: NF-κB and other related pathways
	2.2 Response to genotoxic stress: p53
	2.3 Response to growth factors: MAPK signaling
	2.4 Development and differentiation: The HES family and related pathways

	3 Discussion and conclusions
	3.1 The growing evidence linking signaling dynamics and cell fate
	3.2 In what sense(s) can we say that signaling dynamics determine cell fate?
	3.3 Is the dynamics of one signaling molecule enough?
	3.4 The challenge of integrating signaling dynamics data with omics and biophysical data
	3.5 Beyond (downstream) signaling dynamics: insights and potential limitations
	3.6 Concluding remarks

	Author contributions
	Funding
	Conflict of interest
	Generative AI statement
	Publisher’s note
	References

