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Drug discovery is an academical and commercial process of global importance.

Accurate identification of drug-target interactions (DTIs) can significantly facilitate the

drug discovery process. Compared to the costly, labor-intensive and time-consuming

experimental methods, machine learning (ML) plays an ever-increasingly important role in

effective, efficient and high-throughput identification of DTIs. However, upstream feature

extraction methods require tremendous human resources and expert insights, which

limits the application of ML approaches. Inspired by the unsupervised representation

learning methods like Word2vec, we here proposed SPVec, a novel way to automatically

represent raw data such as SMILES strings and protein sequences into continuous,

information-rich and lower-dimensional vectors, so as to avoid the sparseness and

bit collisions from the cumbersomely manually extracted features. Visualization of

SPVec nicely illustrated that the similar compounds or proteins occupy similar vector

space, which indicated that SPVec not only encodes compound substructures or

protein sequences efficiently, but also implicitly reveals some important biophysical

and biochemical patterns. Compared with manually-designed features like MACCS

fingerprints and amino acid composition (AAC), SPVec showed better performance with

several state-of-art machine learning classifiers such as Gradient Boosting Decision

Tree, Random Forest and Deep Neural Network on BindingDB. The performance and

robustness of SPVec were also confirmed on independent test sets obtained from

DrugBank database. Also, based on the whole DrugBank dataset, we predicted the

possibilities of all unlabeled DTIs, where two of the top five predicted novel DTIs were

supported by external evidences. These results indicated that SPVec can provide an

effective and efficient way to discover reliable DTIs, which would be beneficial for

drug reprofiling.
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FIGURE 3 | Normalized distributions of biochemical and biophysical properties in a 2D space projected by t-SNE from the 100-dimensional ProtVec protein-space. In

these plots, each point represents a protein, and the colors indicate the scale for each property.

GBDT, RF, and DNN classifiers, the AUCs using SMILES2Vec-
ProtVec are 13.35, 15.67, and 11.66% higher than MACCS-
AAC, respectively. When only molecules are characterized via
SMILES2Vec, the AUCs of SMILES2Vec-ProtVec are about
8.86%, 11.57%, and 9.09% higher than SMILES2Vec-AAC. And
when molecules are characterized via MACCS, the AUCs of
MACCS-ProtVec were about 8.91, 9.42, and 6.85% higher than
MACCS-AAC. Therefore, in DTIs predictions single feature
representations by ProtVec or SMILES2Vec also partly improve
the classification performances. It is also reasonable to expect
their individual performances in other tasks related to only drugs
or proteins, such as compound property predictions and protein
classifications. Table 2 also indicates that features represented
by SPVec are quite reliable with different ML models. Based on
the datasets from BindingDB, the GBDT, RF, and DNN models
resulted in no important difference for classification tasks of
DTIs, and all achieved similarly higher AUC score, accuracy,
precision, recall, and F1-score.

The performance of SPVec based DTIs predictions was also
compared with earlier results using different popular classical
features or modeling methods, as summarized in Table 3.

Compared with these classical features, the features represented

by SPVec are much lower in dimensions, which masterly avoid
the “Curse of Dimensionality,” and enable ML models to achieve
better performances. Especially when some kinds of features are
hard to obtain, such as the 3Dmolecular and protein descriptors,

the advantages of SPVec is more evident. It’s worth to note that
You et al. (2019) and Yu et al. (2012) used DrugBank database
with different versions (released on 14 Nov. 2017 and 1 June
2011, respectively), while the datasets for the other predictions
(Ezzat et al., 2016, 2017) were from the version 4.3 of DrugBank
database (released on 17 Nov. 2015) in which there are 12,674

TABLE 1 | Number of entries of the five different datasets obtained from

DrugBank dataset.

Datasets Dataset_1 Dataset_2 Dataset_3 Dataset_4 Dataset_5

Drug 6,068 6,068 537 6,068 537

Target 3,839 3,839 3,839 160 160

Interactions 15,434 3,348 1,735 264 37

drug-target interactions between 5,877 drugs and their 3,348
protein interaction partners in total. However, as shown in
Table S1, the performances of SPVec did not change a lot using
the different versions of database. AUC of DNN, GBDT and
RF only increased by 0.0315, 0.0039, and 0.0088, respectively.
Therefore, the better performance of SPVec compared with
earlier results in Table 3 is still guaranteed.

Evaluation of the Robustness of SPVec
In order to test the robustness of SPVec in DTIs predictions,
especially in the newly found interactions, five datasets were
constructed from DrugBank, as described in section Datasets.
We used dataset_1 as the training set to learn features and
construct the ML models and then tested their performances
on the datasets with new data. The classification performances
on dataset_1 via 10 × 5-fold cross-validation and performances
on independent test sets like dataset_1, dataset_2, and dataset_3
using GBDT, RF and DNN are summarized in Table 4 with
their ROC curves shown in Figure 4. As in Table 4, the ML
approaches equipped with the SPVec features got quite high
AUC on the training set, which is similar to the results on
BindingDB. Although DNN architecture was outperformed by
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the tree-based methods GBDT and RF in both cases, we would
like to note the possibility that further fine-tuning might a little
bit improve the prediction performance of the SPVec-DNN
combination. Table 4 shows that SPVec performed satisfactorily
on the test sets, suggesting acceptable generalization capacity
and competitive performance of SPVec for the prediction of
novel DTIs in drug repositioning or drug rediscovery, which
is also suggested by the ROC curves in Figure 4. Among the
four test sets, all three classifiers achieve highest AUC on
dataset_2 to predict new interactions between old drugs and
old targets, while the prediction results on the interactions
with new drugs or new targets are much worse, which is
extraordinary obvious in the ROC curves of dataset_5 in
Figure 4. A possible explanation is that the newly found drugs

TABLE 2 | Results of classification performance of four feature combinations

using three classifiers on BindingDB via 10 × 5-fold cross-validation, with the

highest scores highlighted in the bold font.

Feature

combinations

Model AUC Accuracy Precision Recall F1-score

SPVec

(SMILES2Vec-ProtVec)

GBDT 0.9923 0.9680 0.9695 0.9667 0.9681

RF 0.9927 0.9675 0.9808 0.9540 0.9672

DNN 0.9617 0.9332 0.9287 0.9248 0.9197

SMILES2Vec-AAC GBDT 0.9037 0.8272 0.8563 0.7873 0.8204

RF 0.8770 0.7974 0.8657 0.7050 0.7772

DNN 0.8708 0.8124 0.7993 0.7879 0.7126

MACCS-ProtVec GBDT 0.9479 0.8810 0.8908 0.8690 0.8798

RF 0.9302 0.8542 0.8712 0.8322 0.8512

DNN 0.9136 0.8034 0.8025 0.8097 0.8074

MACCS-AAC GBDT 0.8588 0.7811 0.8077 0.7392 0.7719

RF 0.8360 0.7468 0.8366 0.6150 0.7089

DNN 0.8451 0.7832 0.7884 0.7726 0.7724

or targets are not studied adequately and many potential DTIs
between them have not been identified yet. Thus, the reduced
accuracy of the data impairs the accuracy of the models. It
is also worth noting that the negative sample was constructed
by randomly selection from the unlabeled data, where the
portion of unidentified potential positive DTI pairs may be
even higher in smaller datasets. At last, the distributions of the
new DTIs in the vector space of the test sets may be deviated
from that of the training set, and impair the robustness of
the models.

Particularly, the SPVec-GBDT method achieves the best
performance among these three classifiers in DTIs predictions
on the four test sets, with the AUCs as 0.8945, 0.7502,
0.7356, and 0.68, respectively. Although GBDT and RF
showed similar results on the first four datasets, GBDT
outperformed RF on dataset_5. This indicates that the SPVec-
GBDT method may have better generalization capacity to
achieve more robust prediction results, even for new drug-
target pairs with limited or no interactions information,
which may suggest that the SPVec-GBDT prediction model is
possibly highly pertinent to the prediction of novel DTIs in
drug repositioning.

Prediction and Validation on Unidentified
DTIs
Although the SPVec vectors with continuous values show
competitive performance in the task of DTIs predictions, a
dominant issue in the prediction of DTIs is that only confirmed
positive interactions are deposited in the databases while those
unlabeled interactions are unknown to be really positive or
negative. For example, the newly found interactions in Drugbank
might be thought negative in dataset_1. To further evaluate
the validity of SPVec predictions on DTIs, the possibilities
of all unlabeled DTIs in DrugBank dataset were evaluated
using SPVec-GBDT and the top five ranked interactions were

TABLE 3 | AUCs of SPVec and other models on DTI predictions using DrugBank.

Drug features Drug

dim.

Protein features Protein dim. ML method AUC References

Drug structure information 2,216 AAC, DCa and TCb 11,943 DNN 0.81 You et al., 2019c

Constitutional, topological and molecular

descriptors, 2D autocorrelations, topological

charge indices, eigenvalue-based indices

1,664 AAC; DCa; autocorrelation; Composition,

Transition, Distribution descriptors;

Quasi-sequence-order

1,080 RF 0.8950 Yu et al., 2012c

Constitutional, topological and geometrical

descriptors

193 AAC; DCa; autocorrelation; composition,

transition and distribution;

quasi-sequence-order; amphiphilic

pseudo-amino acid composition and total

amino acid properties

1,260 DT

RF

0.760

0.855

Ezzat et al., 2016

PubChem fingerprints indicating presence or

absence of 881 known chemical substructures

881 Fingerprints of 876 different protein domains

that are obtained from the Pfam database

876 EnsemDT 0.882 Ezzat et al., 2017

RF 0.855

SMILES2Vec 100 ProtVec 100 GBDT 0.9467 This work

RF 0.9469

DNN 0.8637

aDC, dipeptide composition; bTC, tripeptide composition; cThese models are trained on different versions of DrugBank, whose AUCs are only as references.
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TABLE 4 | Results of classification performance using three classifiers on datasets obtained from DrugBank, with the highest scores highlighted in the bold font.

Dataset Model AUC Accuracy Precision Recall F1-score

Training set 10 × 5-fold cross-validation

Dataset_1 GBDT 0.9506 0.9323 0.9456 0.9367 0.9343

RF 0.9557 0.9234 0.9378 0.9369 0.9337

DNN 0.8952 0.8732 0.8345 0.8437 0.8654

Test sets Independent validation

GBDT 0.8945 0.8628 0.8747 0.8696 0.8637

Dataset_2 RF 0.8930 0.8753 0.8645 0.8467 0.8555

DNN 0.8201 0.8026 0.8138 0.8199 0.8144

GBDT 0.7502 0.7389 0.7340 0.7245 0.7333

Dataset_3 RF 0.7448 0.7299 0.7198 0.7243 0.7230

DNN 0.6999 0.6922 0.6825 0.6798 0.6832

GBDT 0.7356 0.7223 0.7167 0.7177 0.7201

Dataset_4 RF 0.7235 0.7034 0.7108 0.7078 0.71

DNN 0.7173 0.6899 0.6884 0.6896 0.6866

GBDT 0.68 0.6703 0.6679 0.6664 0.6688

Dataset_5 RF 0.5689 0.5605 0.5398 0.5321 0.5411

DNN 0.6267 0.6098 0.607 0.6122 0.6114

FIGURE 4 | ROC curves with different models on the test sets obtained from DrugBank.

tested by external supporting evidences from several reference
databases like PubChem (Wang et al., 2009), KEGG (Kanehisa
and Goto, 2000), ChEMBL (Gaulton et al., 2017) and biomedical
literatures. As a result, two of the top five predicted DTIs were

confirmed by existing evidences (Table 5). The tyrosine-protein
kinase Yes (Target ID: P07947, also known as Yes1) has been
implicated as a potential therapeutic target in lots of cancers
including breast cancers, melanomas, and rhabdomyosarcomas.
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TABLE 5 | Top five novel DTIs predicted by SPVec-GBDT.

Drug ID Target

ID

Drug name Target name Validation source

DB11805 P07947 Saracatinib The tyrosine-protein

kinase Yes

Patel et al., 2013

DB09282 P42262 Molsidomine Glutamate receptor 2 None

DB05524 Q99640 Pelitinib Membrane-associated

tyrosine and

threonine-specific

cdc2-inhibitory kinase

https://pubchem.ncbi.

nlm.nih.gov/compound/

6445562

DB03017 Q16620 Lauric acid BDNF/NT-3 growth

factors receptor

None

DB13165 P11362 Ripasudil Fibroblast growth

factor receptor 1

None

Saracatinib (Drug ID: DB11805) was identified by Patel et al.
(2013) as a potent Yes1 kinase inhibitor with the IC50 as
low as 6.2nM. Our results also predicted the interaction
between Pelitinib (Drug ID: DB05524) andmembrane-associated
tyrosine and threonine-specific cdc2-inhibitory kinase (Target
ID: P42262) which was confirmed by PubChem database.
Pelitinib (EKB-569) is a potent, low molecular weight, selective,
and irreversible inhibitor of epidermal growth factor receptor
(EGFR) in development as an anticancer agent, while membrane-
associated tyrosine and threonine-specific cdc2-inhibitory kinase
is the kinase domain of human myt1. These results demonstrate
that the SPVec-DTIs model has highly useful pertinence for the
prediction of novel DTIs.

CONCLUSION

Combining SMILES2Vec and ProtVec, SPVec could transfer
SMILES strings of drug compounds and protein sequences into
information-rich and lower-dimensional vectors automatically.
Visualization of SPVec vectors nicely illustrates that the derived
vectors from similar structures locate closely in the vector space,
suggesting that they may implicitly reveals some important
biophysical and biochemical patterns. Based on BindingDB and
DrugBank database, SPVec vectors were fed into several state-
of-art machine learning methods like GBDT, RF and DNN to
train DTIs prediction models. The results using BindingDB
have shown that the proposed models can achieve better

prediction performance than manually extracted features like
the combination of MACCS and AAC. Also, the results tested
on DrugBank datasets indicated that our approach, especially
SPVec-GBDT, can discover reliable DTIs in newly found drugs
and targets, which might be beneficial for drug re-profiling.
At last, all the unlabeled DTIs in DrugBank database was
repredicted by the SPVec-GBDT model, and two of the top five
predicted novel DTIs were confirmed by external evidences from
other databases or biomedical literatures. In addition, SPVec
vectors also have the advantages of automatic learning and lower
dimensionality, which may significantly speed up training and
reduces memory requirements, making it a highly potential
method of feature representation for DTI predictions.
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