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The dissociation of methane is not only an important reaction step in catalytic processes, but also of fundamental interest. Dynamical effects during the dissociative chemisorption of methane on metal surfaces cause significant differences in computed reaction rates, compared to what is predicted by typical transition state theory (TST) models. It is clear that for a good understanding of the catalytic activation of methane dynamical simulations are required. In this paper, a general blueprint is provided for performing dynamical simulations of the dissociative chemisorption of methane on metal surfaces, by employing either the quasi-classical trajectory or ring polymer molecular dynamics approach. If the computational setup is constructed with great care–since results can be affected considerably by the setup – chemically accurate predictions are achievable. Although this paper concerns methane dissociation, the provided blueprint is, so far, applicable to the dissociative chemisorption of most molecules.
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1 INTRODUCTION
Methane steam reforming is an important industrial process to produce syngas, where the dissociative chemisorption (DC) of methane (i.e., breaking the first CH bond) is typically the rate controlling step (Wei and Iglesia, 2004; Zhang et al., 2021). Unfortunately, methane dissociation is a highly activated catalytic reaction, requiring a large amount of energy in the form of high temperature and pressure. In order to meet future sustainability goals, the energy consumption of methane activation needs to be reduced. Therefore, simulations of the DC of the methane molecule on a metal surface are not just of fundamental interest, but also practical.
In surface science, single crystal surface facets are investigated instead of real catalytic surfaces that exhibit many different facets. The reduced complexity helps gaining a clear understanding of the surface properties and how they affect molecule-surface interactions, while still being valuable for understanding heterogeneous catalysis (Ertl, 1983; Ertl, 1990). Such investigations are performed experimentally using, e.g., supersonic molecular beams, with very accurate Miller indexed cuts through the metal that ensure a defect rate lower than 0.1% (Kroes, 2021). For molecular beam studies of DC, defects that are extremely more reactive or are highly accessible through mobile trapping of the molecule rarely affect the results significantly. Additionally, so-called stepped instead of flat single crystal surfaces can often yield good understanding of defects. Although, sometimes it is necessary to simulate considerably large unit cell sizes to accurately represent catalytic materials (Imbihl et al., 2007; Gerrits, 2021a).
Unfortunately, the success of atomistic theoretical simulations hinges on many factors, e.g., the electronic structure theory, the (dynamical) model, and the tractability. For the electronic structure, density functional theory (DFT) is the workhorse method of choice, but which density functional (DF) to employ is not straightforward (Kroes, 2021; Díaz et al., 2009; Nattino et al., 2016a; Nattino et al., 2016b; Migliorini et al., 2017; Gerrits et al., 2020a). For example, if the difference between the surface’ work function and molecule’s electron affinity is smaller than 7 eV, all generalized gradient approximation (GGA) DFs are expected to underestimate the barrier height (Gerrits et al., 2020a). Fortunately, for methane, this difference is typically much larger than the threshold of 7 eV, generally allowing the use of affordable GGA DFs. But even then, not any GGA DF can be employed (Nattino et al., 2016a; Nattino et al., 2016b; Migliorini et al., 2017; Chadwick et al., 2018a; Tchakoua et al., 2023).
The employed (dynamical) model is also very important as it can have large consequences for the determination of reaction rates. For example, molecular dynamics (MD) simulations of the DC of [image: image] on Pt(111) using two potential energy surfaces (PESs) obtained with different DFs (PBE (Perdew et al., 1996) and SRP32-vdW-DF1 (Nattino et al., 2016b)) yield a difference of 13 kJ/mol in the sticking probability [image: image] (Chadwick et al., 2018a), which is an indirect measure of the barrier heights being crossed. However, the minimum barrier height and geometry yielded by the two PESs are nearly identical, suggesting that TST models, which often rely on a single barrier and the shape of the PES surrounding it, are inadequate for the prediction of reaction rates, at least for the DC of methane. Indeed, dynamical effects arising from traversing the PES prior to reaching the transition state (TS), where it is not even certain that the molecule manages to get close to the minimum TS, have been shown to greatly influence the reactivity of methane on metal surfaces (Gerrits et al., 2019a). Generally, if the barrier height is large and the system can be classified as a late barrier system (i.e., the dissociating bond is extended considerably at the TS), the bobsled effect (Marcus, 1966; McCullough and Wyatt, 1969) causes the molecule to slide off the minimum energy path (MEP) when it is trying to “round the corner” on the PES (Polanyi, 1972). Subsequently, the molecule needs to overcome a larger barrier height, effectively lowering the reactivity, which is typically observed for methane (Gerrits et al., 2019a; Gerrits et al., 2018; Gerrits et al., 2019b). For this reason, vibrational excitation of methane has often been observed to be relatively more effective at promoting reactivity than increasing the translational energy, if the excited vibrational mode (partially) aligns with the reaction coordinate at the TS (Nattino et al., 2016b; Migliorini et al., 2017; Gerrits et al., 2019a; Gerrits et al., 2019b; Verhoef et al., 1993; Higgins et al., 2001; Beck et al., 2003; Juurlink et al., 2009; Bisson et al., 2010; Jackson et al., 2014; Hundt et al., 2015). Furthermore, the minimum barrier height of methane on Cu(211) (i.e., a stepped surface which serves as a model for catalyst defects) is [image: image]30 kJ/mol lower than on the flat Cu(111) surface, even though ab initio molecular dynamics (AIMD) simulations yield similar sticking probabilities for the two surface facets (Gerrits et al., 2018). Analysis of the dynamics and the PES suggests that although the minimum barrier height is much lower and locally increases the reactivity, other parts of the surface become less reactive, overall leading to a similar reactivity when comparing the two surface facets. This again illustrates the importance of dynamical effects in determining reaction rates.
Finally, AIMD simulations are expensive, because they often require 500–2000 on-the-fly DFT calculations per trajectory (one DFT calculation per time step) under the conditions typically simulated. Moreover, if one compares to [image: image] measured with the King and Wells approach (King and Wells, 1972) using supersonic molecular beams (i.e., the experimental gold standard), 500–2000 MD trajectories are required to obtain errorbars of similar size (Kroes, 2021; Migliorini et al., 2017). For each order of magnitude reduction in [image: image], about [image: image] more trajectories are required to obtain relative error margins similar to the experiments. Clearly, the tractability limits AIMD studies in the amount of simulated initial conditions, and requires access to large-scale high-performance computing infrastructure that is not widely available to computational chemists. Precomputing the PES is a convenient way of saving computational costs, since the majority of all trajectories samples roughly the same parts of the PES. Many approaches to fitting or interpolating PESs exist, for which I refer the reader to other literature. One notable approach is the high-dimensional neural network potential approach by Behler and Parrinello (Behler and Parrinello, 2007). To the best of my knowledge, this is the only chemically accurate fitting approach (i.e., the mean fitting error of the entire system is lower than 4.2 kJ/mol) so far applied to the DC of methane, that also explicitly includes surface atom motion (Gerrits et al., 2019a; Gerrits et al., 2024). The latter point is critical for simulations of methane, because surface atom motion has a large effect on the reactivity, especially under catalytic conditions (Gerrits et al., 2019a; Gerrits et al., 2019b; Gerrits et al., 2024; Jackson and Nave, 2013; Campbell et al., 2015; Guo et al., 2016; Zhou and Jiang, 2019; Moiraghi et al., 2020).
From above, it is clear that, at present, some form of MD simulations is required to accurately compute reaction rates for the DC of methane and to analyse the reaction mechanism. Unfortunately, many non-trivial considerations go into setting up such calculations, which can influence the computed reactivity considerably. Therefore, in this paper, I will discuss what choices need to be made and why (with a focus on the quasi-classical trajectory (QCT) approach), as well as provide a blueprint for future dynamical simulations of methane. The key aspects of setting up these dynamical calculations are shown in Figure 1. This blueprint is, so far, largely applicable to the activated DC of any molecule.
[image: Figure 1]FIGURE 1 | Key aspects of setting up and performing dynamical simulations of DC of molecules on surfaces. The three main categories that are needed as “inputs” are the electronic structure, construction of the surface, and initial conditions (i.e., atomic positions and velocities) of both the molecule and the metal surface.
2 CHOICE OF DENSITY FUNCTIONAL
The choice of the DF is important, because it underpins the entire simulation and conclusions drawn from it. As mentioned above, GGA DFs should be suitable for the DC of methane. So far, the semi-empirical SRP32-vdW-DF1 DF is the only chemically accurate DF for [image: image] + Ni(111) (Nattino et al., 2016b), Pt(111) (Migliorini et al., 2017), and Pt(211) (Migliorini et al., 2017), and is likely accurate for Pd(111) as well (Gerrits et al., 2019b). Similarly, the SBH17 database ranks this DF as the best for the tested methane reactions (Tchakoua et al., 2023). In this DF, a linear combination of [image: image] RPBE (Hammer et al., 1999) and [image: image] PBE (Perdew et al., 1996) exchange is used, combined with vdW-DF1 correlation (Dion et al., 2004).
Interestingly, PBE (Perdew et al., 1996) yields similar errors across the methane subset of SBH17 as SRP32-vdW-DF1,14 but it is likely that the PESs yielded by PBE are too reactive for methane (Chadwick et al., 2018a). The disagreement in [image: image] yielded by the two DFs has been attributed to differences in the (non-) local correlation DF (Chadwick et al., 2018a), suggesting that the use of a non-local correlation DF is a necessity.
It should also be noted that SRP32-vdW-DF1 performed poorly for the DC of methane on Pt(210) and reconstructed Pt(110)-[image: image] (Chadwick et al., 2019a; Chadwick et al., 2019b), suggesting that GGA DFs perform poorly when the reactive metal atoms are considerably undercoordinated. This carries severe consequences for simulations of single-atom alloys, if the single atom is adsorbed on top of the surface, since the atom is highly undercoordinated. It is possible that due to the large undercoordination, the electron transfer and concomitant self-interaction error (SIE) are increased. Screened hybrid DFs that employ exact exchange could reduce the SIE, but are also prohibitively expensive (Gerrits et al., 2020a). Another possibility is that the undercoordinated metal atom locally gains a more molecular character, again affecting electron densities and barrier heights. A GGA DF cannot adequately distinguish such different electronic density regimes, requiring a meta-generalized gradient approximation (mGGA) DF instead (Peverati and Truhlar, 2014). Compared to SRP32-vdW-DF1, AIMD simulations for Pt(110)-[image: image] with an mGGA DF [i.e., MS-PBEl-rVV10 (Smeets et al., 2019; Smeets and Kroes, 2021)] yielded improved agreement with experiment (Wei et al., 2021). The MS-PBEl-rVV10 DF is not only an mGGA, but also contains an approximate correction to the SIE by reproducing the exact energy of a free hydrogen atom. Therefore, it is not clear where the error yielded by GGA DFs originates. A study into reaction networks for [image: image] hydrogenation towards methanol on Cu surfaces employing the rMS-RPBEl-rVV10 DF also concluded that such an mGGA DF yields more robust predictions for a wide variety of molecule-metal surface reactions (Cai et al., 2024).
In short, when simulating the DC of methane on close-packed surfaces, where the reactive site is reasonably coordinated, I advice to use SRP32-vdW-DF1, because it will usually yield chemically accurate results. When the reactive site involves a metal atom that is considerably undercoordinated, a more advanced DF is required. Although more expensive than GGA (roughly a factor 3 Mejia-Rodriguez and Trickey, 2008), mGGA DFs of the MS-PBEl family seem to offer a good balance between performance and computational cost (Gerrits et al., 2020a; Tchakoua et al., 2023; Smeets et al., 2019; Smeets and Kroes, 2021; Wei et al., 2021; Cai et al., 2024; Gerrits et al., 2020b; Gerrits et al., 2021). Future efforts should establish which specific mGGA DF is a more general-purpose DF for the DC of methane. Moreover, technical advancements can bring the computational cost down, e.g., regularization of the iso-orbital indicator (Cai et al., 2024; Furness and Sun, 2019; Furness et al., 2020) and de-orbitalization to remove the expensive dependence on the kinetic energy density (Mejia-Rodriguez and Trickey, 2018; Mejia-Rodriguez and Trickey, 2017; Tran et al., 2018; Mejía-Rodríguez and Trickey, 2020). Hopefully, developments will also make the use of exact exchange tractable.
3 GEOMETRIES
Although dynamical simulations are a necessity in order to compute (chemically) accurate reaction probabilities, properties extracted from the PES with static calculations can still provide valuable insights. When computing static PES properties, one needs to be aware of the precise reaction mechanism that is at play. Since the DC of methane is a highly activated process, the reaction proceeds typically directly from the gas phase towards the TS at the surface, without prior physisorption or (thermal) equilibration. Although it should be noted that precursor mediated reaction of methane has also been observed (Moiraghi et al., 2020; Seets et al., 1997a; Seets et al., 1997b). This means that the asymptotic value used to compute the barrier height (since the barrier height is a relative energy) corresponds to gaseous [image: image](g), and not physisorbed [image: image]*. Erroneously, the latter is often used, instead of the former. Unfortunately, this might lead to considerable errors in computed reaction rates employed in, e.g., microkinetic models. Furthermore, since the reaction is typically direct and rapid, surface atoms do not have the time to relax towards the DC TS (Gerrits et al., 2019a). Thus, surface atoms should be kept fixed at their ideal positions in TS search calculations, i.e., only the molecular degrees of freedom (DOFs) should be optimized. To investigate the effect of surface atom motion on the TS, the nearest surface atom can be slightly displaced along the surface normal. Subsequently, the surface DOFs are kept frozen and the TS is re-optimized. From the barrier height and geometry, the electronic and mechanical coupling can be obtained, which are indicative of barrier height and geometry changes associated with surface atom motion (Nave et al., 2014).
Moreover, the surface needs to be treated with care, as it affects results considerably (Tchakoua et al., 2023; Mondal et al., 2013). The bulk lattice constant should be obtained with a similar computational setup to the rest of the calculations. With the computed bulk lattice constant, a slab with specific Miller indices can be constructed. Subsequently, the interlayer distances are optimized, where the bottom interlayer distances are often fixed to their bulk values, in order to retain a bulk-like behaviour, even if the slab is rather thin. The rule of thumb is to leave at least the top three layers mobile. If the simulated surface temperature is non-zero, as it should be in dynamical simulations of methane, the lattice is expanded in all directions with the experimental thermal expansion coefficient (Mondal et al., 2013).
Obviously, the convergence of, e.g., the number of layers, supercell size, and vacuum distance needs to be validated. A typical benchmark is to compute the TS geometry with a reasonable computational setup and the dimer method (Henkelman and Jónsson, 1999). The resulting geometry is then used in single point calculations using different computational setups to gauge the convergence. Of course, other parameters than the aforementioned ones can be checked this way as well. From personal experience, the following parameters are generally the bare minimum if chemical accuracy (i.e., an error lower than 4.2 kJ/mol) is desired: 4 surface layers, supercell size in the [image: image] and [image: image] direction of at least 7Å, 13Å vacuum distance between the slabs, a [image: image]-centered [image: image]-point grid, and a kinetic energy cut-off of 400 eV (assuming projector augmented wave pseudopotentials of a similar accuracy as those provided with VASP (Kresse and Joubert, 1999); also note that forces need a slightly higher cut-off than energies for convergence, even when employing support grids for more accurate forces).
It should be emphasized that a vacuum distance of 13Å is not converged for methane when employing a non-local correlation DF (as one should, vide supra). Considerably larger vacuum gaps are required, but are computationally more expensive: Even though the vacuum is empty, a larger distance between the slabs still yields a larger computational cost, because it scales with the real-space system size. Typically, the error is about 2–5 kJ/mol for a vacuum distance of 13Å and only dependents on the maximum distance between the periodic slabs and molecule. Thus, a common trick in MD simulations of reactive scattering is to compute the error in the minimum barrier height due to the vacuum distance not being converged. Then, to compensate, the error in the barrier height is added to the initial incidence energy of the molecule (Nattino et al., 2016b).
4 DYNAMICAL SIMULATIONS
The dynamical simulations can be performed with the QCT approach. In this approach, microcanonical ([image: image]) calculations are performed by propagating Newton’s equations of motion, using the atomic forces of the system. For each QCT, the reactive scattering of a single molecule from a well-defined surface is simulated. For the initial conditions of the dynamical simulations, 4 main DOFs can be distinguished: Center of mass, rotational state, vibrational state, and surface atom motion. Here, I will discuss how one might obtain these initial conditions, and how to define the reaction outcome.
4.1 Center of mass
For the center of mass, the most straightforward approach is to simulate only a single incidence energy [image: image] for each data point, i.e., a so-called monochromatic molecular beam. However, in experiments, the incidence energy is a distribution, which can affect the sticking probability considerably (Kroes, 2021). This distribution can be measured with time-of-flight techniques and is typically fitted with the following flux-weighted velocity distribution (in the case of a supersonic molecular beam) (Michelsen and Auerbach, 1991):
[image: image]
where [image: image] and [image: image] are the fitted stream velocity and velocity width parameters, respectively, and [image: image] is the normalization constant. Alternatively, one can use the expression for the energy distribution. It should be emphasized that [image: image] and [image: image], because the velocities are relative instead of absolute. Unfortunately, this incorrect assumption has occasionally been employed and has led to incorrect equations in literature (Holmblad et al., 1995; Larsen et al., 1999; Bukoski et al., 2003; Bernard and Harrison, 2024). Instead, the following equation is the correct flux-weighted energy distribution, analogous to Equation 1:
[image: image]
[image: image]
where [image: image] and [image: image]. (Michelsen and Auerbach, 1991) Although the velocity distribution can be accurately measured and described, the experimental data is often missing in literature. Thus, molecular beam parameters are often only available through private communication or are guessed. Hopefully, in the future, it will become the norm for molecular beam experiments to include the time-of-flight spectra and data in publications.
Many experiments assume normal energy scaling (i.e., [image: image]), where only translational energy perpendicular to the surface promotes reactivity, and not energy parallel to the surface (Kroes, 2021). This allows the use of vibrationally hot molecular beams combined with low normal incidence energies, by varying the incidence angle instead of the temperature, seeding gas or ratio. However, the assumption of normal energy scaling should always be tested, especially if large incidence angles [image: image] are employed, and generally only holds for flat surfaces and direct DC (i.e., not precursor mediated) (Gee et al., 2003; Chadwick et al., 2018b). Moreover, the choice of the azimuthal angle [image: image] for off-normal incident beams is dependent on the experiment. For example, for a flat surface a uniform distribution is probably sufficient [unless finer details like diffraction are investigated (Zugarramurdi and Borisov, 2013)], but stepped surfaces often show a larger dependence on [image: image] (Chadwick et al., 2018b; Salmeron et al., 1977; McMaster and Madix, 1993; Bisson et al., 2007). Finally, the position samples uniformly the supercell [image: image] and is placed halfway between the two periodic slabs [image: image].
4.2 Rotational state
So far, rotational excitation of methane is observed to have a very limited effect on the rotational state-specific [image: image] (Juurlink et al., 2000). Nevertheless, the orientation still plays an important role in the reaction dynamics, and, therefore, it is important to be able to correctly describe the initial rotational state (Gerrits et al., 2019b; Yoder et al., 2010; Nattino et al., 2014; Jackson, 2022). The orientation and momentum of the rotational state is dependent on the isotope: [image: image] and [image: image] are a spherical top rotor, [image: image] and [image: image] are a symmetric top rotor, and [image: image] is an asymmetric top rotor. The state is defined by the [image: image] and [image: image] quantum numbers (Brink and Satchler, 1968). Due to the change in symmetry of the principle moments of inertia, for the symmetric top, the additional quantum number [image: image] is required, and for the asymmetric top [image: image] is split further into two different numbers.
Here, I discuss how to set up the rotational state of the symmetric top rotor [image: image] (Gerrits, 2021b). For the spherical and asymmetrical top rotors, the approach is similar and can be found in literature as well (Brink and Satchler, 1968). A space fixed reference frame is employed, where the [image: image] axis (i.e., the vector normal to the surface plane) is fixed in space. The two quantum numbers [image: image] and [image: image] define the orientation of the angular momentum vector, where [image: image] corresponds to the total rotational angular momentum [image: image] and [image: image] to its projection on the [image: image] axis:
[image: image]
[image: image]
Additionally, the quantum number [image: image] fixes the orientation of the figure axis (the principle axis C) with respect to the angular momentum vector:
[image: image]
and [image: image]. The orientation of the molecule and the angular momentum vector can then be obtained as follows. First, both the figure axis C of the molecule and the angular momentum vector L are oriented parallel to the surface normal [image: image] (Figure 2A). Then, the figure axis is rotated by the [image: image], [image: image], and [image: image] Euler angles using the [image: image] convention (Figures 2B–D, respectively). The rotations by the [image: image] and [image: image] angles are both sampled uniformly in the interval [image: image], whereas the angle [image: image] is computed from [image: image] and [image: image]:
[image: image]
[image: Figure 2]FIGURE 2 | (A) The initial orientation of a symmetric top molecule (black arrow), here [image: image] (C in black, H in red, D in white), and its angular momentum vector (red arrow) are fixed with respect to the space fixed reference frame [image: image]. (B–F) Same as panel a, but indicating the rotations (blue arrows) of the molecular orientation and the angular momentum vectors required according to the quantum numbers [image: image], [image: image], and [image: image]. See the text for the meaning of the rotations.
Finally, both the figure axis and the angular momentum vector are rotated by the spherical [image: image] and [image: image] angles (Figures 2E, F, respectively) about the [image: image] axis. The polar angle [image: image] is computed from [image: image] and [image: image]:
[image: image]
The azimuthal angle [image: image] is sampled uniformly in the interval [image: image]. If [image: image], one can simply obtain the molecular orientation by uniformly sampling [image: image] from a [image: image] distribution, and [image: image] and [image: image] from the [image: image] interval, where the angular momentum is zero (i.e., [image: image]). In molecular beam simulations of methane, often only the rotational ground state is simulated, because rotational excitation does not affect the reactivity considerably, especially with the typically low rotational temperatures employed (Nattino et al., 2016b; Migliorini et al., 2017; Juurlink et al., 2000). However, this approximation might not hold if the surface corrugation and anisotropy is considerably increased, due to, e.g., surface defects.
4.3 Vibrational state
In QCT, the vibrational initial conditions of a molecule are obtained by micro-canonical sampling of each of its vibrational modes (Karplus et al., 1965). A 1D MD simulation is performed along each mode (i.e., the vibrational modes are not coupled), from which the initial displacement and concomitant velocity is selected by randomly sampling the phase of the vibration. Subsequently, the sum of the mode-specific displacements and velocities are added to the atomic positions and velocities, while also taking into account the orientation of the molecule given by its rotational state. The 1D potentials are computed along the normal mode Cartesian vectors extracted from the Hessian, which is obtained through finite differences. The vibrational quantum mechanical energies are determined through 1D quantum dynamics (QD) calculations on the same potential [see, e.g., Ref (Colbert and Miller, 1992)].
In principle, more accurate (semi-)classical methods can be employed to obtain the vibrational distributions, as long as it is done on the same PES as the rest of the calculations (Nguyen and Barker, 2010). But it is likely that the accuracy would mainly increase when multiple modes are simultaneously excited. Unfortunately, in this case, the QCT approach is considerably less accurate due to artificial intramolecular vibrational energy redistribution (IVR), causing overestimation of the reactivity (Gerrits et al., 2024). Multi-mode excitation of a molecule is also difficult to model, due to the mixing of modes (Hundt et al., 2017). Ring polymer molecular dynamics (RPMD) has been found to be a suitable alternative to QCT for the DC of methane on Pt(111), especially if the translational energy is low or the vibrational energy is high (Gerrits et al., 2024). Due to the approximate inclusion of nuclear quantum effects in RPMD, artificial IVR is reduced, zero-point energy (ZPE) is conserved, and tunneling effects are included. For RPMD, a large portion of the initial conditions are obtained in the same manner as for QCT, because the translational and rotational motion are only applied to the “classical” centroid, ignoring related quantum effects in the ring polymer normal modes. For the vibrational initial conditions, a different approach is required (Gerrits et al., 2024). At present, it is only possible to simulate a thermal Boltzmann distribution of the vibrational modes, instead of state-specific initial conditions. Specifically, a canonical ([image: image]) simulation of the molecule is performed, from which snapshots are taken. If a full-dimensional gas phase calculation is employed to obtain the snapshots, the translational and rotational motion are removed afterwards to retain solely the vibrational motion. If a low temperature is employed, the distribution corresponds roughly to the vibrational ground state.
So far, I have only discussed how to obtain a rovibrational state, but not its thermostatistical weight. The rovibrational state population [image: image] of a molecule in the molecular beam is typically given by
[image: image]
where [image: image] is the partition function, and [image: image] and [image: image] are the vibrational and rotational temperatures, respectively. It should be noted that intrapolyad cooling can cause a slight deviation of the experimental vibrational distribution from the Boltzmann distribution, but again the effect is limited and hardly affects [image: image] (Nattino et al., 2016b)
4.4 Surface atom motion
To simulate the effect of surface temperature [image: image], a procedure can be employed as described in Refs Nattino et al. (2016b) and Nattino et al. (2012), which largely avoids a possibly lengthy equilibration time often associated with the usually employed [image: image] approach for surface atom motion. An independent 1D harmonic oscillator model is used to mimic the thermal motion of the surface atoms, by assigning initial displacements and velocities to the atoms of the mobile layers. Using [image: image] and [image: image] (kinetic and potential energy, respectively), the following Boltzmann distributions for the velocities and positions are sampled:
[image: image]
[image: image]
The frequency [image: image] is obtained by performing normal mode calculations for each single atom (that is not symmetrically identical) in an ideal metal slab. This yields the frequencies that are employed in the aforementioned Boltzmann distribution [image: image]. Furthermore, the theoretically computed lattice constant (vide supra) is expanded by an experimentally obtained lattice expansion coefficient, in order to account for the thermal expansion from Ts = 0 K to the simulated surface temperature (Mondal et al., 2013). This is achieved, effectively, by multiplying all three lattice vectors with the expansion coefficient, to also include the aforementioned relaxed interlayer distances. Several differently-initialized slabs are generated using this procedure, which are equilibrated by performing [image: image] calculations and allowing the atoms in the mobile layers to move in all directions. Once the surface is equilibrated, the configurations (positions and velocities) of these [image: image] simulations are gathered to form a pool of initial conditions. The atoms in the bottom layer(s) of the metal slab are kept fixed in their ideal positions during the calculations.
The simulated surface temperature should be above the Debye temperature, which also reduces the issue of trapped trajectories (Nattino et al., 2016b; Migliorini et al., 2017; Manson, 1991; Manson, 1994). Otherwise, classical MD yields incorrect phonon distributions. At present, it is unclear whether RPMD would correctly describe the phonon distribution at low surface temperatures. Regardless, if you use RPMD, it is advised to use [image: image] calculations instead, because the ring polymer normal modes are more easily converged that way, especially with specialized quantum thermostats (Ceriotti et al., 2009; Ceriotti et al., 2010; Ceriotti and Manolopoulos, 2012).
4.5 Reaction outcome
For dynamical simulations of the DC of methane, typically three different reaction outcomes are defined: scattering, dissociation, and trapping. Methane is often considered to be scattered when the distance between the surface macroscopic plane and methane’s center of mass is larger than half of the vacuum distance (i.e., larger than the initial condition) and its momentum is pointing away from the surface. It is possible to reduce the distance criterium to save computational cost, but it should be checked whether this affects results (e.g., how bouncing trajectories are counted). Furthermore, methane is considered to be reacted if one of the intramolecular bonds is considerably extended beyond the TS value, or a smaller length for a certain amount of time. Typically safe parameters are [image: image], or [image: image] for 100 fs. Finally, if none of the aforementioned results are obtained within the simulation time, the molecule is considered to be trapped. It should be noted that computed trapping probabilities are always an upper limit of the experiment. Trapped trajectories might still desorb or react, but the timescale involved is considerably longer than what is tractable for theory. However, experimentally such events are often measured as scattered, thus, lowering the trapping probability compared to theory.
The reaction probability [image: image] is defined as [image: image], where [image: image] and [image: image] are the amount of reacted and initial trajectories, respectively. Similarly, the sticking probability [image: image], which includes contributions of both reacted and trapped trajectories, is defined as [image: image], where [image: image] is the amount of trapped trajectories.
The energy transfer [image: image] from methane to the metal surface can be defined as
[image: image]
where [image: image] and [image: image] are the potential electronic and kinetic energy of methane, respectively, at the initial (i) and final (f) time steps of the scattered trajectories.
Finally, if RPMD is employed, observables are generally computed in the same fashion as with QCT, by simply using the centroid.
5 CONCLUSION
The DC of methane on metal surfaces is an important reaction step in catalytic processes. Dynamical effects cause significant deviation in reaction rates and mechanisms, compared to what is predicted by TST models. Therefore, for an accurate description and understanding of the DC of methane, dynamical simulations are required. Performing such calculations is not trivial and many choices have to be made. In this paper, I have described how an accurate dynamical simulation might be set up within the QCT approach, or alternatively using RPMD. Perhaps the most important points are the choice of DF, the way the surface geometry is obtained, the dynamical model, and the construction of the initial conditions. If the dynamical calculations are carefully constructed, chemically accurate predictions are possible. Moreover, most of the choices made here are the same or similar for simulations of the DC of molecules other than methane. Therefore, this work also serves as a blueprint for simulating DC in general.
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