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Temperature forecasts for the 
continental United States: a deep 
learning approach using 
multidimensional features
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Accurate weather forecasts are critical for saving lives, emergency services, 
and future developments. Climate models such as numerical weather 
prediction models have made significant advancements in weather forecasts, 
but these models are computationally expensive and can be  subject to 
inaccurate representations of complex natural interconnections. Alternatively, 
data-driven machine learning methods have provided new dimensions in 
assisting weather forecasts. In this study, we  used convolutional neural 
networks (CNN) to assess how geopotential height at different levels of the 
troposphere may affect the predictability of extreme surface temperature 
(t2m) via two cases. Specifically, we analyzed temperature forecasts over the 
continental United States at lead times from 1 day to 30 days by incorporating 
z100, z200, z500, z700, and z925 hPa levels as inputs to the CNN. In the 
first case, we  applied the framework to predict summer temperatures of 
2012, which contributed to one of the extreme heatwave events in the U.S. 
history. The results show that z500 leads to t2m forecasts with relatively less 
root mean squared errors (RMSE) than other geopotential heights at most of 
the lead time under consideration, while the inclusion of more atmospheric 
pressure levels improves t2m forecasts to a limited extent. At the same lead 
time, we also predicted the z500 patterns with different levels of geopotential 
height and temperature as the inputs. We found that the combination of z500, 
t2m, and t850 (temperature at 850 hPa) is associated with less RMSE for the 
z500 forecasts compared to other inputs. In contrast to the 2012 summer, our 
second case examined the wintertime temperature of 2014 when the upper 
Midwest and Great Lakes regions experienced the coldest winter on record. 
We  found that z200 contributes to better t2m predictions for up to 7-days 
lead times whereas z925 gives better results for z500 forecasts during this 
cold event. Collectively, the results suggest that for long-range temperature 
forecasts based on the CNN, including various levels of geopotential heights 
could be beneficial.
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1 Introduction

Weather forecasts play a significant role in the modern economy 
and society. Temperature predictions, in particular, are crucial for 
agriculture production, water management, power generation, and 
emergency preparedness (Miller et  al., 2008; Pathak et  al., 2018; 
Benmarhnia et al., 2019; Johannesen et al., 2019; Sanchez et al., 2020; 
Nie et al., 2021). Currently, temperature forecasts are often produced 
using numerical weather prediction (NWP) models. NWP models are 
a huge success in weather forecasting and have been widely applied for 
predicting hurricanes, cyclones, heatwaves, and cold spells with 
reasonable accuracy (Bauer et al., 2015). The enhanced performance 
of the NWP models over the years is partially attributed to data 
assimilation techniques, fine-resolution observational data from 
various satellite products, and increasing computational resources 
(Sun et al., 2014; Eyre et al., 2020). While progress has also been made 
in improving the efficiency of the NWP models, there are still 
challenges that limit their capacity (Goger et al., 2016; Dueben and 
Bauer, 2018). Briefly, the NWP models are built based on physical 
mechanisms of terrestrial, oceanic, and atmospheric processes using 
numerical equations to predict the future state of the atmosphere 
(Coiffier, 2011). The spatial scale of Earth system components is large. 
NWP models use parametrization schemes in numerical simulations 
to approximate such large physical processes (Bauer et al., 2015) that 
uncertainties in the model outputs are unavoidable (Moosavi and 
Sandu, 2018). To name a few, the sources of uncertainties in NWP 
models include the imperfect representations of boundary conditions, 
cloud processes, grid resolutions, and land-ocean–atmosphere 
interactions (Olafsson and Bao, 2020). In addition, NWP models 
become computationally expensive when representing the finer details 
of the earth system components (Zängl et  al., 2015). As a result, 
alternative approaches have been developed to complement the 
weather forecasts at longer lead times (Dueben and Bauer, 2018).

NWP models are the primary tools in weather forecasting and 
have been widely used for operational forecasts around the world. 
Some of the most applied NWP models are the Global Forecast 
System (GFS) developed by the National Centers for Environmental 
Protection (NCEP) of the U.S., European Centre for Medium-Range 
Weather Forecasts (ECMWF) models, Global and Regional Ensemble 
Prediction System (MOGREPS) developed by the United Kingdom 
Met Office and Global Environmental Multiscale (GEM) model 
developed by the Canadian Meteorological Centre (CMC). In 
addition to the physics-based models, there are statistical approaches 
that are also used in weather forecasting. Statistical methods analyze 
historical weather data to understand patterns or relationships that 
can be utilized to make predictions. Some examples of statistical 
methods include persistence forecasting, analog methods, 
climatology, and machine learning. Persistence forecasting assumes 
that weather conditions would remain unchanged from the most 
recent observations. For example, if it is currently bright, the 
prediction calls for more of the same. This approach is effective in 
steady weather patterns, but it may not capture quick shifts or 
transitions (Mittermaier, 2008). The analog method is locating 
previous weather circumstances that closely reflect current weather 
patterns and forecasting their eventual behavior. This method is 
based on the identification of similar atmospheric circulation 
patterns, surface conditions, and other weather conditions from the 

past and assumes similar future forecasts (Van den Dool, 1989). The 
analog approach is difficult to employ since it is nearly impossible to 
find a perfect analog. Various meteorological features rarely align in 
the same positions as they did previously. Even minor changes in the 
current time and the analog can provide very different outcomes. 
Climatology is used for seasonal forecasts and is based on long-term 
average weather statistics for any given area to make future forecasts. 
The parameter estimations in statistical approaches sometimes goes 
to million coefficients for describing the past weather behavior 
(Krishnamurti et al., 2003).

Advanced statistical techniques such as machine learning offer 
several advantages for improving weather forecasts. Machine 
learning methods have proven to be  successful in capturing 
nonlinear patterns in complex datasets from various disciplines (Chi 
et  al., 2020; Peng and Nagata, 2020). Deep learning (DL), an 
advanced method of machine learning, gives unique feature 
extraction and data handling capabilities. DL algorithms can handle 
massive amounts of data while extracting meaningful 
representations. The pattern recognition ability of DL algorithms has 
driven significant contributions in the fields of computer vision, 
medical imaging, and natural language processing (LeCun et al., 
2010, 2015; Shen et al., 2017). DL has also sparked interest in the 
climate science community to address challenges associated with 
climate models. DL models can learn intricate relationships from 
large amounts of meteorological data without relying on manual 
feature selections. Some interesting applications of machine learning 
in climate science include postprocessing of the outputs from the 
physical models for bias correction (Rasp and Lerch, 2018), 
downscaling coarser resolution products to finer grid resolution 
(Hewson and Pillosu, 2021) and improving multi-model ensemble 
predictions from General Circulation Models (GCMs) (Ahmed 
et al., 2020). More recently, deep learning architectures have shown 
the capability in extreme weather predictions such as heatwaves 
(Chattopadhyay et al., 2020; Jacques-Dumas et al., 2022), droughts 
(Agana and Homaifar, 2017), tropical cyclones (Wimmers et al., 
2019), and hurricanes (Devaraj et al., 2021), as well as improving 
parameterizations to resolve small scale processes in high-resolution 
climate models (Brenowitz and Bretherton, 2018). They have also 
been used in emulating the general dynamics of atmosphere as 
represented by physical models, but high-quality observational data 
are needed to fully realize the potential of deep neural networks 
(Scher and Messori, 2019; Chantry et al., 2021).

Deep learning techniques have continued to expand in climate 
research, and a consensus is emerging that deep learning can provide 
promising directions to representing unresolved physical processes 
in climate systems (Brenowitz and Bretherton, 2018; Kurth et al., 
2018; Rasp and Lerch, 2018; Bolton and Zanna, 2019; Lagerquist 
et al., 2019; Reichstein et al., 2019). The growing volume of climate 
data is ideally suited for deep neural networks to learn complex 
non-linear interactions among atmospheric variables (Iglesias et al., 
2015). Earlier research in data-driven weather prediction includes 
(Dueben and Bauer, 2018) in which a convolutional neural network 
(CNN) was used for predicting 500 hPa geopotential height with a 
lead time of 120 h. They extracted the 500 hPa data from the European 
Centre for Medium-Range Weather Forecasts Reanalysis (ERA5) as 
input to the model, and the neural network was trained from 2010 to 
2017 with a validation period of 10 months. Their results showed that 
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CNN performed well in predicting geopotential height patterns. In 
two other studies outputs from GCM were used for training CNN to 
produce the next state of GCM (Scher, 2018; Scher and Messori, 
2019). The inputs to the neural network were the 3-D fields from 
different GCMs. In Scher (2018), a simplified GCM was used whereas 
complex GCMs were used in Scher and Messori (2019). In both 
studies, the results showed that it is possible to produce long stable 
climate runs from deep neural networks comparable to GCMs. In 
another study, (Weyn et al., 2019) predicted 300, 500 and 700 hPa 
geopotential height using CNN. The reanalysis data from Climate 
Forecast System (CFS) were used as inputs to the CNN. Their 
forecasts performed well up to lead time of 120 h. A benchmark 
dataset has been created by Rasp et al. (2020) to test the performance 
of different machine-learning techniques for data-driven forecasting. 
The dataset details are discussed in Section 2. Using the benchmark 
dataset (Rasp et al., 2020) analyzed direct and iterative forecasts for 
up to 5 days with linear regression and CNN. Four variables, that is 
500 hPa, temperature t850, t2m and precipitation were used in the 
linear regression model whereas t850 and 500 hPa were used in 
CNN-based forecasts. They found that CNN direct forecasts 
performed better and were comparable to the operational forecasts.

CNNs have been widely used with good performance in weather 
and climate related studies as discussed earlier, therefore in this study 
we  used CNN to make temperature forecasts for the continental 
United States based on multidimensional features. The earlier data-
driven approaches were mostly limited to single climate variables or 
single level of geopotential heights as inputs to the neural networks 
(Scher and Messori, 2019; Weyn et al., 2019; Rasp et al., 2020). Since 
meteorological variables are correlated in space and time (Grover 
et al., 2015), it has been suggested to use varying levels of geopotential 
height in combination with other atmospheric variables for improved 
weather forecasts (Chattopadhyay et  al., 2020; Rasp et  al., 2020; 
Jacques-Dumas et  al., 2022). In this paper, we  used the CNN to 
predict extreme surface temperatures (t2m) and geopotential height 
patterns with multiple atmospheric variables as inputs to our model.

Climate models integrate many atmospheric processes such as 
convection, advection, turbulence, cloud formation, aerosols, and 
chemical reactions. The prediction ability of climate models depends 
on millions of parameters and it’s impossible to include them all in 
climate models. Furthermore, as the full representation of 
atmosphere, land and oceanic processes in any state-of-the-art 
climate model is not possible due to limitations of the computing 
power time and resources, leveraging the power of deep learning 
could be beneficial for an improved weather forecasting. These deep 
neural networks have the potential to achieve the goal of climate 
models while facilitating an examination of spatial–temporal 
interactions among atmospheric variables with higher efficiency. In 
this study, we  assessed how geopotential height may affect the 
predictability of extreme surface temperature by incorporating 
different levels of geopotential heights as inputs to the 
CNN. Geopotential heights describe the vertical distance in the 
atmosphere above a reference surface. It denotes the height at which 
a certain atmospheric pressure level exists, considering gravity, 
fluctuations, and mass distribution in the Earth’s atmosphere. 
Fluctuations in geopotential heights are associated with the 
development, intensification, and movement of weather systems. The 
vertical temperature distribution in the atmosphere is closely related 

to changes in geopotential height. Meteorologists use variations in 
geopotential heights to identify places with stable or unstable air 
masses. Higher geopotential heights suggest warmer, more stable 
weather, whereas lower geopotential heights indicate colder, perhaps 
more turbulent conditions (Marshall and Plumb, 2008). The 
dynamics of jet stream and upper-level atmospheric flow are closely 
linked with geopotential heights (Hall et al., 2015). The jet stream is 
a narrow band of high-speed meandering air current in the upper 
troposphere and lower stratosphere and is caused by pressure and 
temperature gradients in high-latitude polar regions and warmer 
lower latitudes (Bluestein, 1993). The shifts in jet stream influence 
weather patterns causing extreme temperatures such as cold waves 
and heat waves (Waugh et  al., 2017; Manney et  al., 2022; Rousi 
et al., 2022).

We used geopotential heights in the upper bounds of the 
troposphere from 100 to 250 hPa, mid-troposphere at 500 hPa, and 
lower levels from 750 to 925 hPa for temperature predictions along 
with the CNN. Most of the earlier work in this domain focused on 
500 hPa as a key predictor for weather forecasts. At 500 hPa, the 
geopotential height provides critical information about atmospheric 
circulation, synoptic-scale weather systems, and teleconnections. Its 
analysis aids in comprehending current weather patterns, forecasting 
their future evolution, and developing forecast models for accurate 
weather forecasting. Extreme events are also associated with blocking 
weather events which are stationary high-pressure systems that halt 
the usual west-to-east flow of the atmosphere. These atmospheric 
blocks depending on the location and time of the year can cause 
extreme weather conditions such as heatwaves during summers or 
cold spells in winter (Buehler et al., 2011; Chan et al., 2019). The 
occurrence and detection of these blocking patterns are still poorly 
understood with the NWP models (Woollings et al., 2018) and is an 
open area of research. In the deep learning framework, earlier studies 
have suggested to use of varying levels of geopotential heights as a 
potential way to improve weather prediction (Chattopadhyay et al., 
2020; Rasp and Thuerey, 2021; Jacques-Dumas et al., 2022). But this 
point has not been examined in any prior research. Therefore, in this 
study, each of the geopotential height levels has been used separately 
and in combination with other levels to identify their role in 
temperature predictions. We studied two extreme temperature events 
from the recent past to demonstrate this framework. They are the 
2012 summer heatwave and the 2014 winter cold wave. Both events 
resulted in extreme temperatures across the U.S. and were caused by 
anomalous atmospheric circulations. The goal here is to apply CNN 
for predicting the surface temperatures during these extreme events 
and the associated geopotential height patterns up to 30 days ahead. 
Section 2 describes the data and methodology based on CNN. In 
section 3, results are presented. Section 4 summarizes the findings 
and conclusions of this study.

2 Materials and methods

2.1 Data

This study has analyzed the Weather Bench dataset. It was 
developed by Rasp et al. (2020) and consists of ERA5 (Hersbach et al., 
2020) hourly data from 1979 to 2018 gridded to coarser resolutions of 
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5.625°, 2.8125° and 1.40525°. The coarse resolution is suited for our 
deep learning architecture due to the GPU constraints. The dataset 
consists of 13 vertical levels and 14 variables. We chose a surface 
temperature of 2 m from the earth’s surface, and it is denoted as t2m 
in this study. We used geopotential heights at 100 hPa, 200 hPa,500 hPa, 
700 hPa, and 925 hPa, and are denoted by z100, z200, z500, z700, and 
z925. Additionally, we  also used temperature at 850 hPa which is 
denoted by t850 in this study. The study domain has a latitude range 
from 36°N-86°N and a longitude range from 74°W-112°W.

2.2 Methodology

The proposed framework has been applied to two extreme weather 
events in the U.S. from the recent past to show its performance. The 
two events include the 2012 summer heatwave and the 2014 winter 
cold wave. The 2012 summer was one of the worst heatwaves in the 
U.S. history (Wang et al., 2014). The heatwave began at the end of June 
and continued through July spreading across most of the U.S. The 2014 
winter was also an extreme weather event that caused record-low 
temperatures in the north-central and eastern U.S. For these two 
extreme weather events, we  predicted the temperatures and 
geopotential height patterns from 20th June to 15th July 2012 and 1st 
to 8th January 2014 using our proposed framework. We used several 
layers of geopotential heights to represent the full spectrum of the 
troposphere as inputs to our framework. Specifically, these inputs to 
the CNN are in the following pairs shown in Table 1. Each of these 
pairs is tested separately to showcase the predictability of CNN. The 
predictions are made for 1, 3, 5, 7, 10, 15, and 30-day lead times.

2.3 Deep learning architecture

We used a CNN for predicting temperature and geopotential 
height patterns. CNN is used in many weather prediction studies 
(Scher and Messori, 2019; Weyn et al., 2019; Chattopadhyay et al., 
2020; Rasp et al., 2020) since it is a powerful deep learning method 
particularly for pattern recognition tasks (LeCun et al., 2015). The 
CNN used in this study is based on five layers, each with 64 channels 
and a kernel size of 5. ReLU activation function is applied after every 
convolution and optimization is realized with Adams optimizer. The 
architecture is implemented in Python with Keras API. Each 
simulation is run for 25 epochs. The framework is shown in Figure 1.

In this proposed framework, the number of layers is the input to 
the CNN network. The inputs can be any combination of temperature 
and geopotential heights. The number of inputs can be increased or 
decreased depending on the analysis. The output would be the desired 
number of meteorological variables. In our case, we used the varying 
levels of geopotential heights and temperatures as inputs and 
examined the performance of the network in producing the patterns 
of these variables with lead time of up to 30 days.

2.4 Training/testing data

In machine learning, it’s a practice to split the data into three 
parts: training, validation, and testing. For the 2012 summertime 
analysis, we used the training period from 1980 to 2010, validation 
from 2001 to 2011, and testing done for 2012. For 2014 wintertime 
predictions, we used a training period from 1980 to 2012, validation 
from 2002 to 2012, and testing done from 2013 to 2014. The testing 
is done on a dataset that has not been seen before during training 
and validation.

2.5 Evaluation metrics

Root Mean Square Error (RMSE) is used for the evaluation of the 
CNN performance. RMSE is the most widely used evaluation metric 
for testing model performance (Khanal et  al., 2018; Sharma and 
Kakkar, 2018; Yang et al., 2019). It is defined as:
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The predictions are made for the entire duration of the study 
period from June 20 to July 15 for 2012 and January 1st to 8th for 2014 
and for each of the lead times and using the different combinations of 
inputs to the network.

3 Results

3.1 Predictions for the summertime 
temperature of 2012

The predictions are made with the lead times of 1, 3, 5, 7, 15 and 
30 days. The 2012 summer heatwave in the US was formed due to a 
strong ridge of high pressure which entered from Mexico into the 
central plains and expanded into the western and eastern US. Several 
temperature records were broken during this heatwave event. Most of 

TABLE 1 Input Pairs for CNN.

Input Pairs for CNN

t2m Prediction z500 Prediction

t2m_z100 z500_z100

t2m_z200 z500_z200

t2m_z500 z500_t2m

t2m_z700 z500_z700

t2m_z925 z500_z925

t2m_z500_t850 t2m_z500_t850

t2m_z100_z200_z500_z700_z925 z500_z100_z200_z700_z925
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the high temperatures were recorded between 22 and 27 June 2012. 
Figure 2 shows the surface temperatures on June 23rd at 14:00 h from 
observation and predictions at lead times of 1, 7, 15, and 30 days. The 
results in Figure 1 are obtained by running the network with t2m and 
z500 as inputs to the network. The first column is the observation, the 
second column is the prediction at 1, 7, 15, and 30-day lead times and 
the third column is the difference in predictions from observations. 
The predictions for the 1-day lead time share a remarkable similarity 
with the observed patterns. The difference in observation and 
prediction for 1-day lead time varies from −6 to 1°F over the 
contagious U.S. The 7-day prediction patterns also matched the 
observations with the difference range from −9 to 1°F. The 15-day lead 
time values match the observed patterns with differences higher over 
the eastern U.S. The difference in prediction and observations for 
15-day lead time varies from −9 to 1°F. The 30-day lead time also 
shows patterns matching observations with differences in the range of 
−12 to 1°F. The overall temperature predictions match well with 
the observations.

We tested the prediction performance of the network by 
increasing the number of variables as input to the network. Figure 3 
shows the result of t2m prediction on the same day and time while 
running the network with the addition of z100, z200, z500, z700, 
z925, and t2m. The purpose here is to show the combined effect of 
upper and lower pressure levels on temperature predictions. The 
1-day lead time shows temperatures matching the observations with 
the difference of −3 to 1°F. This difference is less than the 1-day 
predictions in Figure 1. The 7-day prediction shows temperature 
patterns match well in the eastern and western U.S. with smaller 
differences over the southern US. The overall difference for 7-day 
predictions ranges from −6 to 3°F. The 15-day predictions show 
lesser temperatures over the central U.S. whereas patterns match well 
with observations in other areas. The difference lies in the range of 
−6 to 3°F. The 30-day prediction also picks up spots of high 

temperatures and follows the overall trend of observed temperatures. 
The difference from observations is in the range of −9 to 3°F. Overall, 
the network spotted the high-temperature zones over the contiguous 
U.S. with high similarity to observations. The network also predicted 
the low temperatures over the Canadian regions during the same day 
and time. The network performance is greater during the first 15 days 
and reduces afterward.

Figure 4 shows the performance of each of the variables in t2m 
predictions using Root Mean Square Error (RMSE). The results here 
show the RMSE during the study period from June 20 to July 15, 
2012, when the network is run for a combination of t2m and each 
of the pressure levels z100, z200, z500, z700, and z925 and by 
combing all the pressure levels for the lead time of 1, 3, 5, 7, 10, 15 
and 30 days. The overall error of all the variables from 1 day to 
30 days ranges from 1.4 to 2.9. The RMSE values are shown in 
Table 2.

3.2 Predictions for the summertime 
geopotential heights of 2012

Figure 5 shows z500 patterns on June 23, 1400 h. The results in 
Figure 5 show the z500 predictions while running the network with 
z500 and t2m temperatures. The first column is the observation, the 
second column is the prediction at 1, 7, 15, and 30-day lead times and 
the third column is the difference in predictions from observations. 
The 1-day lead time predictions match very well with the observations. 
The high pressure over the central U.S. is predicted with accuracy by 
the network. The difference in error ranges from −300 to 300 m2s−2. 
The 7-day predictions show the high-pressure patterns extending from 
central to all the South America. The difference in predictions ranges 
from −300 to 300 m2s−2. The 15-day predictions also show most of the 
central and southern US under a high-pressure system. The difference 

FIGURE 1

General schematic of CNN showing different layers of inputs, which are connected to hidden layers and output layers.
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in prediction range also ranges from −300 to 300 m2s−2. The 30-day 
prediction also spotted high-pressure patterns over the central and 
southern US. The difference in predictions ranges from −100 to 
300  m2s−2. Overall, the network predicted the z500 patterns with 
reasonable accuracy over the central U.S. The low pressure over the 
Canadian region is also predicted very well.

The combined pressure levels are also run as inputs to the 
network for z500 predictions shown in Figure 6. The pressure levels 

z100, z200, z2500, z700, and z925 are used as input to the network for 
prediction of z500. The 1-day prediction shows network 
overestimated the high pressure over the central US. The high-
pressure patterns overall match well with observations. The difference 
in predictions varies from −300 to 100 m2s−2. The 7-day and 15-day 
predictions also spotted the high-pressure areas but missed some 
spots of high-pressure areas. The difference in predictions ranges 
from −300 to 300 m2s−2. The 30-day predictions show high pressures 

FIGURE 2

t2m Prediction on 23rd June 2012 with t2m and z500 as inputs to the CNN.
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waning over the central US. The difference in predictions varies from 
most of the US -300 to 300 m2s−2. The 30-day predictions follow the 
general pattern of a high-pressure system, but the network 
underestimates the values. The inclusion of different pressure levels 
changes the prediction performance of the network compared to only 
running the network with z500 and t2m temperatures.

The individual performance of each of the pressure levels in 
predicting z500 patterns is shown in Figure 7. Figure 7 shows the 
RMSE of z100, z200, z500, z700, z925, t2m, t850, and combined 

pressure levels for the study period of June 20 to July 15, 2012, 
and for the lead times of 1, 3, 5, 7, 10, 15 and 30 days. The results 
show that for 1-day to 3-day lead times the RMSE values show 
very slight differences. After 5-days the curves start to show 
different behaviors. At longer lead times the RMSE grew with all 
curves with larger values of z700 and z925. The lowest values are 
seen with t2m and t2m, t850 combinations. Table 3 shows the 
RMSE values for each of the combinations for z500 predictions 
with all lead times.

FIGURE 3

t2m Prediction on 23rd June 2012 with t2m and z100, z200, z500, z700 and z925 as combined input to the CNN.
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3.3 Predictions for the wintertime 
temperature of 2014

The performance of this framework is also tested for predicting 
winter temperatures. The 2014 North American cold wave was one 
of the most severe winters in the US marked by unusually cold 
temperatures, heavy snowfall, and icy conditions. The extreme cold 
was caused by the stretching of the polar vortex and the jet stream 
which brought frigid Arctic air southwards to the north, central and 
eastern U.S. (Cohen et  al., 2022). The cold wave began in early 
January 2014 and lasted for several weeks. On January 6th, 2014, 
several cities across the Midwest and eastern US recorded their lowest 
temperatures. Figures 8, 9 show the t2m and z500 patterns on January 
6th as observed and predicted by the network with lead times of 1, 7, 
15 and 30 days. Figure 8 shows the results by running the network 
with t2m and z500 as inputs. The first column is the observation, the 
second column is the prediction at 1, 7, 15, and 30-day lead times and 
the third column is the difference in predictions from observations. 
The 1-day forecasts match well with the observations. The region 
from Canada to the central and eastern US could be seen covered 
with freezing temperatures. The 7- and 15-day forecasts show higher 
temperatures in central and northeastern US with increasing 
differences in 30-day forecasts.

The RMSE for t2m forecasts by the network as compared to the 
observations are shown in Figure 9 for the period from 1st to 8th 
January 2014. The results show the performance by running the 
network with t2m and vertical levels of geopotential heights as inputs. 

The initial performance of all input combinations shows slight 
variations from 1- to 3-day lead times however from 5-day onwards 
the error profile changes for each of the inputs. The 5 and 7-day 
prediction error is the least for the t2m and z200 combination which 
hints that z200 could be a better predictor for t2m forecasts for shorter 
lead times. However, at longer lead times a combination of z500, t2m, 
and z925, t2m shows better predictions. Supplementary Table S4 
shows the RMSE values for each of the combinations for t2m 
predictions with all lead times.

3.4 Predictions for the wintertime 
geopotential heights of 2014

Figure 10 shows z500 patterns for January 6th, 2014, while running 
the network with z500 and z925 as inputs. Lower values of z500 are 
associated with cold temperatures and it could be seen that low pressure 
system spanned from Canada to central and eastern US bringing the 
cold arctic air. The 1-day lead time z500 forecasts match well with the 
observations. The 7-, 15- and 30-day forecasts show a high-pressure 
system extending upward from south America to central and eastern 
US. The difference in observations and forecasts varies with increasing 
lead times. The 1-day lead time shows very little difference in the range 
of −300 to 300 m2s−2 from observations over the contagious U.S. The 
error grows with the increasing lead times and higher deviations over 
the central-eastern and western parts of the U.S. At 7- and 15-day lead 
times the error varies from −700 to 750 m2s−2.

The RMSE for each vertical level of geopotential heights for z500 
predictions are shown in Figure 11 for the time period from 1st to 8th 
January 2014. The combination of z500 and z925 shows the least 
RMSE for the entire lead times. The performance of the combination 
of other vertical levels shows variations in RMSE for longer lead times. 
The combination of z500 and z100 shows the most RMSE while z200 
shows less RMSE for up to 10 days lead time. The combination of t2m 
and z500 also shows better results for up to 15-day lead time. All 
vertical levels combined give slightly better results at longer lead times. 
Supplementary Table S5 shows the RMSE values for each of the 
combinations for z500 predictions with all lead times.

4 Discussion and conclusion

The results presented here show the performance of CNN in 
predicting surface temperatures (t2m) and geopotential heights 
during the 2012 summer heat wave and 2014 winter cold wave. The 

FIGURE 4

RMSE for t2m predictions with variable levels of geopotential heights 
as input to the CNN and at lead times of 1, 3, 5, 7, 10, 15 and 30  days 
for the time period from 20th June to 15th July 2012.

TABLE 2 RMSE values for t2m predictions for the time period from 20th June to 15th July 2012.

Variables RMSE t2m (°F)

Day-1 Day-3 Day-5 Day-7 Day-10 Day-15 Day-30

t2m_z100 1.548 2.160 2.328 2.382 2.510 2.579 2.849

t2m_z200 1.441 2.275 2.347 2.379 2.489 2.820 2.692

t2m_z500 1.435 2.149 2.357 2.422 2.460 2.640 2.858

t2m_z700 1.583 2.318 2.376 2.499 2.551 2.669 2.747

t2m_z925 1.537 2.198 2.372 2.502 2.573 2.795 2.854

t2m_z100_z200_z500_z700_z925 1.536 2.391 2.482 2.543 2.711 2.871 2.923
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FIGURE 5

z500 Predictions on 23rd June 2012 with z500 and t2m as inputs to the CNN.

TABLE 3 RMSE values for z500 predictions for the time period from 20th June to 15th July 2012.

Variables RMSE z500 (m2s−2)

Day-1 Day-3 Day-5 Day-7 Day-10 Day-15 Day-30

z500_z100 238.613 513.552 598.012 643.273 663.604 658.557 699.044

z500_z200 233.858 515.661 584.257 630.528 615.962 663.525 721.364

z500_z700 256.078 517.347 609.103 667.250 677.633 758.526 826.872

z500_z925 237.512 522.552 596.285 625.927 637.480 712.157 855.059

z500_t2m 252.778 513.007 573.559 595.963 617.760 608.421 626.095

z500_t2m_t850 242.423 514.836 569.482 587.901 630.037 614.645 625.500

z500_z100_z200_z500_z700_z925 226.134 510.143 604.890 615.501 628.604 686.421 685.057
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FIGURE 7

RMSE for z500 predictions with different variables as input to the 
CNN and at lead times of 1, 3, 5, 7, 10, 15, and 30  days for the time 
period from 20th June to 15th July 2012.

CNN with inputs from multiple layers of geopotential heights is 
trained with varying lead times from 1 day to 30 days. The focus of this 
study is to analyze the role of different levels of geopotential height in 
the prediction performance of CNN. Several combinations of input 
pairs have been used as input to CNN and RMSE is used as an 
evaluation metric to quantify the error in predictions.

During the summertime analysis, it was found that the 
combination of t2m and z500 gives better results for t2m predictions 
overall with less RMSE compared to other input combinations. 
However, at 30 days lead time, the combination of t2m and z200 shows 
less RMSE for t2m predictions. For the geopotential height z500 
prediction, the combination of z500 and t2m and z500, t2m, and t850 
give less RMSE compared to other combinations.

During the wintertime, the combination of t2m and z200 gives 
less RMSE for up to 7 days lead time and the combination of t2m and 
z925 gives better predictions for longer lead time from 10 days to 
30 days. For z500 predictions during the wintertime, it has been found 

FIGURE 6

z500 Predictions on 23rd June 2012 with z500 and z100, z200, z500, z700 and z925 as combined input to the CNN.
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that the combination of z500 and z925 gives the least RMSE compared 
to other input pairs. The results suggest that each geopotential height 
contributes to t2m and z500 predictions and this study satisfies the gap 
in the previous studies where it has been recommended to use 
multiple levels of geopotential heights for improved 
weather predictions.

The computational costs of running deep learning models for 
weather forecasting can depend on the complexity of the 
architecture and the problem being solved. Training network on 
reanalysis data requires several hours of computation on high-
performance graphical processing units (GPUs). Once trained the 
network can generate predictions in a few seconds. The performance 
of deep learning architectures is based on the quality of the input 
data. The more high-resolution long-term weather data available, 
the more accurate will be the prediction of the network. The new 
frontiers in weather forecasting are reliant on the success of 
resolving complexities of the atmosphere with reduced computing 

FIGURE 8

t2m Prediction on 6th January 2014 with t2m and z500 as inputs to the CNN.

FIGURE 9

RMSE for t2m predictions with variable levels of geopotential heights 
as input to the CNN and at lead times of 1, 3, 5, 7, 10, 15 and 30  days 
for the time period from 1st to 8th January 2014.
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times and deep neural networks would make contribution to the 
future research.
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