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Methods for calculating return values of extreme precipitation and their 
uncertainty are compared using daily precipitation rates over the Western U.S. 
and Southwestern Canada from a large ensemble of climate model simulations. 
The roles of return-value estimation procedures and sample size in uncertainty 
are evaluated for various return periods. We compare two different generalized 
extreme value (GEV) parameter estimation techniques, namely L-moments and 
maximum likelihood (MLE), as well as empirical techniques. Even for very large 
datasets, confidence intervals calculated using GEV techniques are narrower 
than those calculated using empirical methods. Furthermore, the more efficient 
L-moments parameter estimation techniques result in narrower confidence 
intervals than MLE parameter estimation techniques at small sample sizes, 
but similar best estimates. It should be noted that we do not claim that either 
parameter fitting technique is better calibrated than the other to estimate long 
period return values. While a non-stationary MLE methodology is readily available 
to estimate GEV parameters, it is not for the L-moments method. Comparison 
of uncertainty quantification methods are found to yield significantly different 
estimates for small sample sizes but converge to similar results as sample 
size increases. Finally, practical recommendations about the length and size 
of climate model ensemble simulations and the choice of statistical methods 
to robustly estimate long period return values of extreme daily precipitation 
statistics and quantify their uncertainty.

KEYWORDS

extreme precipitation analysis, generalized extreme value distribution, moments 
approach, maximum likelihood estimation, uncertainty, long-period return values

1 Introduction

There are numerous sources of uncertainty in both observed and simulated climate 
statistics. The finite length of climate data records is a source of uncertainty due to the 
intrinsically chaotic nature of the Earth’s climate system. Although a significant source of 
uncertainty in describing the mean climate, this sample size uncertainty is exacerbated for 
extreme values, as the tail of a distribution is only a subset of the already limited parent sample. 
While ensemble climate model simulations, especially the newly available Large Ensemble 
Simulations (LENS), that provide statistical replicates through multiple independent 
realizations can alleviate the data length shortcomings, this is not possible for the observations. 
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Analysts must be aware of other observational shortcomings such as 
station relocations, instrumental errors and other data processing 
errors. Transforming from pointwise weather station data to a regular 
grid can introduce other errors, especially regarding extreme 
precipitation (Chen and Knutson, 2008; Gervais et al., 2014; Risser 
and Wehner, 2020; Wehner et al., 2021). Climate model simulations 
of the past and future climate contain additional uncertainties from 
the imperfect nature of the climate model simulations themselves. 
Indeed, such model structural differences are the largest source of 
uncertainty in long term climate change projections under a specific 
emissions scenario or fixed global warming level (Hawkins and 
Sutton, 2009). Sample size and methodological choices can also limit 
how extreme the subset of the parent data might be leading to biases 
in estimation of long period return values due to violation of the 
assumptions of extreme value theory. Here we use a single climate 
model to generate a very large extreme value sample to explore the 
properties of sample size uncertainty, but we neglect uncertainty due 
to model imperfections and differences.

Extreme value theory provides a rigorous and formal method to 
both extrapolate and interpolate the properties of the tails of 
distributions under a suitable set of assumptions (Coles, 2001). A 
previous study (Wehner, 2010) demonstrated that sample size is an 
important source of uncertainty in the estimation of 20-year return 
values of the annual maxima of daily temperatures from publicly 
available multi-model datasets (i.e., Kharin et al., 2013). However, 
sample size uncertainty was found to be smaller than the structural 
uncertainty across different climate models of the same class. While 
not investigated here, model structural uncertainty is likely larger for 
extreme precipitation than for extreme temperature due to the variety 
of moist physics parameterization schemes (Hawkins and 
Sutton, 2011).

In addition to model structural uncertainty and sample size 
uncertainty, estimated long-period return values and their uncertainty 
can vary depending on the statistical methods used. In this study, 
we investigate statistical uncertainty in simulated long-period return 
values of daily precipitation for a variety of methodologies and data 
set sizes. Methods to calculate long-period return values from the tails 
of samples fall into two broad categories: nonparametric (empirical) 
and parametric methods. Nonparametric methods, such as calculating 
a simple percentile threshold, are computationally and conceptually 
straightforward, and make no assumptions about the nature of the 
data. In contrast, parametric methods invoke assumptions on the 
shape of the distribution, and so may introduce bias if the underlying 
data generation processes do not produce the assumed distribution. 
A particular class of parametric methods are the often-used 
generalized extreme value (GEV) methods of fitting a three-parameter 
distribution to the tail rather than the entire distribution. GEV 
methods are well supported by statistical theory so long as the dataset 
satisfy the following assumptions: The data in the tail are independent 
and identically distributed (“i.i.d.”) and the subsample of the tail of the 
distribution is sufficiently extreme, technically known as 
“max-stability” in the statistical literature (Coles, 2001).

We compare the estimation techniques described above for a 
variety of sample sizes and return periods. Intuitively we expect that 
the uncertainty from finite sample size is reduced as more data 
becomes available relative to the length of the return period of interest. 
For example, estimates of the 1-in-100-year event with 20 years of data 
should have much larger uncertainty than estimates with 200 years of 

data. This sample size uncertainty becomes zero in the limit of a 
complete population of the true climatology regardless of whether a 
parametric or nonparametric method is used.

In this study, we use simulated daily precipitation in the western 
U.S. and Southwestern Canada as a test bed for quantifying uncertainty 
in long-period return values. This is enabled by a very large single-year 
ensemble simulation made possible through the public computing 
project, climateprediction.net. While the climate model is not a 
perfect representation of the earth’s actual climate system, this 
particular experiment, described below, has two principal advantages 
over actual observations for this study. First, it generated a very large 
ensemble of simulations, permitting subsetting to explore sample size 
effects. Second, all of the realizations of the ensemble simulation are 
of the same year and hence data from different years are stationary and 
largely independent from one another, which is advantageous because 
the GEV distribution assumes that data are stationary, independent, 
and identically distributed (i.i.d.). Here we use annual-maximum daily 
precipitation. Annual-maximum daily precipitation data are likely not 
completely identically-distributed because different precipitation 
events may result from different underlying weather patterns, 
especially if extreme precipitation events span different seasons. The 
western U.S. and Southwestern Canada includes both wet and dry 
regions with different degrees of variability across time scales with an 
associated variety of uncertainty properties. Reducing the block size 
to individual seasons would bring the dataset closer to i.i.d. at the cost 
of causing it to be further from the asymptotic regime of the tail of the 
distribution. Furthermore, there is no reason to assume that different 
storm types within a season would behave in statistically identical 
manners. Despite these less-than-ideal properties, annual maximum 
daily precipitation is a commonly used basis for constructing an 
extreme value sample.

Our intent in this paper is to provide guidance to climate data 
analysts, not to present any intrinsically new statistical methods. 
Hence, the primary contributions of this paper are four-fold: to 
compare uncertainty in estimated precipitation return values between 
various methods of estimating return values (Section 5); to compare 
uncertainty in estimated precipitation return values across various 
sample sizes (Section 6); to compare practical ways of quantifying 
uncertainty when the sample size is limited (Section 7); and to 
evaluate whether uncertainty approaches zero at increasing sample 
size (Section 8). While there are numerous parametric methods for 
estimating GEV parameters, we  focus here on two of the most 
commonly used fitting methods: maximum likelihood estimation 
(MLE) and L-moments.

In Section 2 we introduce generalized extreme value theory. In 
Section 3 we  introduce our large model dataset. In Section 4 
we describe the climatology of precipitation over the Western US and 
Southwestern Canada. In Section 5, we compare GEV derived long-
period return values to those obtained from a simple non-parametric 
estimation. In Section 6, by subsampling the entire sample, we explore 
the return value uncertainty as a function of sample size and return 
period for the L-moments and MLE parameters estimation methods, 
finding significant differences between them when sample size is 
small. In Section 7 using only the MLE fitting procedure, we explore 
different methods of estimating uncertainty as a function of sample 
size and return period, again finding significant differences between 
them when sample size is small. In Section 8 we explore the behavior 
of uncertainty with increasing sample size. Finally, in the conclusion, 
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we discuss how practitioners can decide what sample size is required 
for their analyses as well as some guidance to the choice of parameter 
and uncertainty estimation methods available to them.

2 Materials and methods I: a short 
description of generalized extreme 
value theory

The stationary three parameter Generalized Extreme Value (GEV) 
distribution, G(z),
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is the asymptotically-correct function describing the probability 
distribution function of block maxima where z satisfies 
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 (Coles, 2001). In our usage of Equation (1), z 
represents the annual maximum daily precipitation and μ, σ, and ξ are 
the location, scale, and shape parameters to be estimated. Truly rare 
precipitation events can be described by considering behavior of the 
upper tail of the GEV distribution function. The GEV distribution is 
fitted to “block” maxima (in this case, annual maxima) and inverted 
to provide estimates of long-period return values across a range of 
sample sizes and return periods. We note that a transformation to a 
peaks-over-thresholds methodology and associated Generalized 
Pareto Distribution can be made (Embrechts et al., 1997; Coles, 2001) 
but we expect that our conclusions would be similar. As we will see 
below, simulated precipitation often exhibits a “heavy” tail (ξ > 0). In 
our stationary example here, the return value, zT, is that value of the 
daily precipitation that is exceeded, on average, once every T years 
over a long period of time. Alternatively, given our assumptions, there 
is a 1/T chance of any daily average exceeding zT in a given year (where 
T is in years). Formally, this is defined as
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where T0 is a characteristic time whose value is 1 year. Solving for 
zT using the above definition of the GEV distribution yields 
(Coles, 2001),
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(3)

Hence, estimates of long-period return values of annual maximum 
daily precipitation are obtained by this inversion of the GEV distribution 
function after its three parameters have been estimated by a fitting 
procedure. These parameters in Equation 1 can be estimated using a 

variety of methods (e.g., Coles, 2001). In this paper, we consider the two 
most commonly used approaches of (MLE) maximum likelihood 
estimation (Coles, 2001) and L-moments procedures (Hosking and 
Wallis, 1997). Other less popular parameter estimation methods such 
as Maximum Product of Spacings, Elemental Percentile, Minimum 
Density Power Divergence Estimators, Generalized Maximum 
Likelihood and Weighted Least Squares were reviewed by Nerantzaki 
and Papalexiou (2022). In particular, the Generalized Maximum 
Likelihood which incorporates Bayesian prior distributions to inform 
estimates of the shape parameter may be superior to both L-moments 
and MLE methods (Martins and Stedinger, 2000; Nerantzaki and 
Papalexiou, 2022). However, the MLE and L-moments are widely used 
in part due of the widespread availability of easy to use software 
(Hosking and Wallis, 1997; Gilleland and Katz, 2016).

3 Materials and methods II: a large 
sample of i.i.d. simulated daily 
precipitation

Observations of the real world are limited by the length of the 
monitoring period. Climate model simulation datasets can be made 
much larger by construction of an ensemble of independent 
realizations created through perturbations of the initialized weather 
state of the climate system. Additionally, observations are significantly 
non-stationary due to the effects of anthropogenic climate change 
(Min et al., 2011; Zhang et al., 2013) but climate model simulations 
need not be. In this study, we use an ensemble of simulations generated 
with the HadAM3-N144 global atmospheric model (Pope and 
Stratton, 2002) where each simulation has a unique perturbation to its 
initial state. These simulations were enabled by publicly volunteered 
computer processing time on personal computers, through the 
Seasonal Attribution Experiment of the climateprediction.net project 
(Pall et al., 2011). The numerical experiment is composed of 2,346 
individual simulations of April 2000 – March 2001, forced by realistic 
representations of sea surface temperature, sea ice concentration, solar 
irradiance, and atmospheric trace gas and aerosol concentrations. 
HadAM3-N144 has a resolution of 0.83° latitude by 1.25° longitude 
and adequately captures the large-scale synoptic conditions relevant 
to extreme precipitation although models at this horizontal resolution 
typically underpredict observed daily local values (Wehner, 2013; 
Wehner et  al., 2014). The present analysis focuses on the annual 
maxima of daily precipitation output from the 2,346 simulations over 
the western U.S. and Southwestern Canada.

In general, we are interested in long period return values and their 
uncertainties calculated at each individual grid cell. In this block 
maxima approach, we compute the annual maximum of the daily 
precipitation at each grid cell for each individual simulation. We then 
fit the GEV parameters and estimate return values and their 
uncertainties at each grid cell. Finally, we calculate the area weighted 
averages of these grid cell return values and uncertainties over the 
regions shown in Figure 1. As a result, uncertainties are presented here 
as the “regional average of the uncertainty” rather than the 
“uncertainty of the regional average.”

In the far Western U.S., extreme precipitation typically occurs 
during the winter months and in the Southwest U.S. precipitation 
typically occurs during the monsoonal season of July to September 
(Colorado-Ruiz and Cavazos, 2021), well after the April 1 start date of 
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the simulations and allowing plenty of time for the atmospheric initial 
conditions in these atmosphere-only simulations to be  forgotten. 
However, land surface moisture has memory for longer time scales 
than atmospheric process, and therefore likely retains some memory 
of the initial land conditions, which do not differ across the simulations, 
preventing the individual simulations from being truly independent. 
The strong seasonality of annual maximum precipitation in these two 
regions strengthens both the stationarity and identically-distributed 
assumptions. In other regions, where extreme precipitation can occur 
in any season, annual maximum samples may not be  identically-
distributed as they are the results of different storm processes, i.e., 
strong winter storms are different than strong summer storms.

4 Regional properties of Western U.S. 
and Southwestern Canada annual 
maximum daily precipitation

Statistical properties of precipitation in the Western U.S. and 
Southwestern Canada vary greatly across the region. We divide the 
domain into four contiguous regions based on similarities in the mean, 

variability and extremes of annual precipitation maxima and have 
labeled them as (1) Pacific Coast, (2) Great Basin, (3) Upper Great 
Plains, and (4) Southwest (Figure  1A). Annual-maximum daily 
precipitation averaged across the 2,346 ensemble members is shown in 
Figure 1B, its interannual standard deviation normalized by that average 
is shown in Figure  1C; and its 100-year return value (calculated 
empirically as discussed below) is shown in Figure 1D. All regional 
results in this paper are first calculated at individual grid cells before 
aggregating regionally. Regional boundaries are drawn such that the 
regions are relatively homogenous in the statistical properties (center 
and spread) of extreme precipitation (Table  1) and represent four 
different classes of extreme precipitation behavior. The Pacific Coast 
region, where most precipitation occurs in the winter months, has both 
large average annual maxima and return values but low interannual 
variability of annual maxima compared to the other regions. The semi-
arid Great Basin region has low values of all three of these extreme 
precipitation metrics. The Upper Great Plains region, where daily 
precipitation maximum occurs in the summer months, has low values 
of average annual maxima but moderate interannual variability and 
high return values. The desert Southwest region has low average annual 
maxima but high interannual variability and return values.

FIGURE 1

(A) Boundaries of the four homogenous regions. (B) Average of annual maximum of daily precipitation (mm  day−1) from 2,346 simulations. 
(C) Normalized ensemble standard deviation of annual maximum of daily precipitation (%). (D) 100-year return value of annual maximum of daily 
precipitation, calculated empirically (mm  day−1). Note the different color scales used in panels (B,D).
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5 A comparison of return value 
uncertainty from non-parametric and 
parametric methods

In this section, we  use all 2,346 simulations to compare three 
methods of estimating long-period return values of daily precipitation 
at each grid cell: empirical, GEV using maximum likelihood estimation 
(MLE), and GEV using L-moments. The empirical method is 
nonparametric and the GEV methods are parametric. Maximum 
likelihood estimates of the GEV parameters are calculated using the 
MATLAB function gevfit. L-moments estimates of the GEV parameters 
are calculated using the FORTRAN routines supplied by Hosking and 
Wallis (1997). For both parametric GEV methods, after the parameters 
are estimated the return value is calculated using the MATLAB function 
icdf with the distribution name ‘Generalize Extreme Value’ for the MLE 
methods and directly from Equation 3 using the fitted parameters for 
the L-moments method. Regional averages of return value best 
estimates and their uncertainties using these two methods are compared 
in Figure 2 to estimates made empirically (Makkonen, 2006) for each of 
the four regions for return periods ranging from 20 to 1,000 years. The 
error bars in Figure 2 are obtained via a bootstrap with replacement 
scheme as described below and are averaged over each grid cell within 
the regions. Note that the y-axes differ for each region. Empirical 
estimates are simply calculated by taking the percentile values 
corresponding to return periods. With the exception of the Southwest 
region at return periods of 100 years or longer, there is effectively no 
difference between the best estimate of the two parametric methods and 
very little difference from the empirical best estimate. The high 
variability of the annual maximum precipitation in the Southwest 
region and its large return value relative to the average daily maximum 
(Figure  1 and Table  1) sets it apart from the other regions and 
methodological uncertainty in return value estimates is much higher in 
such desert regions even with very large extreme sample size.

The error bars show the 95% confidence interval of estimated return 
values, calculated as the 2.5th and 97.5th percentiles of 500 nonparametric 
bootstrap samples of size 2,346. “Best estimates” in Figure 2 and following 
figures indicate the estimate obtained by fitting the actual simulated 
datasets. This method of estimating uncertainty is compared to other 
methods in Section 7. For clarity, the width of these error bars is shown 
again in the lower half of each panel in Figure 2 as a function of return 
period for each method, this time with consistent y-axes.

In the Southwest region for long return periods there are differences 
in the bootstrap-estimated uncertainties between the two GEV methods, 
as there are with the return value estimates themselves. The apparent 
agreement in uncertainty estimates between the empirical and MLE in 
the Southwest is likely coincidental as the return value estimates are so 
different. We  note that in the Southwest region at return periods of 
200 years or longer, some return value estimates fall outside the confidence 
intervals of the other methods illustrating that methodological choices in 
this difficult region are important.

In the Upper Great Plains, Pacific Coast, and Great Basin regions, the 
uncertainties associated with both GEV parametric estimation methods 
are nearly identical at all return periods considered. However, the 
empirical uncertainty estimates are consistently higher in these regions 
than those of the parametric methods. We also note that return value 
estimates in these three regions are within the confidence intervals of each 
method over this range of return periods, indicating that discrepancies 
across methods are less important than sampling uncertainty even with 
these large sample sizes, except for very long return periods in the desert 
Southwest. Do these lower uncertainty estimates but consistent return 
value estimates demonstrate increased confidence for the parametric 
methods over an empirical method for very large samples? Indeed, there 
is added information in the GEV methods, that of a presumed underlying 
distribution for the annual maxima. This additional information imposes 
constraints on both the point estimate of return values and their 
confidence intervals even for the large data set size considered here. When 
extrapolating to return times past the duration of the time series, this 
effect would be larger and depend both on data set size and the degree of 
extrapolation. However, if the assumptions of the extreme value method 
are not satisfied by the data sample then an empirical approach, without 
these assumed constraints, would be more justified than a parametric 
approach. Of particular concern for annual maximum precipitation are 
the GEV requirements both of underlying i.i.d. and the shortness of the 
block size (Ben-Alaya et  al., 2020). While we  cannot know the true 
uncertainty for the full sample of 2,346 values, we show below that the 
GEV distribution is indeed well calibrated for small samples of this dataset 
for three of the four regions. However, the Southwest stands out from the 
other three regions in that there are substantial differences in long period 
return values obtained from all three methods, even the two parametric 
approaches. This desert region, characterized by low annual average 
precipitation but high variability and occasional intense monsoons 
illustrates that bias arising from methodological choices can significantly 
contribute to the overall uncertainty in long period return values.

The upward curvature of return value with increasing return 
period (i.e., its second derivative is positive) indicates that the fitted 
distributions averaged over each region, except the Pacific Coast, 
obtained from either the MLE and L-Moments methods are 
unbounded (ξ > 0), even for this very large sample of 2,346 annual 
values. As a return value of infinity for infinite return periods is clearly 
unphysical, a positive shape parameter of a fitted GEV distribution 
may indicate that it may not be appropriate estimating very long period 
return values or the upper bound on precipitation (Kunkel et al., 2013).

6 Return value uncertainty due to 
sample size for two parametric GEV 
methods

As a practical matter, observed or modeled daily climate datasets 
rarely span thousands of years. In this section, we take advantage of 

TABLE 1 Summary of regional properties of the annual maximum daily precipitation as obtained from all 2,346 samples.

Pacific coast 
(region 1)

Great basin  
(region 2)

Upper great plains 
(region 3)

Southwest  
(region 4)

Average annual maximum (mm day−1) 68 High 27 Low 38 Low 31 Low

Normalized standard deviation (%) 27 Low 36 Low 44 Med 55 High

100-year return value (mm day−1) 122 High 61 Low 100 High 90 High
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the large sample introduced in Section 5 to investigate the uncertainty 
of return value estimates as a function of shorter sample sizes for the 
two parametric GEV methods, still considering only a single method 
for uncertainty quantification. We  did not consider empirical 
methods in this section. We divide the entire 2,346-member sample 
into subsamples of lengths, N (varying between 25 and 200) to 
construct n = integer(2,346/N) independent subsamples. For instance, 
there are n = 23 independent 100-member samples contained in the 
available data. For each sample, we calculate return values using the 
both the L-moments (solid) and MLE (dashed) procedures for return 

periods of 20, 50, 100, and 200 years and calculate the normalized 
standard deviation for each method across the n samples for each 
subsample length N, as shown in Figure  3. Normalization of the 
standard deviation by the averaged return value is done to permit 
comparison across the regions. This method of calculating 
uncertainty is referred to as the “true uncertainty” in Section 5 where 
we compare different uncertainty estimation techniques as it exploits 
all or nearly all of the available data.

As expected, the normalized standard deviation decreases 
with increasing sample size for both GEV parameter fitting 

FIGURE 2

Regional average return value estimates made empirically (black), using MLE estimates of GEV parameters (blue), and using L-moments estimates of 
GEV parameters (red) for return periods of 20, 50, 100, 200, 500, and 1,000  years in four regions and using all 2,346 samples. Error bars are the regional 
average 2.5 and 97.5 percentiles of 500 bootstrap samples. The lower half of each panel shows the width of the error bars in mm day−1. Data from all 
2,346 simulations are used. The y-axes have different scales for each region in the upper half of each panel, but are consistent for the lower half of 
each panel. (A) Pacific Coast, (B) Great Basin, (C) Upper Great Plains, (D) Southwest.
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methods, although rather slowly after the sample size exceeds the 
return period. The L-moments estimates have lower variation 
than the MLE estimates, especially for the smaller sample sizes. 
Hosking and Wallis (1997) showed that L-moments can be more 
efficient than MLE for small and moderate sample sizes, and 
Figure  3 suggests that such is the case for simulated Western 
U.S. and Southwestern Canada precipitation. This lower variance 
of L-moments estimates has been independently established in 
other studies.

The Pacific Coast region, with high long-period return values 
compared to a high average annual precipitation maximum and low 
interannual variability exhibits the smallest variations in return value 
estimates with sample size. Hence, both fitting methods are similar at 
sample sizes greater than 50. As in the previous section, the largest 
normalized standard deviations are in the Southwest region, as are the 
differences between L-Moments and MLE uncertainties. Uncertainty 

in the Upper Great Plains and Great Basin regions are similar to each 
other in Figure  3 despite their differences in statistical properties 
stated in Table 1.

The preceding analysis shows that return value uncertainty 
depends on both sample size and the return period (Figure 3). For a 
given sample size, uncertainty increases with return period. For a 
given return period, uncertainty increases as sample size decreases. To 
explore how these two effects interact, we  present a measure of 
uncertainty as a function of the expected value of the number of 
extreme events in a sample. The expected value is the ratio of sample 
size to return period. For example, an expected value of two means 
that the sample size is twice as long as the return period (e.g., the 
expected value is two if the sample size is 200 for 1-in-100-year return 
period and if the sample size is 40 for 1-in-20-year return period).

Figure 4 shows the uncertainty as a function of the expected 
number of extreme events. Figure  4 is created by replicating 

A B

C D

FIGURE 3

Regional average uncertainty associated with GEV estimate of extreme precipitation value for sample sizes of 25–200. Uncertainty is standard 
deviation of the samples of estimates (see text), normalized by the GEV estimate of precipitation for the given region and return period. Uncertainties 
for both MLE (dashed) and L-moments (solid) estimates of precipitation extreme values are calculated for 20-year return period (black), 50-year return 
period (blue), 100-year return period (red), and 200-year return period (green). (A) Pacific Coast, (B) Great Basin, (C) Upper Great Plains, (D) Southwest.
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Figure 3 except sample size is divided by the return period to get 
the expected number of extreme events. As shown in Figure 4, 
we  find that for a given expected value, longer return periods 
(larger sample sizes) yield lower uncertainty than shorter return 
periods (smaller sample sizes). For example, for an expected value 
of 2 events, the uncertainty for the 1-in-100 year GEV estimate 
(sample size of 200) is smaller than for the 1-in-50 year GEV 
estimate (sample size of 100) which is smaller than the 1-in-20 year 
GEV estimate (sample size of 40). This indicates that the 
uncertainty in GEV estimate depends not only on the expected 
number of extreme events, but also on the sample size itself. 
Intuitively, this makes sense as we expect additional sample data to 
better constrain GEV parameters. Figure 4 also sheds insight into 
the additional uncertainty incurred by fitting a GEV using MLE 
techniques instead of L-moments techniques. Where the two GEV 
estimates converge depends on both sample size and on return 
period. At longer return periods, convergence occurs at lower 
expected values but higher sample sizes than shorter return periods.

7 Different methods of estimating 
return value uncertainty

In this section, we  compare various methods of estimating 
uncertainty. In Section 6 we were able to calculate the approximately 
“true” uncertainty by dividing the entire 2,346-member sample into 
ensembles of smaller sample sizes using all available data. In most 
practical applications, the task at hand is to estimate uncertainty from 
a single sample of smaller size N. Here, we  have identified three 
practical methods of estimating uncertainty from smaller samples and 
compare to the true uncertainty as presented in Figure 3.

The first method is a standard non-parametric bootstrap with 500 
generated draws similar to that used in Figure 2. Each of the 500 
bootstrap draws of length (N = 20, 50, 100, 200 years) use a sampling 
scheme with replacement. The second is a parametric bootstrap 
constructed by first fitting the original data set to a GEV distribution 
(in this case by the MLE method), then generating 500 bootstrapped 
samples of similar lengths with a random number generator 

A B

C D

FIGURE 4

As in Figure 3 except regional average standard deviation is plotted as a function of the expected number of extreme events. The expected number of 
extreme events is the sample size divided by the return periods: 20  years (black), 50  years (blue), 100  years (red), and 200  years (green). Open circles 
denote MLE estimates of uncertainty with a bootstrap sample size of 100. (A) Pacific Coast, (B) Great Basin, (C) Upper Great Plains, (D) Southwest.
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distributed according to that fitted GEV distribution (Efron and 
Tibshirani, 1994; Hosking and Wallis, 1997). A third approach is to 
use the delta method, which provides a formula for the asymptotic 
standard error of a function of maximum likelihood estimates (and is 
hence only applicable to the MLE approach). This formula (also 
presented in Equation 3.10 in Section 3.3.3 of Coles, 2001) propagates 
uncertainty in the GEV parameters (along with the degree of their 
co-variance) to corresponding uncertainty in the return values; note 
that this calculation can be  done much more quickly than the 
bootstrap given that it is based on the raw input data and no additional 
resampling is required. We chose these three methods as they are 
straightforward and thus commonly used but we  note that other 
uncertainty estimation techniques are also available including the 
profile likelihood method (Coles, 2001) or a full Bayesian 
implementation. Figure 5 compares the three methods to the true 
normalized standard deviation of estimated 200-year return values as 
a function of sample size for the four regions for results from the MLE 
fitted GEV distributions as calculated in Figure 4.

While all three of the approximate methods approach the true 
variance with increasing sample sizes, the delta method converges to 
it much faster. At the smallest sample sizes, the delta method slightly 
underestimates the true uncertainty, but both bootstrap methods 
substantially overestimate it. Of the two bootstrap methods, the 
non-parametric replacement sampling scheme estimates larger 
uncertainty than the parametric random number scheme except in 
the Southwest, where the two bootstrap uncertainties are about 
the same.

8 Uncertainty at much larger sample 
sizes

We showed in Section 7 that in the limit of large sample size, four 
different methods of estimating the normalized standard error 
converge to the same curves, whether the standard error is calculated 
as the standard deviation of estimates based on all available data, 
resampling (either parametrically or non-parametrically), or using 
asymptotic statistical theory (i.e., the delta method).

As plotted on linear scales in the previous figures, one might 
erroneously conclude that the uncertainty does not converge to zero 
with infinite sample size and that some sort of residual uncertainty 
underlies extreme precipitation. To further investigate convergence 
behavior beyond the available 2,346 simulations, we  repeated the 
bootstrap procedure on idealized datasets of up to length N = 1,000,000 
generated from presumed GEV distributions of μ = 0, σ  = 1, and 
ξ = −0.2, 0.0, 0.2. (Note for the actual climate model data, the average 
of the shape parameter is ξ = −0.05 for the Pacific region, ξ = 0.10 for 
the Great Basin, ξ = 0.16 for the Upper Great Plains and ξ = 0.18 for 
the Southwest). Figure 6 shows the normalized standard deviation of 
these prescribed data sets on a log–log plot revealing that it is always 
decreasing with increasing sample size N regardless of whether the 
parent GEV distribution is bounded or not. The slope of all the lines 
in Figure 6 is −0.5, regardless of the shape parameter ξ and return 
period. Only the intercepts of these lines are controlled by shape 
parameter ξ and return period. Because of the normalization, these 
lines are independent of the scale parameter, σ. In hindsight, this 
behavior should be obvious as the empirical standard deviation across 
a large number of samples, n, is asymptotically equivalent to the true 

standard error, which scales with the inverse of the square root of the 
sample size, N, based on the Cramér-Rao lower bound.

9 Discussion and conclusion

Before summarizing our recommendations for practitioners, 
we disclose a number of caveats about the results in this paper. The 
experimental design of a large number of simulations of a single year 
does not contain all of the low frequency climate variability (Zhang 
et  al., 2010). Hence, while Figures  2–6 are useful for comparing 
methodologies, they only characterize the uncertainty of extreme 
values of a single year generated by HadAM3-N144. Uncertainty in 
extreme values of longer duration datasets from this model would thus 
be larger due to internal variability. Second, our choice for block size 
is the annual maxima of daily precipitation. While very common in 
the literature (Sillmann et al., 2013), a single year is not a large enough 
block to avoid biases when extrapolating into the deep upper tail 
(Ben-Alaya et al., 2020). While there are good physical reasons to 
consider the extreme precipitation of each season separately (Risser 
et al., 2018), such blocks would be even smaller. Since it does not 
precipitate every day in a season, this source of bias is worse for 
extreme precipitation compared to temperature. This lack of 
max-stability in seasonal or annual maxima is further exacerbated 
when considering sub-daily extreme precipitation (Ben-Alaya 
et al., 2020).

Nonetheless, the results of this study permit several 
recommendations. The first recommendation, from Section 5, is that 
even for very large ensembles, it is worth performing GEV analyses to 
reduce uncertainty in estimating long-period return values rather 
than simply calculating percentiles and the empirical uncertainty 
therein, provided the assumptions underlying GEV theory 
are appropriate.

A second recommendation, involving the choice of GEV 
parameter fitting methods has more caveats. In the stationary case 
presented here, return value uncertainty converges faster for the 
L-moments method than for the MLE method as expected from its 
initial derivations (Hosking et al., 1985). While variance estimates are 
lower for L-Moment, MLE methods may exhibit less bias in 
precipitation extremes (Vivekanandan, 2018). However, MLE 
methods sometimes fail to converge even for large datasets such as 
used here (Nerantzaki and Papalexiou, 2022), or may produce 
unrealistic shape parameters for small samples (Martins and Stedinger, 
2000). L-moments generally provide results in such situations 
(although possibly more biased). Although not widely utilized by 
climate data analysts, a Generalized Maximum Likelihood Estimator 
(GLM) combines both these methods to reduce variance compared to 
MLE at the same time reducing bias compared to L-moments by 
utilizing a Bayesian prior distribution to the shape parameter to 
reasonable values (Martins and Stedinger, 2000; Ailliot et al., 2011). 
However, widespread adoption of GLM by climate analysts would 
require inclusion of the method in publicly available software tools.

However, extreme precipitation from observations or longer 
realistically forced historical and future projection climate model 
simulations are non-stationary due to the effects of climate change. 
While there are non-stationary MLE formalisms and software 
allowing the use of covariates to incorporate both relevant external 
forcings and internal modes of variability (Risser et al., 2021, 2023), 
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there are no such practical non-stationary implementations for 
L-moments. Hence, in order to use L-moments on such datasets, some 
studies have presumed a quasi-stationary assumption by temporally 
sub-setting the dataset into segments of one or two decades, as 
significantly longer time series would have a detectable trend (Kharin 
et al., 2013). As Figure 3 reveals, the sampling uncertainty for such 
small samples can be very large when estimating long period return 
values. Although this uncertainty can be  significantly reduced by 
combining the multiple realizations of climate model ensemble 
simulations to expand the sample size, it cannot be  reduced for 
observations in this manner. As a practical matter, despite the greater 
efficiency of the L-moments method, the covariate MLE methods 
(Coles, 2001) and the usage of much longer time series would 

generally be preferable, except for very large ensembles (Tebaldi and 
Wehner, 2018).

Indeed, the recent development of very large ensembles of both 
coupled ocean atmosphere models (Kay et al., 2015; Smith et al., 2022) 
and standalone atmosphere models (Stone et al., 2019) permits more 
flexibility in the choice of extreme value estimation techniques. For 
instance, the single year methodology shown in the previous sections 
can be  replicated by constructing samples for each individual 
simulated year using all the realizations. Figure 7 shows a time series 
of estimated 100 year return values of annual maximum daily 
precipitation from the Climate of the 20th Century Plus (C20C+) 
simulations of the Community Atmospheric Model version 5 at a 
resolution of approximately 0.9o × 1.25o, similar to HadAM3-N144 

FIGURE 5

Four different estimates of normalized regional average uncertainty for the 200-year return value of annual maximum daily precipitation as fit by the 
MLE technique averaged over each of the four regions defined in Figure 1. Solid line: “True” uncertainty obtained by division of the entire dataset into 
2,346/N samples as in Figure 3. Dashed line: The parametric bootstrap method of Hosking and Wallis (1997). Dotted line: A non-parametric bootstrap 
by a replacement method. Dashed-dotted line: Delta method of Coles (2001). (A) Pacific Coast, (B) Great Basin, (C) Upper Great Plains, (D) Southwest.
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(Wehner et al., 2018; Stone et al., 2019). This stand-alone atmospheric 
model dataset consists of 100 individual realizations, perturbed at 
initialization, forced under the AMIP protocols (Gates, 1992). Return 
values and uncertainties were calculated separately for each year with 
a sample size of 100 using L-moments. Standard deviation was 
calculated by the parametric bootstrap method (Efron and Tibshirani, 
1994; Hosking and Wallis, 1997). Figure  7 reveals that simulated 
trends in the 100 year return value averaged over the four western 
North American regions are small over this 23 year period compared 
to sampling uncertainty, supporting the 20 year quasi-stationary 
assumption mentioned above. However, this may not be the case in 
other regions nor over longer periods experiencing larger 
anthropogenic forcing. Also, we note that in this AMIP experiment 
each realization is simulated not only with the same external forcings 
but also with identical modes of oceanic natural variability via the 
prescribed sea surface temperatures. Similar large ensembles from 
coupled ocean–atmosphere models would differ each year in their 
ocean states. Hence, the stationary assumption required by L-moments 
may not be satisfied and non-stationary MLE methods as discussed 
below may be more appropriate.

While we have not investigated non-stationary covariates in this 
study, we comment on them here as previous work reveals how useful 
they can be in reducing return value uncertainty by allowing increased 
sample size over the quasi-stationary assumption. While it is tempting 
to simply use time itself to represent non-stationarity due to 
anthropogenic forcing, other covariates more physically represent 
these processes. For instance, radiative forcing has been shown to 
be proportional to the logarithm of greenhouse gas equivalent carbon 
dioxide concentration (Etminan et al., 2016) and has been used to 
represent part of the human component of non-stationarity in event 
attribution studies (Risser and Wehner, 2017). Land use changes and 
aerosol and ozone concentrations as well as volcanic and solar 
irradiance may also be  suitable covariates representing forcings 

external to the climate system. It is also well established that natural, 
internal modes of variability such as El Niño, the Atlantic Meriodional 
Mode, the Pacific Decadal Oscillation can influence extreme 
precipitation and/or temperature and can serve as useful covariates 
either globally or locally (Risser et al., 2021, 2023). While temporal 
covariates have been used to represent non-stationarity in both the 
location and scale parameters, it is prudent to investigate whether or 
not goodness of fit is improved by their usage, as each covariate 
increases the number of fitting parameters. For example, Zhang et al. 
(2024) found that adding covariates without enforcing spatial 
coherence in their estimates worsened GEV fits relative to a simple 
time trend model illustrating that covariate choice is not always 
straightforward. It has been suggested that non-stationarity should 
also be considered in the shape parameter (Richard Smith, private 
communication) but as uncertainty in the shape parameter is generally 
high, the usefulness of this suggestion has not been yet demonstrated 
to be necessary. Adding additional covariates increases the degrees of 
freedom and may not improve the quality of fitted distributions, 
especially if the uncertainty in the covariate terms includes zero. 
Careful assessments of fit quality and information content are 
recommended. However, recent work in the rapidly developing field 
of spatial statistics may alleviate this problem. By exploiting the 
similarities in nearby observations or model grid cells, effective sample 
sizes can be increased (Risser and Wehner, 2020; Zhang et al., 2022). 
Hence, our second recommendation is that for observations and small 
ensemble simulations, judicious choice of covariates may reduce 
uncertainty by allowing increased sample sizes.

Our third recommendation is that for large ensemble simulations, 
forgoing covariates and presuming a quasi-stationary assumption over 
short analysis periods may be simpler and computationally more efficient.

If a quasi-stationary assumption is made, Peaks over Threshold 
(POT) methods of constructing precipitation maxima may be a more 
efficient usage of the available data than block maxima. However, 

FIGURE 6

Normalized standard error of return value estimates for sample sizes ranging from 10 to 1,000,000, for artificial data drawn from GEV distributions that 
are (A) bounded, ξ  =  −0.2, (B) unbounded but with exponential tail ξ =  0, and (C) unbounded with polynomial tail, ξ =  0.2. Results are shown for both 
the Delta method as well as the nonparametric bootstrap.
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declustering should be applied as high values may occur sequentially 
and lead to a low bias in estimated return values (Coles, 2001). 
We note that similar to the arbitrary choice of yearly as a block size, 
threshold choice is similarly arbitrary and presents a tradeoff between 
extremal data set size and the requisite asymptotic assumption of 
extreme value theory. In the non-stationary case, while it is possible 
to introduce covariates into the Generalized Pareto Distribution 
(Mackay and Jonathan, 2020), experience is limited.

There is a point of diminishing returns in the reduction of uncertainty 
with increasing sample size. Although uncertainty goes to zero for any 
shape parameter and the rate of decreasing uncertainty asymptotes at 
very large sample size for any return period (Figure 7), there are stark 
differences at the moderate sample sizes both regionally and at different 
return periods (Figure 3). The bounded distributions in the Pacific Coast 
region flatten at significantly smaller samples than do the very heavy 
tailed distributions of the Southwest region. The fourth recommendation 
is when designing large climate model ensemble simulations, that 
consideration of uncertainty behavior in the variables and regions of 
interest be taken into account. In the absence of previously performed 
large ensembles, estimation of uncertainty obtained by segmenting long 
stationary control runs can provide guidance. Previous work, presuming 
quasi-stationarity over 11 year periods suggests that 20 realizations 
(effective sample size of 220) may suffice (Tebaldi et al., 2021).

The fifth recommendation is that in the limit of reasonably large 
samples, any method of estimating return value uncertainty is equivalent 
but the delta method provides a more accurate estimate of the uncertainty 
at smaller sample sizes obtained from the MLE method, and is 
substantially computationally simpler for any sample size. However as a 
cautionary note, the delta method can underestimate uncertainty if the 
sample size is very small compared to the return value. The two bootstrap 
methods considered here tend to overestimate the true internal variability 

at such small sample sizes (Figure 5). But as pointed out in (Paciorek 
et  al., 2018), bootstrap methods are known to perform poorly both 
theoretically and in practice when examining tails of distributions. 
Paciorek et al. (2018) also discuss estimating the uncertainty in the ratio 
of return times as the climate changes and present additional 
recommendations for this related but more specialized issue.

The sixth recommendation comes from Figure 5 that shows that 
using the number of expected events of a given rarity to estimate 
optimal sample size may be misleading in GEV analyses and is not a 
recommended best practice. We find that for shorter return periods 
more expected events in the sample are required to estimate return 
values to within a specified normalized uncertainty.

Finally, although we have not investigated systematic bias in return 
value estimates, we will make a few comments. The principal sources of 
return value bias are (a) the sub-sampling of the parent dataset to 
construct an extreme value sample, (b) the validity of a max-stable 
assumption, (c) the length of the record, and (d) selection bias.

As discussed above, it is critical that extreme value samples 
be independent and identically distributed (i.i.d). In many regions 
annualized precipitation extrema would not be  i.i.d. due to the 
seasonality of precipitation (Wehner, 2004, 2013; Wehner et  al., 
2021). Furthermore, extreme precipitation differs by storm type 
(Kunkel et al., 2012) and an extreme value sample should be further 
sub-sampled using storm trackers (Prabhat et al., 2012; Ullrich and 
Zarzycki, 2017) or some other technology. We recognize that this is 
not a standard practice but recommend it as an aspiration.

Extreme value theory dictates that the sample be representative of the 
far tail of the distribution. To be within this asymptotic or max-stable 
regime requires both large parent data size and that it be  sampled 
correctly (Ben-Alaya et al., 2020) tested for max-stability by testing the 
convergence of fitted shape parameters of hourly maxima as a function 

FIGURE 7

Regionally averaged 100  year return values and standard deviations of annual maximum daily precipitation as simulated by the Community 
Atmospheric Model (CAM5.1) and obtained by the L-Moments method. Standard deviation calculated by the parametric bootstrap method 
(Units  =  mm/day).
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of block size finding strong variations across North America. At locations 
where annual maxima were not max-stable, fitted distributions also 
demonstrated poor quality of fit in the upper tail. At two locations 
considered where shape parameter stabilized at block sizes of 5 years or 
less, return value bias was rather small. But at a location where shape 
parameter increased (decreased) with block size, estimated return values 
were biased low (high). We note that the same issue is faced with choice 
of threshold in Generalized Pareto extreme value methods. While 
threshold plays the same role as block size in determining max-stability, 
it may be more intuitive to some.

It is a common practice in event attribution studies to perform “out 
of sample” statistical analyses where the event in question (often the 
maximum value in the observations) is excluded. It has recently been 
pointed out that this can introduce a selection bias (Miralles and Davison, 
2023; Zeder et al., 2023). However, it can be the case that the maxima in 
question can be far outliers and cause very poor quality of fit for the rest 
of the extreme value sample data if included in the fitting data (Bercos-
Hickey et al., 2022) casting doubts on the validity of the attribution 
statements. These recent studies were motivated by the 2021 Pacific 
Northwest heatwave (Philip et al., 2022). This source of selection bias is 
likely to depend on whether the fitted GEV distribution is sharply 
bounded as for temperature or exhibits a long or heavy tail as for 
precipitation and much more work needs to be done.

Hence our final recommendation is that whatever choice of data 
set size, sampling method or max-stability criteria, those estimating 
long period return values from limited data sets must be aware of the 
bias-variance tradeoffs. High confidence in an estimate may not 
necessarily be better. Caution would suggest that multiple lines of 
testing be performed as the data allows.
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