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Introduction: On a global scale, climate change refers to persistent alterations 
in weather conditions and temperature patterns. These modifications have 
far-reaching implications across the world. GHGs (Greenhouse Gases) play a 
crucial role in driving climate change. Most of these emissions originate from 
human activities, particularly those contributing to releasing CO2 and CH4. In 
the conventional approach, identifying emissions involves recognizing and 
quantifying the sources and amounts of GHG released into the atmosphere. 
However, this manual identification method has limitations, including being 
time-consuming, relying on incomplete resources, prone to human error, and 
lacking scalability and coverage.

Methodology: To address these challenges, a technology-based system is 
necessary for effectively identifying GHG emissions. The proposed method 
utilized the configuration of a gating mechanism incorporating fine-tuning 
shifts in the Bi-LSTM-GRU algorithm to predict GHG emissions in top-emitting 
countries. The PRIMAP-host dataset is used in the respective method comprising 
subsector data such as CO2, CH4, and N2O to attain this. In the presented model, 
Bi-LSTM is used to capture significant features, handle vanishing gradient 
problems, etc., because of its process in both directions. Conversely, it is limited 
by overfitting and long-term dependencies.

Results and discussion: GRU is used with Bi-LSTM to address the issue for the 
advantages of memory efficiency, handling long-term dependencies, rapid 
training process and minimizes the overfitting by infusion of GRU in the input 
layer of BiLSTM with tuning process in the BiLSTM. Here, the configuration of 
gates with fine-tuning shifts to improve the prediction performance. Moreover, 
the efficiency of the proposed method is calculated with performance metrics. 
Where RMSE value is 0.0288, MAPE is 0.0007, and the R-Square value is 0.99. In 
addition, internal and external comparisons are carried out to reveal the greater 
performance of the respective research.
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1 Introduction

Globally, climate change (Orazalin et al., 2024; Marquet et al., 
2024) is a significant problem responsible for various consequences 
such as temperature rise, challenging weather events, impacts on 
health, etc. (Tol, 2024; Casey, 2024). Predominantly, GHG emission is 
the main factor responsible for climate change, where the emission of 
CO2 (Ritchie and Roser, 2024), CH4 (Hu et al., 2024), and N2O is 
caused by human activities (Wang and Azam, 2024; Yang et al., 2024; 
Aljughaiman et al., 2024). It is significant to identify the highly GHG 
emitted area to concentrate on the significant area to reduce GHG 
emission (Abdul Latif et  al., 2021; Erdoğan et  al., 2024). 
Conventionally, manual identification of GHG emissions includes 
quantifying and identifying the sources and amount of the GHG 
emissions in the environment. It is time consuming as it takes days to 
complete the identifying process. Besides, it requires expert support, 
which can be expensive regarding resources. Moreover, it can be prone 
to human error and less efficient. To tackle the issue, conventional 
researchers utilized AI (Artificial Intelligence) for the advantages of 
automation, pattern recognition, scalability, and adaptability. It 
delivers several advances with greater efficiency in the prediction 
mechanism with the ML (Machine Learning) and DL algorithms.

Correspondingly, enormous traditional systems utilized various 
techniques to attain better efficiency for GHG emissions. For instance, 
three categories of regression systems have been used in the existing 
method to predict soil GHG emissions (Adjuik and Davis, 2022). 
Here, CO2 and N2O with diverse environmental agronomic and soil 
data have been extracted for five years in Canada (Pelster et al., 2021). 
Besides, statistical analysis has been performed, and cross-validation 
has been performed to evaluate the efficacy of the classical system. The 
experimental results signify that the existing model accomplished an 
RMSE value of 0.87, which indicates better efficiency than the 
conventional system (Hamrani et  al., 2020). Accordingly, GHG 
emission forecasting has been processed in terms of electricity 
production in traditional research. To attain this, SVM (Support 
Vector Machine) and ANN (Artificial Neural Network) have been 
utilized to predict factors such as N2O, CH4, and CO2. Moreover, 2015 
to 2018 has been collected for the prediction mechanism. The outcome 
of the experiment signifies better performance (Bakay and Ağbulut, 
2021). Correspondingly, hybrid mechanisms have been constructed 
for forecasting GHG emissions. To accomplish this, energy market 
data has been used in the traditional system. Here, five indices are 
used, and nine ML-based algorithms are compared. Lastly, stepwise 
regression techniques are used to determine the similarity among the 
data. Better efficiency has been identified through the prediction 
results of the conventional model (Javanmard and Ghaderi, 2022). 
Likewise, enormous existing research is utilized to predict GHG 
emissions but is limited through efficiency, speed, and overfitting 
of data.

To address the problem, the projected method used Configuring 
Gate with Fine-Tuning Shifts with Bi-LSTM and GRU System. 
Initially, PRIMAP-his dataset is loaded in the system where a 
pre-processing technique is utilized for formulating the dataset for the 
prediction with data cleaning and standardized scales method. 
Further, data splitting is used to evaluate and train the projected 
system with the ratio of 80:20. At this time, Configuring Gate with 
Fine-Tuning Shifts with Bi-LSTM and GRU System is used for the 
prediction of GHG emission in the top emitting countries such as 

China, European Union, Indonesia, Russia and the United States. 
Finally, the performance of the respective model is calculated using 
the performance metrics. Moreover, comparative analysis is carried 
out to evaluate the efficacy of the proposed method. Correspondingly, 
the major contribution of the proposed model is signified in 
the following:

To employ Configuring Gate with Fine-Tuning Shifts with 
Bi-LSTM and GRU System with PRIMAP-his dataset for enhancing 
the prediction of GHG emission in the top emitting countries. To 
apply performance metrics to calculate the efficiency of the projected 
system. To function internal and external comparison to evaluate the 
proposed prediction efficiency.

The paper is organized based on the productive approaches 
applied in forecasting GHG emissions by examining prevailing 
researchers discussed in Section 1. Whereas Section 3 indicates the 
method of the proposed system. Further, the results attained by the 
presented model are illustrated in Section 4. Finally, the conclusion 
with the future work of the projected mechanism is signified in 
Section 5.

2 Review of literature

The section analyzes conventional research on the prediction of 
GHG emissions.

The gas field production has been forecasted in the traditional 
model. Here, the CNN-LSTM system has been used to predict. Even 
though the approached study still does not emphasized the prospective 
overfitting problems combined with DL models (Li et al., 2022; Han 
et al., 2023; He et al., 2020). Besides, the dataset has been acquired 
from the monthly natural gas prediction data from southwest China. 
The result of the prediction illustrates better efficiency. However, the 
approached model has not been able to integrate variables such as 
seasonal changes and economic activity (Zha et al., 2022). Similarly, 
comparative analysis has been performed in the classical system to 
forecast CO2 emissions. Still the approached study has not been 
capable to seizure due to the limitations of particular timing of 
measurements and number of sampling (Ajwang'Ondiek et al., 2021; 
Ding et al., 2023; Wen and Cao, 2020). For the analysis, a multivariate 
polynomial regression system and DL-based technique have been 
used for comparison. In addition, it analyzes the similarity among the 
electrical energy consumption, CO2, and GDP for the Bangladesh 
region. Though the approached study has only focused on the mission 
from Bangladesh region and it does not focused on other regions 
(Hasan and Chongbo, 2020). The prediction outcome depicts the 
better efficacy of the classical prediction. Nevertheless, the existing 
study only focused on the emissions of CO2 and does not deliberate 
other GHG which contributed to climatic change (Faruque et  al., 
2022). Likewise, LSTM-based architecture (Gong et al., 2021; Esparza-
Gómez et  al., 2023) has been constructed to predict greenhouse 
climate. The limitation of the prevailing study deliberated on 
identifying the greenhouse crop yields by DL algorithms that 
restricted their significance to wider the strategies of climate change 
mitigation. Here, climate data has been used for greenhouse 
prediction. The experimental results illustrate the better efficiency of 
conventional research. The interpretability of the LSTM model is more 
complex that may delay the real-time applications in greenhouse 
management (Liu et al., 2022). A hybrid prediction framework for air 
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quality has been integrated with XGBoost and W-BiLSTM (PSO)-
GRU techniques. In order to predict soil greenhouse gas (GHG) 
emissions. Due to the incomplete and inconsistent data can led to 
untrustworthy prediction (Al-Nefaie and Aldhyani, 2023; Biswas 
et  al., 2021a) from an agricultural field, deep learning and ML 
regression models were investigated. The results showed that R2 values 
of PM2.5, PM10, SO2, CO, NO2 and O3 predictions exceeded 0.94, and 
MAE and RMSE values were lower than 0.02 and 0.03. Because of the 
integration of the BiLSTM, XGBoost and GRU caused complexity 
which has complicated the interpretation and training of the model. 
It was challenging to predict the involvement of individual predictions 
(Chang et al., 2023).

LSTM model outperformed other considered machine learning 
(ML) models, with the highest R coefficient and lowest root mean 
squared error (RMSE) values, according to thorough analysis that 
included statistical comparison and cross-validation for the prediction 
of CO2 and N2O fluxes. The prevailing study has used concentration 
weighted trajectory analysis and bivariate polar plots which have 
intrinsic limitations in precisely seizing the sources of gas emissions 
and their dynamics (Kim et al., 2020). The prediction accuracy of the 
proposed BiLSTM model has been compared with two existing 
models, namely Auto-Regressive Integrated Average Moving 
(ARIMA) and Chaos Time Series (CHAOS). According to experiment 
results, the t-SNE_VAE_bi-LSTM model forecasted mean square error 
(MSE) has been less accurate than ARIMA and CHAOS models, with 
MSE values of 0.029 and 0.069 for CH4. The study has employed ML 
approaches that have challenges in seizing complicated relationships 
and interfaces among variables which have been affected by methane 
emissions (Venkateshalu and Deshpande, 2023; Patole, 2021; 
Jongaramrungruang et al., 2022; Yuan et al., 2022), 0.037 and 0.019 for 
CO2, 0.092 and 0.92 for CO (Kumari and Singh, 2023; Namboori, 
2020), 1.881 and 1.892 for O2, and 1.235 and 1.200 for H2. A Bi-LSTM-
based CO2 emission prediction model has been developed. The 
existing study has struggled with the quality and availability of the 
data that has impacted the prediction accuracy (Widi Hastomo et al., 
2022). The Bi-LSTM model performed better, as evidenced by lower 
MAE, MSE, and MAPE values than the LSTM and GRU approaches. 
The study has employed BiLSTM which was difficult and complicated 
that can delay considerate of the features contributed for the patterns 
of carbon emission (Aamir et al., 2022). In terms of accuracy, the 
BiLSTM model outperformed the others, achieving high MSE and 
RMSE prediction values. The highest possible (R2 = 93.78) has been 
achieved by the BiLSTM model. Furthermore, R percent has been 
deployed to identify a relationship between the dataset’s attributes to 
determine which attributes had the strongest correlation with CO2 
emissions. The prevailing study has faced model limitation that the 
ML algorithms cannot be  ideal for all types of noxious waste and 
effectively led to biased estimates (Hien and Kor, 2022; Biswas 
et al., 2021b).

Likewise, Regression coefficients of 0.87, 0.62, 0.84, 0.67, 0.75, 
and 0.72 were obtained to predict the concentrations of pollutants 
O3, PM2.5, PM10, NO2, and SO2. The outcomes demonstrated that 
hourly air pollutant concentrations can be reliably predicted using 
the Bi-LSTM deep neural network model. Using these data(s), 
which carried 90, 95, and 100% of the original dataset’s information 
for 100 epochs, GRU, LSTM, and Bi-LSTM techniques were applied. 
Out of the three deep learning methods, we found that the GRU 
worked the best. As stated in reference, the corresponding values of 

RMSE and CS were (0.0777, 0.9735), (0.0837, 0.9728), and (0.0780, 
0.9740). The Bi-LSTM model showed a mean square error of 52 
points 99 percent, a relative mean square error of 7 points 28 
percent, a mean absolute error of 3 points 4 percent, and an R-square 
of 97 percent. The approached study has not displayed all features 
which are triggering air quality such as local industrial activities, 
meteorological conditions and seasonal variations. These features 
can majorly impact the quality of air but these have not fully seizure 
by the study (Taylor and Ezekiel, 2023). The model was evaluated 
using several parameters, including mean square error, absolute 
error, absolute mean square, and R2 square for the gases carbon 
monoxide and carbon dioxide dot. The best bio-signal performance 
is achieved by BiLSTM with Bahdanu Attention. One of the datasets 
yields the best results for LSTM, with an MAE of 0.70 ± 0.02. The 
two datasets with the highest results were obtained using Bi-LSTM 
with Bahdanau attention; the MAE for sEMG-based data was 
0.51 ± 0.03, while for PPG and ECG-based data, it was 0.24 ± 0.03. 
The lack of transparency delay the cli9nical acceptance and the 
capability to comprehend the essential features triggering the 
predictions (Kumar et al., 2022).

2.1 Problem identification

 • The existing study majorly intensive on CNN-LSTM model for 
predict the carbon emission still does not emphasis the 
prospective overfitting problems combined with DL models. The 
lackness in comprehensive dataset which contains different 
prompting features might also restrict the generalizability and 
accuracy of the model (Li et al., 2022).

 • The prevailing research incorporate CNN and LSTM for precise 
predictions over 30 Chinese fields. The study cannot describe the 
regional variance in data availability and carbon emission 
features. The performance of the model is limited by the 
granularity and quality of the input data during training (Han 
et al., 2023).

 • The limitations of the existing research is the predictive capacity 
of the model and it does not integrate variables such as seasonal 
changes and economic activity (Zha et al., 2022).

3 Proposed methodology

Globally, climate change is the continuing change in the weather 
and temperature patterns which leads to several consequences 
worldwide. Rising temperatures, life-threatening weather actions, 
ecosystem disruption, coral bleaching, ocean acidification, and 
impacts on human health are significant concerns caused by climate 
change. The emission of GHG (Greenhouse Gas) that cause climate 
change which maximized to 50 fold since from the mid-1800s. 
Followed by agriculture, the energy creates almost three-quarters of 
global emissions. Followed by manufacturing and transportation, 
splitting down the energy field into its sun-sectors, heat and electricity 
generation produces the major portion of emission. These 
consequences of climate change are extensive and create essential 
challenges for the world. Accordingly, climate change is a complex 
phenomenon that is disturbed by various factors. Figure 1 represents 
the substantial factors affecting the climate change.
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It signifies the reasons that are responsible for climate change. 
Several factors influence climate change, such as greenhouse gas 
emissions, deforestation, changes in the usage of the land, industrial 
activities, waste management, population, etc. Significantly, GHG is 
the chief driver of climate change, where most of the disturbing 
emission is produced due to the activities of humans, such as CO2 
and CH4. Besides, clearing of trees enhances atmospheric absorption 
of GHGs. Moreover, population and industrial functions like energy 
production and manufacturing mining release essential amounts of 
GHS into the atmosphere. Accordingly, the burning of fossil fuels, 
industrial functions, and several other factors contribute to the GHG 
emissions of the world. Here, greenhouse gas emission is the chief 
driver of climate change. Correspondingly, Figure  2 denotes the 
negative consequences of GHS in the world.

Negative consequences of GHG emissions are present in the 
world. It has turned out to be a global concern where N2O, CH4, and 
CO2 contribute to the deceiving heat in the atmosphere. The major 
consequences of GHG are climate change, rising sea levels, loss of 
biodiversity, health effects, economic concerns, etc. Accordingly, 
GHG has detrimental effects on the world. The coordination of 
industries, governments, and individuals on the earth is needed to 
work together to minimize GHG. Besides, implementing climate 
policies and sustainable practices is essential to achieve a GHG 
emission-free world. Correspondingly, the identification of GHG 
emission scores is needed to implement particular policies and 
practices to reduce GHG emissions. It assists in identifying chief 
contributions to emissions and enabling the government to prioritize 
mitigation efforts and assign resources. Overall, it aids in developing 
tailored solutions for minimizing GHG emissions and fighting 
climate change worldwide.

Traditionally, manual identification of GHG emissions includes 
recognizing and enumerating the sources and value of GHG released 
into the atmosphere. Accordingly, manual identification involves 
several limitations such as time-consuming, incomplete resources, 
human error, lack of scalability and coverage, etc. To resolve the issue, 

a technology-based system is needed to effectively identify GHG 
emissions. To attain this, enormous traditional research utilized 
DL-based technology to achieve advantages such as automation, 
pattern recognition, adaptability, and scalability. However, it lacks a 
few factors like accuracy, speed, and handling larger datasets.

Significantly, to address the problem, the proposed system utilized 
a specific set of techniques to classify GHG emissions. Figure  3 
signifies the methodological design of the presented model.

It is identified that the proposed mechanism comprises data 
collection, pre-processing, data splitting, and classification. The 
subsequent sections represent the precise explanation of the 
respective approach.

FIGURE 1

Factors affecting climate change.

FIGURE 2

Negative consequences of greenhouse gas.
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3.1 Data collection

The proposed method used the PRIMAP-host dataset for the 
classification of GHG emissions. The publicly available database 
syndicates enormous published datasets to deliver a complete set of 
GHG emission pathways for every country. Besides, it revolves 
around the main IPCC (Intergovernmental Panel on Climate 
Change) 2006 types. The span of dataset from the year of 1850 to 
2018, offering a historical aspects on GHG emission across 168 years. 
The dataset contains emission from a major number of countries 
along with the report emphasizing, which 64% of worldwide GHG 
emissions are indorsed in just 10 countries. The dataset seizures 
emissions from both low-emitting and high-emitting nations. The 
dataset gathers the data of emissions from various sources such as 
GCP, CAIT, UNFCCC and PIK that cooperatively cover a broad array 
of sectors and countries. It categorized the emissions by six essential 
economic fields such as waste management, agriculture, industrial 
processes, bunker fuels and land-use forestry or change. Moreover, it 
comprises subsector data such as CO2, CH4, and N2O for agriculture, 
industrial function, and energy.

3.2 Pre-processing

The pre-processing mechanism is used to prepare the dataset for 
the classification. Here, the data cleaning and standardized scales 
model is utilized in the proposed system. Accordingly, data cleaning 
is setting or eliminating incorrect or duplicate data in the dataset. In 
the respective method, duplicate and missing values are identified to 
ensure the quality and reliability of data. Besides, a standard scalar 
eliminates scaling and mean-to-unit variance.

3.3 Data splitting

Data splitting is the method used to test and evaluate the proposed 
method. For that purpose, data in the respective research is divided 
into 80:20, where 80 portions are used for training, and 20 portions 
are used for testing.

3.4 Classification

The presented system utilized the configuration of a gating 
mechanism incorporating fine-tuning shifts in the Bi-LSTM-GRU 
algorithm. It optimizes the behavior of the gate by refining the shift 
parameters in the system, which improves the accuracy and 
adaptability of the network. In the systematic experimentation, the 
efficacy of the configuration is validated, and improved efficiency aids 
the sequential data. Figure  4 signifies the architecture of the 
respective system.

It is identified that the proposed model utilized the advantages of 
LSTM and GRU to predict GHG emission data. The precise 
explanation of the respective model is signified in section 3.4.1.

3.4.1 Configuring Gate with Fine-Tuning Shifts 
with Bi-LSTM and GRU

The proposed system configures Gate with fine-tuning Shifts with 
Bi-LSTM, and GRU is used to predict GHG emission data. In the 
presented system, Bi-LSTM is used to capture significant features, 
handle vanishing gradient problems, etc. However, it is lacking long-
term dependencies and overfitting. To resolve the issue and to 
enhance the efficiency, GRU is used with Bi-LSTM for the advantages 
of memory efficiency, and handling long-term dependencies by 
infusion of GRU in the input layer of BiLSTM with tuning process in 
the BiLSTM. Besides, the configuration of gates with fine-tuning 
shifts to improve the prediction performance. Figure 5 represents the 
mechanism of configuring the Gate with fine-tuning Shifts with 
Bi-LSTM and GRU.

The proposed Bi-LSTM process the data in both backward and 
forward directions that can be advantageous if earlier and future 
background is significant for predictions. The BiLSTM improves the 
conventional LSTM by processing the data in both forward and 
backward directions and permitting it to seizure perspective from the 
emissions of past and future simultaneously. Especially, it is useful for 
accepting the current emission based on the influence of historical 
trends. On the other side, the GRU simply the LSTM structure while 
maintaining its capability to handle long-range dependences and 
generating them with effective computation. The gating mechanism 
of proposed GRU aid in forgetting or remembering information that 

FIGURE 3

Methodological flow of respective research.
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is significant for modeling the complicated relationship among 
different emission resources and their sequential changes. Hence, it 
led to enhanced generalization because, the fine tuning aids the 
proposed model to adjust better to the particular features of the 
dataset. Altering the learning rates will aid convergence of proposed 
model more efficiently and restricting overshooting the optimal 
solution. The performance of the proposed model is improve by the 
fine tune technique. Here, the optimization of gate behavior is refined 
by the shift parameters, which improves the precision and adaptability 

of the information flow in the network. Accordingly, the effectiveness 
of the configuration is evaluated with systematic experimentation, 
which will improve the efficiency of sequential data processing. 
Correspondingly, it is intended to refine the mechanism of gates 
function in the respective model.

The significant layers of the respective model comprise an 
embedding layer, bidirectional layer, attention layer, and output layer. 
In the embedding layer, consider the n values, which are signified in 
the Equation 1.

FIGURE 4

Architecture of the presented model.

FIGURE 5

Configuring Gate with Fine-Tuning Shifts with Bi-LSTM and GRU.
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 1 1 2, 3, . ,ym m m m+ …  (1)

In the Equation 1 represents the input series of the respective 
method. In the system, the concatenation of right and left outcome 
functions with element-wise addition is illustrated in Equation 2.

 q q q= ⊕





 (2)

Here, the last review matrix is forwarded to the classification layer in 
the system. Further, calculations in the first hidden layer and subsequent 
hidden layer. Equations 3–8 illustrate the first hidden layer in the system.

 [ ]( )1,t i t t ii z q m b−= ∂ +  (3)

 [ ]( )1,t f t t kk z q m b−= ∂ +  (4)

 [ ]( )1,t o t t oo z q m b−= ∂ +  (5)

 [ ]( )1~ ,p t t cp t z q m bτ −= +  (6)

 1 ~t t t tp k p i p t° °
−= +  (7)

 ( )t t th o pτ°=


 (8)

Correspondingly, Equations 9–14 signifies the second hidden 
layer in the system.

 [ ]( )1,t i t t ii z q m b+= ∂ +  (9)

 [ ]( )1,t f t t kk z q m b+= ∂ +  (10)

 [ ]( )1,t o t t oo z q m b+= ∂ +  (11)

 [ ]( )1~ ,p t t pp t z q m bτ += +  (12)

 1 ~t t t tp k p i p t° °
+= +  (13)

 ( )t th o pτ°=


 (14)

Here, ti , tk , and to  signify three diverse factors: input, forget, and 
output gate. Accordingly, iW , fW , oW , and cW  depict the weight matrix 

of the input gate where ° illustrates the Hamdard product and τ  
signifies the tangent function. Moreover, 1th −  and 1th +  demonstrates 
future hidden states. Correspondingly, ib , kb , ob , and cb . The 
Algorithm 1 represent the Configuring Gate with Fine-Tuning Shifts 
with Bi-LSTM and GRU mechanisms.

Algorithm 1 Configuring Gate with Fine-Tuning Shifts with 
Bi-LSTM and GRU

:  ,    ,   ,Input population size P N the number of mutations n the batch sizemm=

 ,   0batch data D and initial weightω

:     Output close price of the next day

0β β=

  0Initializes model parameterω :

( )1 /for i tom Nnm=

  param save model parametersβ←

1for j to N=

1for l tonm=

( )     M param assign parameters to the mode

get a batch D as input xiof configuring gate of fine-tuning

( )Switch k

( )1: , , ,Case loss param M x square paramsquare square i< −

( )2 : , , ,Case loss param M x abs paramabs abs i< −

( )3: , , ,Case loss param M x huber paramhuber huber i< −

end switch

if l nm=

( )min , ,minloss loss loss losssquare abs huber< −

( ), , ,minparam loss param param paramnew square abs huber< −

paramnewβ < −

Flβ −

[ ]( 1F Sigmoid X d y bl f l l f= +−
[ ]( 1h X d y bl n l l nσ= +−

[ ]tanh( . 1C X d y bl m l l m= +−

1C F C h Cl l l l l= ∗ + ∗−
End for

End for

End for

3.4.2 Long short-term memory
The LSTM is the kind of RNN (Recurrent Neural Network) which 

is the widely used DL model. It is constructed to solve the vanishing 
gradient problem. The advantages of LSTM are capturing long-term 
dependencies, handling vanishing gradients, and flexibility in 
sequence lengths. Consistently, LSTM layers are cell state, input gate, 
forget gate, output gate, and hidden state. All the components function 
as sequential data, which permits capturing long-term dependencies 
and recollecting significant data. Several LSTM layers are composed 
to do complex methods like classification and prediction. 
Correspondingly, the gate of LSTM is represented in Equation 15.

 [ ]( )1,t i t t ii W h m bσ −= +  (15)

In the Equation 1, 0 or 1 is the value of 1th −  and tm . Further, if 
the output is zero, the current will be  stocked. The calculation 
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function comprises two parts which are represented in the 
Equation 16 and 17.

 [ ]( )1,t f t t kk W h m bσ −= +  (16)

 
 [ ]( )1tanh ,t c t t cc W h m b−= +  (17)

Accordingly, one part is to define the significant data to add to the 
unit status through the signed activation function. Besides, the other 
part is to utilize the tanh activation function to form the new vector 
to upgrade the unit status.

 1t t t t tc k c i c°−= ∗ +  (18)

 [ ]( )1,t o t t oo W h m bσ −= +  (19)

 ( )tanht t th o c= ∗


 (20)

However, it has certain drawbacks that limit the efficiency of the 
classification, such as computational complexity and overfitting 
of data.

3.4.3 Gated recurrent unit
It is the kind of RNN (Recurrent Neural Network) method that 

tackles vanishing gradient problems and arrests long-term 
dependencies in sequential data. It is similar to the LSTM with fewer 
gradient mechanisms. The layers in the GRU method comprise the 
update gate, reset gate, and candidate state. The GRU model 
associating the input and forget gates into a distinct update gate and 
by a reset gate. The gating mechanism aid to handle the information 
flow by the network. It estimate that the information to maintain that 
to forget and encounter new information to include. Accordingly, the 
update gate defines the rate at the previous hidden state being 
upgraded and amount of new candidates added to the system. The 
reseat gate aids to decide how much information need to forget and 
the hidden state is restructured based on the update gate and reset 
gate. To enhance the performance of the proposed model by fine-
tuning which altering the architecture and hyperparameter of the 
model. Hence, it led to enhanced generalization because, the fine 
tuning aids the proposed model to adjust better to the particular 
features of the dataset. Altering the learning rates can aid convergence 
of proposed model more efficiently and restricting overshooting the 
optimal solution. The performance of the proposed model is improve 
by the fine tune technique. It assists the method of deciding which is 
recollected and which is removed. Similarly, the reset gate is utilized 
to function the amount of the previously forgotten hidden state, and 
a new candidate is considered in the system. This reset data permits 
the selective reset of the hidden state regarding input data. Moreover, 
it permits the system to selectively reset the hidden state in terms of 
input. In the same way, the candidate state is composed of the hidden 
state where the input and reset gate capture the significant data from 
the present and preceding state. The Algorithm 2 explains the 
GRU mechanism.

Algorithm 2 Gated recurrent unit

:Input

:   X input sequence datasett
:Output

:y outputt
   For eacht time calculate reset g

( )( ). , 1z w X m ht z z ttσ= + −

( )( ). , 1y w X m ht y y ttσ= + −

( )( )tanh . , 1h W X y mht t tt= + −
11 1h Z mh Z ht t t t t= + −− −

End

Compute loss of GRU

End GRU

Correspondingly, the presented system is further evaluated with 
the performance metrics to evaluate the efficacy of the classification.

4 Results and discussions

The section illustrates the outcome attained by the respective 
method. It signifies EDA, performance metrics, experimental results, 
comparative analysis, and performance analysis of the 
proposed method.

4.1 Exploratory data analysis

The EDA is used to view and analyze the data in the dataset. 
Figure 6 compares diverse gas emissions for top emitting countries.

Figure  6 compares diverse gas emissions for top emitting 
countries. The Comparison of top countries which emits diverse gas 
emissions such as China, the European Union, Indonesia, Russia, and 
the United States. The analysis involves factors such as CH4, CO2, and 
N2O. The analysis shows that the United States data contributes the 
highest CO2 emission, and Indonesia has the lowest rate of CO2 
emission when compared with the other top countries.

Accordingly, Figure 7 illustrates the top five emitters over time. 
The top five CO2 emitters over time signifies that the emission of CO2 
in china is 12,000 tons, which is higher compared to the 
other countries.

Congruently, Figure 8 represents the sum of emissions of each gas. 
The sum of emission of each gas illustrates the comparison of CH4, 
N2O, and CO2. The analysis shows that CO2 is the highest emission in 
all the top emission countries with 81.4% in China, 85.5% in the 
United States, 84.1% in the European Union, 79.2% in Russia and 
69.8% in Indonesia. Accordingly, it is identified that the N2O emission 
is limited when compared to the CH4 and CO2.

The Figures  9–13 shows the decomposition analysis for the 
countries such as Russia, Indonesia, China, European Union and 
United States. Wherein, the x-axis shows the year that ranges from 
1860–2020, y-axis the emission trends, respectively. The 
Figures 9–13 describes the emission trends and observed values, 
where Russia emits 20,000 trends in the year 1960 and its observed 
graph is 20,000, for Indonesia the emission started at 1990 with 
4,000 trends and it’s observed also shows 4,000. Similarly, China 
signifies the emission trends rises in the year 1990 with 40,000 and 
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FIGURE 6

Comparison of diverse gas emission for top emitting countries.

FIGURE 7

Top five CO2 emitters over time.

https://doi.org/10.3389/fclim.2024.1457441
https://www.frontiersin.org/journals/climate
https://www.frontiersin.org


Sha et al. 10.3389/fclim.2024.1457441

Frontiers in Climate 10 frontiersin.org

it attains peak value of 80,000 trends and observed in the year 2020. 
Moreover, for the European Union the emission is started in 1960 
and it is identified in the year 1980–2020 with 30,000 trend and 
observed values. Whereas, United States has attained its highest 
emission in the year 2000 with 40,000 trend and observed and it is 
decreased from year 2000 to 2020.

4.2 Performance metrics

The section represents the performance metrics utilized to 
calculate the efficiency of the respective research.

5 Mean square error

MSE is the measurement of image quality metric. If the values are 
closer to zero, the metric measurement is better in quality. This is 
obtained using Equation 21

 
( )2

1

1 n
i i

i
MSE Y Y

n =
= −∑

 
(21)

Here, the n signifies the number of data points, Yi denotes 
Observed values, and iY



 is the predicted value.

FIGURE 8

Sum of emission of each gas.

FIGURE 9

Internal comparison of respective approach.
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6 Mean absolute error

The MAE measures the average magnitude of the errors in a set of 
forecasts among the paired observations used to express the same 
phenomenon without considering their direction. This parameter is 
also defined as the variance among the significant values present in 
the dataset and the projected values in the same dataset. This is 
obtained using Equation 22

 1
/

n
i i

i
MAE y x n

=
= −∑

 
(22)

7 Root mean squared error

It is one of the common metrics utilized in the ML-based 
mechanism, which calculates the average difference between values in 
the prediction system and actual values. The Equation 23 represents 
the RMSE formula.

 
( )2

1
/

N

i
RMSE acutal predicted N

=
= −∑

 
(23)

8 R–squared

The R-squared is the statistical calculation that signifies the 
proposition of variance for the dependent variable with the 
independent variable.

8.1 Experimental results

The section illustrates the outcome attained by the 
respective system.

Table 1 and Figure 10 depicts the internal comparison proceeded 
in the proposed system with the classical algorithm. In the internal 
comparison, it is identified that the presented method attained an 
MAE value of 0.0264 for China, 0.0299 for the United States, 0.0288 
for the European Union, 0.0264 for Russia, and 0.0264 for Indonesia. 
Here, it is revealed that the proposed approach accomplished better 
efficiency than the traditional model by attaining a minimum of 0.001 
greater efficacy results with MAE value.

Table  2 and Figure  11 signify the internal comparison of the 
proposed system with the MSE metric. It is recognized that the 
presented method attained an MSE value of 0.0008 for China, 0.0009 
for the United  States, 0.0003 for the European Union, 0.0008 for 
Russia, and 0.0008 for Indonesia. Here, it is identified that the 
projected approach accomplished better efficiency than the pioneering 
model by attaining a minimum 0.00010 greater efficacy results with 
MSE value.

Table  3 and Figure  12 signify the internal comparison of the 
proposed system with the RMSE metric. It is identified that the 
respective method attained an RMSE value of 0.0288 for China, 0.0305 
for the United  States, 0.0288 for the European Union, 0.0288 for 
Russia, and 0.0288 for Indonesia. Here, it is identified that the 
proposed approach accomplished better efficiency than the classical 
model by attaining a minimum of 0.0010 greater efficacy results with 
RMSE value.

8.2 Comparative analysis

The comparative analysis is carried out in the projected system to 
evaluate the performance of the respective research with the 
existing research.

The Table 4 and Figure 13 signifies the comparative analysis of the 
projected system with the classical model. The RMSE value for the 
proposed system is 0.0288, MAPE for the projected approach is 
0.0007, and the R-Square value is 0.99. Besides, higher efficacy among 
the classical system is acquired from Feed Forward Neural Network 
where the projected approach accomplished 1.1012 with RMSE, 
0.3893 with MAPE, 0.12 with R-square greater efficacy than the Feed 
Forward Neural Network results. Therefore, the outcome of the 
comparative analysis signifies the better efficacy of the 
presented system.

8.3 Performance analysis

The efficacy of the presented system is evaluated in this section. 
Figure 14 depicts the forecasting and loss value for the country China.

Figure 14 encapsulate emissions trends in addition to forecasting 
of different counties such as China, European Union, Indonesia, 
Russia and United States. Furthermore, China has attained highest 
emissions, trailed with measured progress with stability predictions. 
The European Union exhibited greater emissions initially and it 
increases gradually with the decrease in the forecast, along with 
substantial declination in training loss. Besides, Indonesia has 
established constant emissions through an insignificant escalation, 
which is predictable in the upcoming years. Accordingly, Russia’s 
emissions peaked formerly, but it is endured it steadiness for a period 
of time, then it is estimated to remain steady in advanced year. 
Moreover, United States had great emissions at the initial stage, and 
there is a declination and increase in the forecast in future. Generally, 
the Figure  14 emphasis trends of actual high emissions tailed by 
steadiness or reduction, together with enhanced forecasting precision 
through entire counties.

The proposed system utilized the advantages of configuration of 
a gating mechanism incorporating fine-tuning shifts in the 
Bi-LSTM-GRU algorithm to predict GHG emission in top emitting 

TABLE 1 Internal comparison of respective system with MAE metric.

Country Proposed LSTM GRU

China 0.0264 0.0284 0.0284

United States 0.0299 0.0299 0.0299

European Union 0.0288 0.0298 0.0298

Russia 0.0264 0.0274 0.0274

Indonesia 0.0264 0.0294 0.0294
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TABLE 3 Internal comparison of presented system with RMSE metric.

Country Proposed LSTM GRU

China 0.0288 0.0288 0.0288

United States 0.0305 0.0315 0.0315

European Union 0.0288 0.0288 0.0188

Russia 0.0288 0.0288 0.0288

Indonesia 0.0288 0.0298 0.0398

countries with the PRIMAP-host dataset obtained better results with 
higher efficiency which is identified through the results. Moreover, 
comparative analysis signifies that the proposed system outperforms 
the classical algorithms and existing research which is exposed 
through the outcome of internal and external comparison. Here, 
external comparison is performed with a single conventional model 
because the utilized dataset is limited in the classical approaches. For 
that reason internal comparison is performed in the 
presented system.

9 Conclusion

Globally, climate change is a crucial problem that affects the 
environment through various factors such as temperature rise, 

health effects, etc. Accordingly, GHG emission is the main factor 
that is responsible for climate change in the world. It is necessary 
to identify the GHG emission in the specific region to reduce the 
future consequences. Traditionally, identifying GHG emissions 
involves manually recognizing and quantifying the sources and 
amount of GHG released into the atmosphere. However, this 
manual identification process has several drawbacks, including 
being time-consuming, relying on limited resources, being prone 
to human error, and having limited scalability and coverage. To 
overcome these limitations, there is a need for a technology-based 
system that can effectively identify GHG emissions. To achieve this, 
several conventional researches attempted to attain better efficiency 
in the GHG emission but lacked accuracy issues, slower processing 
speed, and difficulty in handling larger datasets. To address the 
problem, the proposed research utilized the configuration of a 

FIGURE 10

Internal comparison of respective approach.

TABLE 2 Internal comparison of projected system with MSE metric.

Country Proposed LSTM GRU

China 0.0008 0.0018 0.0118

United States 0.0009 0.0009 0.0009

European Union 0.0003 0.0003 0.0103

Russia 0.0008 0.0018 0.0018

Indonesia 0.0008 0.0008 0.0008
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gating mechanism incorporating fine-tuning shifts in the 
Bi-LSTM-GRU algorithm to predict GHG emission in top emitting 
countries with the PRIMAP-host dataset. Here, Bi-LSTM is used 
for the capability of capturing significant features, handling 
vanishing gradient problems, etc. On the contrary, it is lacking in 
long-term dependencies and overfitting. To tackle the issue, GRU 
is used with Bi-LSTM to enhance efficiency. This permits the 
proposed model to seizure setting from both earlier and future time 
steps. Due to this process in both directions, the BiLSTM 
understand the relationship in data. The integration of GRU aid for 
rapid training and decreased the danger of over fitting, particularly 
with smaller dataset by infusion of GRU in the input layer of 
BiLSTM with tuning process in the BiLSTM. Besides, the 

configuration of gates with fine-tuning shifts to improve the 
prediction performance. Moreover, the efficiency of the proposed 
method is calculated with performance metrics. The experimental 
results signify that the proposed system attained an MAE value of 
0.0264 for China, 0.0299 for the US, 0.0288 for the EU, 0.0264 for 
Russia, and 0.0264 for Indonesia. Likewise, the internal comparative 
analysis shows that the respective model accomplished 0.002 MAE 
of higher efficiency classical LSTM and GRU methods. Similarly, 
the outcome of external comparative analysis signifies that the 
proposed method attained an RMSE of 1.1012, which is of greater 
efficacy than the existing systems. The selection of features in the 
proposed model can majorly affect the proposed model’s 
performance can give biased or incomplete predictions. In the 

FIGURE 11

Internal comparison of projected approach.

TABLE 4 Comparative analysis of the projected system with conventional model (Rahman et al., 2023).

Model RMSE MAPE R-Square

Bagged Decision Tree 0.84 0.29 0.89

Boosted Decision Tree 0.94 0.33 0.87

Gradient boosted Decision Tree 1 0.34 0.86

Feed Forward Neural Network 1.13 0.39 0.87

Proposed 0.0288 0.0007 0.99
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FIGURE 13

Internal comparison of proposed approach (Rahman et al., 2023).

FIGURE 12

Internal comparison of presented approach.
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future, using RFE (Recursive Feature Elimination) the significance 
of the feature will be  analyzed to develop new features which 
seizure more related information.
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