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Paradigms in the Mental Lexicon:
Evidence From German
Ruben van de Vijver* and Dinah Baer-Henney

Heinrich-Heine-Universität, Institute für Sprache und Information, Düsseldorf, Germany

Previous research showed that the mental lexicon is organized morphologically, but the

evidence was limited to words that differ only in subphonemic detail. We investigated

whether word forms that are related through morphology but have a different stem vowel

affect each other’s processing. We focused on two issues in two auditory lexical decision

experiments. The first is whether the number of morphologically related word forms with

the same stem vowel matters. The second is whether the source of similarity matters.

Word recognition experiments have shown that word forms that are phonologically

embedded and related through inflection speed up each other’s recognition, suggesting

the word forms are represented within one unit in the mental lexicon. Research has

further shown that words that are related through derivation, but that are phonologically

different, are affected in a different way than words that are related through inflection. We

conducted two experiments to further investigate this. We used three subtypes of one

inflectional class of German nouns, which allowed us to study different word forms with

a phonological difference, while keeping the morphological relations among the word

forms constant. All of these nouns have a plural form that ends in a -@. They differ in the

distribution of front and back vowels in the singular, plural, and diminutive. This allows us

to investigate the question whether word forms with different phonemes are processed

differently with regard to (a) the number of word forms that share a vowel, and (b) the

source of the similarity among the word forms; is the processing among word forms

related through inflection different from the processing of word forms that are related

through derivation? We found that nonces that are based on word forms with a fronted

vowel are mistaken for words when they resemble words in the word family, but not

when they are unrelated to words in the word family. This shows that morphological

effects in word auditory recognition studies are also found when the word forms differ

in a full phoneme. We argue that this can be captured with a network representation,

instantiated as a frame.

Keywords: mental lexicon, word family, German inflectional classes, lexical decision, frame representation

1. INTRODUCTION

The repository of words in memory—the mental lexicon—is organized in intricate ways. Different
degrees of similarities, and different dimensions of similarity affect the recognition of words to
different degrees, and these differences allow us to draw conclusions about the structure of word
forms in the mental lexicon (McQueen et al., 1995; McQueen and Cutler, 1998; McQueen, 2007). In
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this paper we explore the relationships among inflected words
(singulars and plurals), and derived words (diminutives) in
German. The umlaut-system of German, in which back vowels
are fronted in particular morphological contexts, allows us to
investigate morphological relations among word forms that
cannot be reduced to phonetic similarity.

Words that sound similar facilitate each other’s recognition.
Words that share phonological material are considered in parallel
for lexical access in all models of spoken word recognition
(Weber and Scharenborg, 2012). The Dutch words kapitaal
“capital” and kapitein “captain,” which share sounds but not
meaning, are both considered after hearing the first two syllables
(Zwitserlood, 1989) and the word bone is activated after hearing
trombone (Isel and Bacri, 1999).

A similar facilitation has been found for words that share
meaning. In a lexical decision experiment Marslen-Wilson and
Zwitserlood (1989) found that the prime honing “honey” speeded
up the recognition of the semantically related word bij “bee.”

Recentmodels of word recognition treat words that are similar
because of their morphological relatedness in the same way as
words that are only phonologically, but not morphologically
similar (Weber and Scharenborg, 2012). 1There is, however,
evidence from the literature that morphology should be more
strongly incorporated in such models. The facilitatory effects
among phonologically and semantically similar words on word
recognition come together in morphologically related words.
The words Boot “boat” and Boote “boats,” for example, affect
each other’s recognition more strongly than neighbors that are
only phonologically related. For example, the recognition of car
is facilitated by its plural cars, but less by the unrelated card
(Stanners et al., 1979), even though cars and card both differ in
one phoneme from car.

Diving deeper into the relationships among morphologically
related words in German, Schriefers et al. (1992) found in two
experiments that word forms that are members of the same
word family often influence each other’s response latencies.
In a first experiment they investigated relationships among
inflected words, and in a second experiment they investigated the
relationships among inflected and derived words.

In the first experiment they investigated four types of
inflection in adjectives; adjectives with the nominative suffix -
e (klein-[@] “small NOM, F/N/M”; the dative suffix -em of the
strong declension of masculine and neuter adjectives (klein-
[@m] “small DAT, M/N”); adjectives ending in the suffix -
es, which indicates nominative and accusative in the strong
declension (klein-[@s] “small NOM/ACC, N”); adjectives without
suffix. They found asymmetries between the suffixes. Uninflected
adjectives facilitated the recognition of all inflected adjectives.
Adjectives inflected with [@] facilitated the recognition of
uninflected adjectives as well as inflected adjectives. Adjectives
inflected with [@m] only facilitated recognition of itself and

1A model that might incorporate such information is proposed by Gaskell

and Marslen-Wilson (1997), whose distributed model of speech perception

incorporates phonological and semantic information. However, it is not entirely

clear how this should be implemented, and it is beyond the scope of this paper to

develop a model of speech recognition.

adjectives inflected with [@s], and, finally, adjectives inflected with
[@s] only facilitated recognition of itself and adjectives inflected
with [@m].

In a second experiment Schriefers et al. (1992) looked at the
response latencies between inflected and derived words. They
used the derivational suffixes -lich, to create derived adjectives
or adverbs (e.g., kleinlich “petty”), and -heit (e.g., Kleinheit
“smallness”), to create abstract nouns. Additionally, they used
uninflected adjectives and inflected adjectives ending in -es. It
turned out that uninflected adjectives prime all other items;
adjectives ending in -es prime adjectives but not derived items;
derived -heit items prime uninflected adjectives and themselves,
but not other items; derived -lich adjectives prime themselves, but
not other items. It appears that there is an asymmetry among the
derived items: Derived -heit items prime uninflected adjectives,
but derived -lich items do not. Schriefers et al. (1992) speculate
that this difference among derived forms is a result of the stem
vowel change that accompanies most -lich items, called umlaut.
For example, the adjective rot “red,” has a fronted vowel when it
is derived with -lich: rötlich “reddish.” This finding suggests that
phonologically similar word forms affect each other in a priming
study, but when the word forms are not phonologically similar,
if they differ in a vowel as the vowel in rot and the first vowel in
rötlich do, they do not facilitate each other’s recognition.

The findings of Schriefers et al. (1992) for German were
corroborated and extended by Ernestus and Baayen (2007b) for
Dutch. They observe that words in a paradigm—words that
are related through inflection—are effectively neighbors of each
other. Inflected words differ from uninflected words in one or
more affixes. This fact alone would make them neighbors, and
in addition an inflected word is embedded in an uninflected
word, which affects its duration Kemps et al. (2005). It has been
shown that words that are embedded in longer words, such as
ham in hamster, are shorter than when they are standing alone.
This difference in length is noticeable to listeners (Davis et al.,
2002; Salverda et al., 2003; Kemps et al., 2005; Ernestus and
Baayen, 2007b). Kemps et al. (2005) showed that participants take
longer to decide whether an item is a word when its duration
is off: if the string of a singular form [bek] “brook” is given the
(shorter) duration of the same string embedded in the plural
form [bek@] “brooks,” it takes longer to recognize as a word than
when it is presented with its normal duration. If the string of the
singular embedded in the plural [bek@] is given the duration of
the singular [bek] it is also recognized more slowly than when it
has its expected duration.

Since speakers are aware of small phonetic differences, the
question arises whether such small differences play a role in
word recognition in paradigmatically related words. Ernestus and
Baayen (2007b) investigated this question for paradigmatically
related words in Dutch.

Dutch has final devoicing; the stem-final obstruent in the
plural [hAnd@] “hands” is voiced, whereas its correspondent in
the singular [hAnd

˚
] “hand” appears to be voiceless, indicated

in IPA by the ring underneath the d
˚
. However, there are traces

of voicing in the singular that are small and subphonemic,
but nevertheless noticeable (Warner et al., 2004). The vowel in
[hAnt], in which the final obstruent is devoiced, is slightly longer
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than it is in comparable words that have no voicing alternation
in its paradigm, such as [krAnt] (Ernestus and Baayen, 2003,
2006, 2007a,b; Warner et al., 2003, 2004, 2006). In words such as
krant “newspaper sg.” a completely voiceless stem-final obstruent
has a completely voiceless correspondent in the plural [krAnt@]
newspapers.

In a lexical decision experiment Ernestus and Baayen (2007b)
compared judgements about the lexical status of two groups of
nonces that were based on existing Dutch words. The nonces
in one group, exemplified by ∗[krAnd

˚
], had no support from

members in its paradigm. There are no allomorphs that contain
the string ∗[krAnd]. Nonces in the other group, exemplified by
∗[hAnd], do have support from other words in the word family.
The plural allomorph of the singular [hAnt] hand “hand” is
[hAnd@] handen “hands.” The singular [hAnt] shows traces of the
voicing of the final obstruent in other forms in its word family
(Ernestus and Baayen, 2003, 2006, 2007b; Warner et al., 2004). It
turned out that nonces that have no support in the paradigm are
rejected faster as words than nonces that do have support from
other members in the word family.

Ernestus and Baayen’s interpretation of the effects is based
on the amount of support the nonce word receives in the word
family. Since the effect is cumulative, the representation of a word
family can be interpreted as a list. If a nonce is embedded inmany
members of the word family, the effect is stronger than when the
nonce is embedded in few or even in no members. However, if a
word family is represented as a list, the findings of asymmetrical
priming as reported by Schriefers et al. (1992) are difficult to
interpret. In a list interpretation, the amount of support for a
word form in a word family is crucial, not the source of support
for a word form.

The evidence presented from German (Schriefers et al., 1992)
and Dutch (Ernestus and Baayen, 2007b) suggests that word
forms in the mental lexicon are organized along morphological
lines. The word forms of the same word family affect each other’s
response latencies. However, in all data we have considered
so far the word forms that affected each other were very
similar; they only differed in small phonetic detail. The word
forms were either embedded in each other and therefore
had only small subphonemic durational differences in both
languages.

This leaves open the question as to the generality of the
morphological effect both studies reported. Would word forms
that differ in one phoneme, rather than just in subphonemic
detail, also affect each others recognition? Another question
concerns the results from Schriefers et al. (1992), who found that
priming is not equally strong among the members of the word
family, which suggest that a word family is not simply a list. This
raises the question as to what is the structure of a word family.

Schriefers et al. (1992) analyze their results within a network
model, in which the lexicon is made up of nodes for words,
morphemes, syllables, and phonemes. Stems are morpheme
nodes to which each word is connected. Since morphological
variants share a stem node they are connected through a shared
stem, but not directly through a shared lexical entry. For example,
the stem klein is present in all inflected forms of the adjective, as
well as in the derived forms kleinlich andKleinheit. The stem rot is

not present in the derived form rötlich. This model, then, explains
their results.

Yet, Schriefers et al.’s network model needs to be modified.
Their assumption that stems are stored separately in the mental
lexicon is called into question by two sets of findings. First,
there is accumulating evidence that complex words are stored
and processed as wholes. Schreuder and Baayen (1997) found
that reaction times to simplex words are modulated by the
frequency of whole complex words, and not by the summed
frequency of their individual morphemes. This is true even
in agglutinative languages (Vannest et al., 2002; Moscoso del
Prado Martín et al., 2004; Lehtonen et al., 2007). This shows that
network models are correct in assuming that the mental lexicon
is a network of connected nodes; words that share phonological
form and meaning through shared morphology are activated
simultaneously. But it also shows that complex words are stored
as wholes.

Another argument against the centrality of stems in the
network model comes from instances of paradigm leveling;
members of a paradigm are often adjusted to each other–leveled–
in order to make themmore similar. An example of such leveling
is found in Dutch. In Dutch [n] is normally not pronounced after
a [@]. The infinitive of lopen “to walk” is pronounced [lop@].
Only under very formal circumstances it is pronounced [lop@n]
(Booij, 1995). The first person singular present tense is ik loop,
pronounced [Ik lop], and often analyzed as the stem form.
However, in case an infinitive ends in a sequence [@n@], as in
oefenen [uf@n@] “to practice,” the first person singular, present
tense is ik oefen [Ik uf@n], and not ∗[Ik uf@] (Koefoed, 1979).
Even though this process is correctly described as blocking of
[n]-deletion at the end of a verbal stem (Booij, 1995), this
description does not provide an understanding of the blocking. In
nouns there is no such blocking. This can be seen by comparing
suffixation of the agentive -aar in ler-aar [lerar] “teacher,” form
the verb leren [ler@] “to teach,” with molen-aar [mol@naar]
“miller” from the nounmolen [mol@] “mill.” The agentive suffixes
appear after the stem form and the form [mol@naar] shows that
the final [n] is part of the stem of [mol@n]. In the singular,
however, this [n] is deleted; n-deletion is not blocked in nominal
stems. This raises the question why [n] deletion only affects
nominal stems, but not verbal stems? To answer this question,
we propose that the blocking of [n]-deletion in verbs is a case of
paradigm leveling; as far as we know this has not been proposed
before. The verbal paradigm of [uf@n@] has the plural forms
wij, jullie, zij [uf@n@] and the [n] after the first [@] is therefore
preserved in the first person singular [Ik uf@n]. The paradigm of
nouns such as [mol@] do not contain forms with a final [n]. In
short, this argument reinforces the case against a central role of
stems in the representation of paradigms.

In addition to providing an argument against the centrality of
stems, paradigm leveling also highlights the fact that paradigms
have structure and should not be represented as a list. In Dutch
paradigm leveling, as we have seen above, plural verbal forms
asymmetrically affect the singular forms. Such asymmetrical
relations have also been observed for morphological features
that make up a paradigm (Haspelmath and Sims, 2010; Seyfarth
et al., 2014; Blevins, 2016). In German nouns, for example, it has
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been observed that in some inflectional classes is a dependency
between genitive forms and plural forms, but the reverse is not
true. If the genitive of a noun ends in [@n], for example, the plural
does as well: the genitive form ofMensch [mEnS] “human being is
des Mensch-en [dEs mEnS@n]” “human being-GEN,” and its plural
is die Menschen [di: MEnS@n] “human being-PL.” A plural ending
in [@n] does not necessarily imply a genitive in [@n]: the plural
form die Staaten [di: Stat@n] “the state-PL” has as genitive des
Staates [dEs Stat@s] “the state-GEN” (Eisenberg, 2004; Thieroff
and Vogel, 2009). Morphological properties sometimes depend
on phonological properties (see also Neef, 1998). For example, if
a plural ends in a [@] its singular ends in a closed syllable. This
is true for words such as Bart “beard” Bärte “beard-PL,” Boot
“boat” Boote “boot-PL,” and Fest Feste “party, celebrartion-PL.”
The reverse, again, is not always true. Singulars such as Mensch
or Staat have a plural that ends in en:Menschen and Staaten.

In short, the paradigm-as-list model of Ernestus and Baayen
(2007b) is insufficient because paradigms are not lists, and the
network model of Schriefers et al. (1992) is insufficient because
paradigmatic effects go beyond shared stems. A representation of
a paradigm needs to capture the dependencies among its word
forms. This, then, raises the question as to how paradigms can be
represented.

Frame representations allow us to capture the dependencies
effects mentioned above (Barsalou, 1992; Gamerschlag et al.,
2013; Löbner, 2014; Petersen and Osswald, 2014). In a frame
the properties of a central node are represented as attribute-
value structures. Attributes are functions that return a value. We
will now analyze inflectional classes of German nouns as sets of
(recursive) attribute-values pairs.

We propose to represent the inflectional classes of German
nouns (Köpcke, 1988; Eisenberg, 2004; Thieroff and Vogel,
2009) as frames. The central node of each class is the category
noun, and its attributes and their values are morphological
and phonological properties that define an inflectional class.
Providing a full overview of all inflectional classes is beyond the
scope of this paper. Instead we provide frame representations of
the class of nouns that has a plural that ends in a schwa—these
nouns will also be at the heart of our experiments. The frame
representations of these nouns are illustrated in Figures 1–4.
Each frame represents one subclass of nouns. The central node–
the referential node–is indicated by a double circle, that attributes
in small caps and their values in italics.

The paradigm of the nouns illustrated in Figure 1 are
masculine, end in a closed syllable, have a genitive that ends
in [@s], and a plural that ends in [@]. It is exemplified by the
word forms [tak] Tag “day” for the nominative, [tag@s] for the
genitive and [tag@] for the plural. The paradigm of the nouns
illustrated in Figure 2 aremasculine, end in a closed syllable, have
a genitive that ends in [@s], and a plural that ends in [@] and has
a front vowel. It is exemplified by the word forms [bA5t] Bart
“beard” for the nominative, [ba5t@s] for the genitive and [bE5t@],
with a front vowel, for the plural. The paradigm of the nouns
illustrated in Figure 3 are feminine, end in a closed syllable, have
a plural that ends in [@] and has a front vowel. It is exemplified
by the word forms [hAnt] Hand “hand” for the nominative, and
[hEnd@], with a front vowel, for the plural. The paradigm of the

FIGURE 1 | Frame representation of the inflectional class of nouns such as

[tak] “day.” Noun + [@s] indicates that the value of this attributes is [tag@s].

FIGURE 2 | Frame representation of the inflectional class of nouns such as

[bA5t] “beard.” Uml(aut) indicates a fronted vowel, such that the plural is

[bE5t@].

nouns illustrated in Figure 4 are neuter, end in a closed syllable,
have a genitive that ends in [@s], and a plural that ends in [@].
It is exemplified by the word forms [bot] Boot “beard” for the
nominative, [bot@s] for the genitive and [bot@] for the plural.

Now that the inflectional classes are represented as frames
we can add diminutives. Typological work on diminutives shows
that they are lexically different from their base. In an overview of
the typology ofmeaning of diminutives Jurafsky (1996) finds that,
in addition to denoting smallness, diminutives can also denote
affection, pejorative meanings or even contempt. This also holds
for German diminutives. The word form spelled Bärtchen may
refer to a small beard, either to indicate its smallness or to express
a measure of contempt. The word form Frauchen, in contrast,
can only refer to a woman who owns a pet—usually a dog—
irrespective of the size of the woman. The word form Brötchen,
as a further example, can only refer to a roll, no matter what its
size, and never to a small loaf of bread. As these meanings are
partly lexicalized they must be stored in the mental lexicon.

The change in meaning associated with derived forms, as
with diminutives, is analyzed as a shift of the referent from one
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FIGURE 3 | Frame representation of the inflectional class of nouns such as

[hAnt] “hand.” Uml(aut) indicates a fronted vowel, such that the pluaral is

[hEnd@].

FIGURE 4 | Frame representation of the inflectional class of nouns such as

[bot] “boat.” There are only one or two neuter words in this class with umlaut

in the plural (Köpcke, 1988; Thieroff and Vogel, 2009).

node to another (Kawaletz and Plag, 2015; Andreou, 2018). This
is illustrated in Figure 5. The referent of the noun has shifted
to the node that contains the value of the attribute HAS-SIZE.
In the Figures 1–4 a branch with attribute-values for size was
omitted to avoid cluttering the representation. The frames in
these figures do include such a branch the crucial difference with
the representation of a diminutive as in Figure 5 is the referential
node, indicated with a double circle. The referent can be selectker
or hearer as needed (Kawaletz and Plag, 2015; Andreou, 2018).

To further investigate the role of morphology in word
recognition and to test the predictions of our proposed frame
representations, we will study the responses latencies in a
particular type of German noun in an auditory lexical decision
experiment. The nouns of this type are characterized by taking
a [@] in the plural, and their representations as frames are given
in Figures 1–5 above. They can be divided into three subgroups
(Köpcke, 1988) (Examples are given in Table 1). In one subclass
the nouns have a back vowel in the singular and front vowels in
the plural and the diminutive; for example, Bart [ba5t] “beard,”

FIGURE 5 | Frame representation the diminutive of the noun [bA5t] “beard”

and the inflected formed of the paradigm of the plain, non-diminutive word.

The central node of the frame of the diminutive is the Size-of-N.

TABLE 1 | The noun types of the inflectional class in our study.

Type 1 V Type 2 V Type 3 V

Bart Boot Fest

[ba5t] b [bot] b [fEss] f

Inflection [bE5t@] f [bot@] b [fEst@] f

Derivation [bE5tç@n] f [bøtç@n] f [fEstç@n] f

V, Vowel; f, front; b, back.

Bärte [bE5t@] “beards” and Bärtchen [bE5tç@n] “little beard.” We
will refer to this group of nouns as Type 1 nouns (see Figures 2,
3). The nouns in the second subclass of this inflectional class
have a back vowel in the singular and the plural, and a front
vowel in the diminutive Boot [bot] “boat,” Boote [bot@] “boats”
and Bötchen, [bøtç@n] “little boat.” We will refer to this group
of nouns as Type 2 nouns (see Figures 1, 4). The nouns in
the third subgroup have a front vowel in all three word forms:
Fest [f@ss] “party, celebration,” Feste [fEst@] “parties, celebrations”
and Fetched [fEstç@n] “little party, little celebration.” We
will refer to this group of nouns as Type 3 nouns (see
Figures 1, 4).

This class of nouns allows us to address two questions
that have arisen from the research summarized above. The
first question is: Are morphological effects in word recognition
limited to word forms that are embedded in each other, or do they
extend to all word forms that are morphologically related; even to
word forms that differ in a vowel? The nouns in our word families
are not always embedded in each other; they sometimes have a
different vowel (for types 1 and 2). For example the word form
[bA5t] is not embedded in the word form [bE5t@]. The second
question is: What is the structure of the representation of a word
family? Since the nouns are not embedded in each other we are
able to discern different effects for different sources of similarities,
should there be evidence for an asymmetric structure; (if the
source of similarity of a nonce is an inflected form, is it processed
differently than when the source of similarity is a derived form?)
If the word forms in a paradigm are represented together with
derived word forms in one frame, as in Figure 5, we also expect
that inflected forms are more strongly associated with each other
than derived word forms with inflected word forms. The derived
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word form has a different referential node than the inflected word
forms.

These nouns form an excellent empirical basis for our
investigation. We can create nonces for each type by changing
the blackness of a word form. For example, in one experiment
we changed the word [bA5t] to the nonce [bE5t], in the other
experiment we changed the word [bE5t@] to the nonce [bA5t@].
These nonces can show us whether the amount of word forms
that are similar to the nonce affects it processing, and whether
the source of the similar form (an inflected form are a derived
form) affects it processing.

This brings us to our expectations. The first set of expectation
concerns the role of morphology in word recognition. The
evidence provided by Schriefers et al. (1992) and Ernestus
and Baayen (2007b) shows that morphologically related word
forms affect each other’s response latencies, but their evidence
is limited to word forms that differ only in subphonemic
duration. To see whether the effect is morphological in nature
we will use words that are morphologically related and differ
by a phoneme, rather than in subphonemic duration only. We
expect that the recognition of nonces of type 1 (see Table 1

above) is affected by their relation to existing word forms
that are morphologically related, despite their phonological
difference with an existing word. The more easily a nonce is
mistaken for a word, the more mistakes participants will make
in their accuracy and the more their response latencies will be
affected.

The second set of expectations relates to the structure of the
representations of inflected and derived words in the mental
lexicon. If these are stored in the mental lexicon as the specific
frame proposed in Figure 5, in which diminutives have a different
referential node than plain nouns, we expect that diminutives
exert less influence on singular and plural nouns than singular
and plural nouns on each other; singular and plural nouns share
a referential node. This difference in referential nodes will affect
both the accuracy and the response latencies.

We ran two auditory lexical decision tasks and measured the
accuracy and response latency to words and nonces. Our method
is slightly different from the one used in Ernestus and Baayen
(2007b). We did not tell our participants to accept a nonce if it
occurs in a word, but rather we asked them to judge whether an
item is a word or not.

2. EXPERIMENT 1

In the first lexical decision test we investigated whether the
accuracy and speed with which a nonce with a front vowel, as
in the case of type 1 [bE5t], or type 2 [bøt], is judged, and if the
accuracy and speed correlate with the amount of such stems in
the word family. The nonce [bE5t] has support from 2 words in
the word family and [bøt] is supported by only one word form.

2.1. Participants
Fifty-six native monolingual German adults took part in the
experiment (these participants did not take part in experiment
2). All of them were students at the University of Düsseldorf
and they were given course credit for their participation. Their

mean age was 20 years and 5 months. Forty-six women and 10
men participated; 50 of them were right-handed. One participant
holds a university degree in a non-linguistic subject and all other
participants reported to have a secondary school diploma that
qualifies as entrance for a university as their highest educational
degree. All participants had normal hearing and normal or
corrected vision, and none of them reported any neurological
problems.

2.2. Material
The material consisted of 90 German words (they are listed in
the Appendix). All material was recorded in a carrier sentence
Ich habe X gesagt. “I said X.” to ensure that the words have
comparable prosody. The words were excised from the sentences
with Praat (Boersma and Weenink, 2018).

We used thirty Type 1 words: Monosyllabic words with a back
stem vowel in the singular (e.g., Bart bA5t “beard”) and a front
vowel in the plural (Bärte bE5t@) and the diminutive (Bärtchen
bE5tç@n). We created thirty nonces by giving the singular a
front vowel (e.g., bE5t). The nonce has the same vowel as two
allomorphs in the paradigm of Bart: the plural allomorph and the
diminutive allomorph. Apart from the value of the [back] feature
nothing in the word was changed in order to preserve its syllable
structure.

We further used thirty Type 2 words: Monosyllabic words
with a back vowel in the singular (e.g., Boot bot “boat”) and the
plural (e.g., Boote bot@) and a front vowel in the diminutive (e.g.,
Bötchen bøtç@n). We created thirty nonces by giving the singular
a front vowel.(e.g., bøt). This nonce has the same vowel as the
diminutive.

The last group of thirty words were Type 3 words. They
were also monosyllabic and had either front vowels in the
singular, plural, and diminutive stem or a back vowel in the
singular. Nonces in this group of items were created by inverting
the value of the [back] feature of the singular: if the singular
had a front vowel, such as Fest [fεst] “party,” the nonce was
given a back vowel: [fOst]; if the singular had a back vowel,
such as Pott pOt “mug,” the nonce was given a front vowel:
[pεt].

In addition we selected 180 existing monosyllabic words as
fillers and 180 nonces based on these fillers. The total amount of
items was therefore 540. They are all listed in 5. As filers we used
monosyllabic nouns with front vowels from the same inflectional
class as the words.

To be able to estimate the effect of frequency on our
results, but we found no significant differences in frequency
among the types of words in our experiments. We provide the
details, therefore, in Table A5 in the Appendix (section III).
We also estimated the neighborhood density of the words in
our experiment. Here, too, we found no significant differences
among the word types and provide the details in Table A5 in the
Appendix (section III).

We created two lists, A and B, to prevent a sequence of a word
and a related filler in the experiment. Half of the words were in
list A and the other half was in list B. The nonces based on the
words in list A were put in list B and the nonces based on the
words in list B were put in list A.
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2.3. Procedure
The experiment was programmed with Psyscope (Cohen et al.,
1993) and was carried out in a quiet room at the University
of Düsseldorf. The stimulus material was presented over
headphones.

The experiment started with 16 practice trials half of which
consisted of words and the other half of pseudo-words that
obeyed the phonotactics of German. In the experiment there
were 90 words and 90 nonces that we derived from the existing
words. In addition we used 180 fillers; again 90 words and 90
pseudo-words.

After this the experimental items were presented in random
order for each participant. Each trial started with a silence of
500 ms. followed by a tone of 500 ms. Then, after a silence
of 450 ms., an item was presented and the participants had to
decide as quickly as possible whether this was a word or not. The
participants were instructed to press a key on the keyboard with
a green sticker if they thought it was a word and a key with a
red sticker if they thought it was not. For half the participants
the green button was on the left side of the keyboard and for
the other half it was on the right side of the key board. After the
participants had made their choice the next trial started after a
2,500 ms silence. The experiment lasted about 25 min.

2.4. Results
We first consider the accuracy of the participants to words
in order to establish that they understood the task; that they
correctly accepted words and did not incorrectly reject them. The
raw result is summarized in Table 2. The counts in Table 2 show
that the words of all types were correctly accepted in more than
93% of the cases.

A logistic mixed effects model with accuracy as dependent
variable and Type as fixed effect, and random slopes for items and
participants shows that the difference in Table 2 is significant, as
is illustrated in Table 3.

We expected that nonces of type 1 are more likely to be
mistaken for a word, because they resemble two existing word
forms in the paradigm. We expected that nonces of type 2 are,
in comparison to type 1 nonces, less likely to be mistaken for an
existing word. As type 3 nonces resemble no existing word forms
in the paradigm, they should be easiest to recognize as nonces.

TABLE 2 | Proportions of correct answers of words in Experiment 1.

Type 1 (ba5t) Type 2 (bot) Type 3 (fEst)

Correct 98% 93% 93%

TABLE 3 | Logistic regression analysis of the accuracy of the judgements of the

participants to words in experiment 1.

Estimate STD. error z value Pr(>|z|)

(Intercept = type 1) 5.19 0.46 11.35 0.00

Type2 −1.36 0.56 −2.45 0.01

Type3 −1.22 0.56 −2.17 0.03

The results of the nonces in Table 4 show that nonces of type
1 were incorrectly accepted in 14% of the cases, proportionally
more than types 2 and 3 nonces.

A logistic mixed effects model with accuracy as dependent
variable and with Type as fixed effect, and random slopes for
items and participants shows that the difference in Table 4 is
significant, as is illustrated in Table 5.

Nonces of type 1 weremore oftenmistaken for real words than
nonces of type 2 or 3. This analysis, then, confirms that nonces of
type 1 are more difficult to reject than nonces of type 2 or 3 as
expected. In an analysis, which is not shown here, in which type
2 was designated to be the intercept showed that the accuracy of
types 2 and 3 nonces is not statistically different.

We will now present the results of a mixed effects model of the
reaction times of the correctly judged words in experiment 1. The
results of a linear mixed effects model with the logarithm of the
Reaction time as dependent variable and Type (types 1, 2, and 3),
as fixed factor, and random slopes for Items and Participants is
presented in Table 6.

The results of the analysis, presented in Table 6, show that
words of type 1 are reacted to fastest and that type 2 and
type 3 words are reacted to slightly, but significantly slower. In
combination with results of the accuracy to words, presented
in Table 3, it suggests that type 1 words are recognized most
accurately and fastest.

We will end the presentation of the results of experiment 1
with a mixed effects model of the reaction times to the incorrectly
identified nonces in experiment 1. The participants thought
erroneously that these were words and in that case the paradigm
may have been activated to influence the reaction times. The
number of items over which this analysis was run, was very small,
though, as the participants made relatively few mistakes.

TABLE 4 | Proportions of incorrect answers to nonces in Experiment 1.

Type 1 (bE5t) Type 2 (bøt) Type 3 (focs)

Incorrect 14% 7% 9%

TABLE 5 | Logistic regression analysis of the accuracy of nonces in experiment 1.

Estimate STD. error z-value Pr(>|z|)

(Intercept = type 1) 2.67 0.31 8.51 0.00

Type 2 1.02 0.40 2.58 0.01

Type 3 0.79 0.39 2.01 0.04

TABLE 6 | Linear regression analysis of the response latencies of the reaction

times to correctly accepted words in experiment 1.

Estimate STD. error df t value Pr(>|t|)

(Intercept = type 1) 6.34 0.04 131.17 178.22 0.00

Type 2 0.09 0.04 85.68 2.51 0.01

Type 3 0.10 0.04 85.78 2.70 0.01
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TABLE 7 | Linear regression analysis of the response latencies of the reaction

times to incorrectly accepted nonces in experiment 1.

Estimate STD. error df t value Pr(>|t|)

(Intercept = Type 1) 6.67 0.05 75.00 141.58 0.00

Type 2 0.10 0.05 56.70 1.87 0.07

Type 3 0.09 0.05 50.47 1.77 0.08

The results of a linear mixed effects model with the logarithm
of the Reaction time as dependent variable and Type (types 1,
2, and 3), as fixed factor, and random slopes for Items and
Participants is presented in Table 7.

Even though the reaction times to the incorrectly accepted
nonces are not statistically different, there appears to be a
tendency to react a bit more slowly to types 2 and 3 nonces.

We expected that nonces of type 1 were more likely to be
mistaken for words, because there is enough support for their
assumption within word family of type 1. This expectation turned
out to be correct. It was most difficult to correctly reject nonces of
type 1 ([bE5t]). The difference between making a correct and an
incorrect decision is smallest for type 1 nonces and larger for type
2 ([bøt]) and 3 nonces ([foss]), where there is either support from
a derived word form in the word family (type 2) or no support
for the nonce (type 3), and therefore more uncertainty on the
part of the participants. The data from the reaction time analysis
of nonce items are more inconclusive. The participants were so
good at rejecting nonce words, that we had few data on which to
base our analysis. The tendency of the data, though, is that nonces
of type 1 are reacted to more slowly than type 2 and 3 nonces (see
Table 7).

In short, experiment 1 showed that there is evidence for a
role of morphological information in word recognition that goes
beyond small subphonemic differences among the parts of words
forms in a word family (Schriefers et al., 1992; Ernestus and
Baayen, 2007b). This evidence is given by a reduced accuracy for
nonces that are supported by many forms in the word family.
This support provides the participants with mistaken certainty
that they are, in fact, dealing with a word.

A different interpretation cannot be ruled out without further
evidence. As experiment 1 showed no difference between nonces
of types 2 and 3, it may also be that the source of support
caused our results, rather than the amount of support. In this
interpretation type 1 nonces are reacted to differently because
they are similar to an inflected form in the word family, whereas
the nonces of type 2 are related to a derived word and type 3
nonce are not related to any word in the word family.

A second experiment, in which the amount of support for
nonces is kept constant will be able to distinguish these two
interpretations.

3. EXPERIMENT 2

The second experiment was a lexical decision experiment as
well. Its aim was to investigate whether the source of similarity
among word forms in a word family is relevant. Are nonces

processed differently if they resemble an inflected word form than
when they resemble a derived word form? If they are, we expect
differences in accuracy and response latencies among the nonces
of different types, correlating with the source of support for a
nonce.

3.1. Participants
Fifty-one native monolingual German adults took part the
experiment (these participants did not take part in experiment
1.) All of them were students at the University of Düsseldorf
and they were given course credit for their participation. Their
mean age was 22 years and 5 months. Forty-seven women and
4 men participated. Forty-five participants were right-handed, 6
were left-handed. One participant holds a university degree in
a non-linguistic subject and all other participants reported to
have a secondary school diploma that qualifies as entrance for
a university as their highest educational degree. All participants
had normal hearing and normal or corrected vision, and none of
them reported any neurological problems.

3.2. Material
We used the dissyllabic plural forms of the German nouns used
in experiment 1 and to create nonces we changed the stem vowel
of the plural form.

For the words of type 1—bA5t, bE5t@, bE5tç@n—we created
a nonce by changing the front vowel of the plural word form to
back: bA5t@. This nonce is only similar to the singular word form.
Words and nonces of type 1 nonces are listed in Table A2 in the
Appendix (section III).

For the words of type 2—bot, bot@, bøtç@n—we created a
nonce form by changing the back vowel of the plural to front:
bøt@. This nonce is only similar to the diminutive word form.
Words and nonces of type 2 are listed in Table A3 in the
Appendix (section III).

For the words of type 3—fEst, fEst@, fEstç@n—we created a
nonce form by changing the front vowel of the plural to back:
fOst@ or by changing the back vowel of the plural to front: [pEt@].
Neither of these nonces are similar to a word form in the word
family of the existing words upon which they are based. Words
and nonces of type 3 are listed in Table A4 in the Appendix
(section III).

In addition we selected as fillers 180 existing dissyllabic plural
words from the same inflectional class as the words, and 180
nonces based on these fillers. The total amount of items was
therefore 540. They are all listed in the Appendix (section III).

3.3. Procedure
The procedure for experiment 2 was identical to experiment 1.

3.4. Results
Wefirst consider the accuracy of the participants. This establishes
that the participants understood the task. The data in Table 8

show that words of type 1 were recognized best as words, whereas
the percentages correct answers to types 2 and 3 words are
very similar. These relatively low percentages show that it was
relatively difficult for the participants to recognize the words as
existing words. The reasonmight be that the words in experiment
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TABLE 8 | Proportions of correct answers of words in Experiment 2.

Type 1 (bE5t@) Type 2 (bot@) Type 3 (fEst@)

Correct 77% 71% 73%

TABLE 9 | Logistic regression analysis of the accuracy of the judgements of the

participants to words in experiment 2.

Estimate STD. error z-value Pr(> |z|)

(Intercept = type 1) 1.92 0.34 5.67 0.00

Type 2 −0.70 0.23 -3.00 0.00

Type 3 −0.42 0.23 -1.80 0.07

TABLE 10 | Proportions of incorrect answers of nonces in Experiment 2.

Type 1 (bA5t@) Type 2 (bøt@) Type 3 (fOst@)

Incorrect 32% 31% 21%

TABLE 11 | Logistic regression analysis of the accuracy of the judgements of the

participants to nonces in experiment 2.

Estimate STD. error z value Pr(>|z|)

(Intercept = type 1) 1.02 0.31 3.32 0.00

Type 2 0.02 0.19 0.12 0.90

Type 3 1.04 0.20 5.16 0.00

2 are plurals, which were presented to the participants without
context. The participantsmay have expected singulars by default–
since singulars are on average more frequent–and, not finding a
fitting singular in their mental lexicon, incorrectly rejected it as a
word.

A logistic mixed effects model with accuracy as dependent
variable and Type as fixed effect, and random slopes for items
and participants shows that the difference in Table 8 between
words of types 1 and 2 is significant. Type 3 words caused more
mistakes, but the difference is not significant, as is illustrated in
Table 9.

Table 10 is an overview of the incorrect acceptance of the
nonces in experiment 2. Most mistakes were made in types 1 and
2 nonces, while the number ofmistakes to type 3 nonces is smaller
than to types 1 and 2 nonces.

The data in Table 10 were analyzed in a logistic mixed
effects model with accuracy as dependent variable and with
Type as fixed effect, and random slopes for items and
participants. The analysis confirms that nonces of types 1
and 2 are judged equally accurately, whereas nonces of
type 3 are judged with greater accuracy, as is illustrated in
Table 11.

We expected that the source of support mattered and that
nonces that are supported by an inflected form are treated
differently from nonces that have support from a diminutive. It

TABLE 12 | Linear regression analysis of the response latencies of the

judgements to correctly accepted words in experiment 2.

Estimate STD. error def t value Pr(>|t|)

(Intercept = type 1) 6.36 0.05 129.05 120.31 0.00

Type 2 0.13 0.06 86.82 2.26 0.03

Type 3 0.10 0.06 86.61 1.75 0.08

TABLE 13 | Linear regression analysis of the response latencies of the

judgements to incorrectly accepted nonces in experiment 2.

Estimate STD. error df t value Pr(>|t|)

(Intercept = type 1) 6.72 0.04 75.80 178.83 0.00

Type 2 −0.08 0.03 78.04 −2.94 0.00

Type 3 −0.08 0.03 100.87 −2.69 0.01

turns out, though, that nonces of types 1 and 2 are both mistaken
for words to the same extent, but differently from type 3.2

Let us turn to the analysis of the reaction times. The results of a
linearmixed effectsmodel with the logarithm of theReaction time
as dependent variable and Type (types 1, 2, and 3), is presented in
Table 12. Item and Participants were given random slopes.

Words of type 2 are reacted to slower than words of type 1, and
words of type 3 are reacted to a bit slower, but not significantly,
than words of type 1. An analysis in which the fixed factor was
reheeled so as to make type 2 the intercept (the analysis is not
shown here), showed that the difference between types 2 and 3
words is not significant. The reaction time data, too, show that
types 1 and 2 are different from type 3 words.

We also analyzed the accuracy data of incorrectly accepted
nonces, that we have presented in Table 10. The participants
thought erroneously that these were words and in that case
the paradigm may have been activated to influence the reaction
times.

The results of a linear mixed effects model with the logarithm
of the Reaction time as dependent variable and Type (types 1,
2, and 3), as fixed factor, and random slopes for Items and
Participants is presented in Table 13. The analysis shows that
the reaction times to items of types 2 and 3 are slightly, but
significantly, faster than reaction times to items of type 1.

Nonce words of type 1 are supported by an inflected form,
while nonce words of type 2 are supported by a derived form, and
nonce words of type 3 have no support at all in their word family.
The reaction time analysis indicate that having support from an
inflected form in the word family makes the reaction times slower
than having support from a derived form or no support at all.

In combination with the analysis of accuracy, the data indicate
that participants are the accuracy of their judgements is not
affected by the source of support for a nonce (Table 11), but
the source of support does affect the time they need to take
their erroneous decision. the influence of word forms in a word

2Reheeling of our factors showed that this types 1 and 2 and indeed the same and

that they are different from type 3.
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family is not equal from all forms to all other forms, as a list
interpretation of the representation of paradigms in the mental
lexicon would lead us to believe.

4. DISCUSSION

On the basis of the findings of Schriefers et al. (1992); Ernestus
and Baayen (2007b), we set out to investigate two questions.
This first was whether word forms that are morphologically
related influence each other’s recognition, even if they differ
in a complete phoneme. The second was whether inflectionally
related words exert more influence on each other than
denotationally related words on inflected words.

In a first lexical decision experiment we assessed whether
nonces that differ in one phoneme and have support from two
word forms in the word family are treated differently from nonces
that differ from words in one phoneme and have support from
one word form, or whether they are treated differently from
nonces without any support. We used nouns of three subtypes
of the same inflectional class. In the first subtype the plural form
has a front vowel (Bart “beard, sg.” and Bötchen “beard, pl.”);
the second subtype has a back vowel in the plural (for example
Boot “boat, sg.” and Boote “boat, pl.”); the third subtype has a
front vowel in the singular and the plural (Fest “party, celebration
sg.” and Feste “party, celebration, pl.”) All three subtypes have
diminutives with front vowels: Bärtchen “little beard,” Bötchen
“little boat,” and Festchen “little party, celebration.” The word
forms in these word families sometimes differ by one phoneme,
for example vowel in the singular of Bart is back and its
counterpart in the plural is front Bärt. We used the diminutives
to investigate whether inflected forms (singulars and plurals)
affect each othermore strongly than inflected forms affect derived
forms (singulars and plurals as opposed to diminutives.)

We expected that, if morphology plays a role in word
recognition, the nonces with support from word forms in the
word family would be more likely to be mistaken for a word.
As a consequence, such a nonce would be more likely to be
erroneously accepted as a word (type 1 nonces in experiment 1).
Moreover, we expected that the source of support would affect the
reaction times and the accuracy to judgements of nonces, since
we hypothesize that not all words forms in a word family affect
each other to the same extent.

These expectations were borne out. Participants were more
likely to mistake a nonce for a word if the phonological make
up of a nonce was supported by two word forms in the word
family (see Tables 4, 7). However, as the participants made
relatively few mistakes, the reaction time data do not allow us
a firm conclusion, even though the tendency in the data hints
at a faster decision in case a nonce is supported by two forms
in the word family. We extend the results from (Schriefers
et al., 1992; Ernestus and Baayen, 2007b) by showing that
even morphologically related word forms that differ in one
phoneme affect each other’s response latencies, provided they are
morphologically related.

In a second lexical decision experiment we assessed whether
a derived item exerts less influence on an inflected item, than

inflected items on each other. We expected that a nonce that
resembles an inflected form would be more likely to be mistaken
for a word than when a nonce resembled a derived form (types
1 and 2 nonces in experiment 2). Moreover, we expected that the
difference in response latencies of incorrect reactions to a nonce
that resembles an inflected form are different than the response
latencies of incorrect answers to a nonce that resembles a derived
form (types 1 and 2 nonces in experiment 2).

The expectations were partially borne out. Nonces that are
similar to an inflected word are mistaken for a word as often
as nonces that are similar to a derived word. This shows that
derived words do indeed influence inflected words and that
inflected words influence each other, but not that the strength
of the influence is determined by the source of the influence.
However, the response latencies show that a nonce that has
support from an inflected form (nonces of type 1) take longer to
be erroneously accepted as a word than a nonce that has support
from a derived form (type 2) or a nonce that has no support
(type 3).

In combination the results show that morphologically related
word forms that differ in a vowel phoneme affects each other,
and that the influence of word forms in a paradigm is not equal:
Inflected word forms exert a stronger influence on each other
than a derived word form on an inflected word form. In short,
the results of experiment 1 and 2 together suggest that the frame
representation proposed in Figure 5 is on the right track.

These results are reflected in the frame representations (see
Figures 1–5): inflected forms share a central node and influence
each other more strongly. The influence of derived words on
inflected words is smaller because they do not share a central
node with inflected word forms.

Ernestus and Baayen (2007b) showed that both inflected
words and derived words influence each other, but their items
were almost identical and differed only in subphonemic detail.
This, it may turn out, is a crucial difference with our study.
in order for derived forms to exert a greater influence on
inflected forms it may be necessary for them to not only resemble
the inflected words semantically, but also phonologically and
phonetically. This would also extend to the results of Schriefers
et al. (1992).

Our results support network models in which word
forms are organized according to morphological affiliation,
and phonological and semantic similarity. We have made
the morphological organization more specific to include the
difference between inflection and derivation as a difference
between the referential node within a concept. In processing
this difference is reflected by the fact that the influence of
inflected words on each other is stronger than the influence of
derived forms on inflected forms. Moreover, we have provided
an argument to further incorporate word families in models of
word recognition.

Moreover, by proposing a frame representation we
have connected the psycholinguistics motivated network
models (Schriefers et al., 1992; Schreuder and Baayen, 1995)
with attribute-value models (Bonami and Crysmann, 2016), in
general and frame models in particular (Gamerschlag et al., 2013;
Löbner, 2014; Andreou, 2018).
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5. CONCLUSION

Our experiments provided further evidence that the mental
lexicon is organized along morphological lines. Much evidence
in the literature shows that derived word forms themselves for
networks of related derived word forms (Schriefers et al., 1992;
Schreuder and Baayen, 1997; Vannest et al., 2002; Moscoso del
Prado Martín et al., 2004; Lehtonen et al., 2007). Our results
extends these findings to inflectionally related word forms and
further entrench the theory that inflectionally related words
are also represented as a network. This provides evidence for
a network of paradigmatic relations, that we represented as
a frame in Figures 1–5. Inflectionally related forms share a
referential node, while in derived words the referential node is a
different one.

ETHICS STATEMENT

The DFG (Deutsche Forschungsgemeinschaft) requires no
approval for behavioral experiments (reaction time) using
standard psycholinguistic stimulus materials (auditorilly
presented words) without any aversive or emotionally arousing
materials. Our institution is bound to the requirements of the
DFG, and also required no ethics approval. All participants
signed an informed consent form to participating in our
experiments.

AUTHOR CONTRIBUTIONS

RvdV: conception, design, analysis, writing; DB-H: design,
analysis, writing.

FUNDING

The funding of the Strategischer ForschungsFonds (Frames
in Phonology: Paradigms as representations) of the Heinrich-
Heine-Universität, and the financial support of the Deutsche
Forschungsgemeinschaft, SFB 991, D05 is gratefully
acknowledged.

ACKNOWLEDGMENTS

We thank Pascal Coenen, Kurt Erbach, Jens Fleischauer,
Todor Koev, Sebastian Löbner, Albert Ortmann, Wiebke
Petersen, Kim Strütjen, Peter Sutton and Fabian
Tomaschek.

SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found
online at: https://www.frontiersin.org/articles/10.3389/fcomm.
2018.00065/full#supplementary-material

REFERENCES

Andreou, M. (2018). A Frame-Based Approach to Evaluative Morphology.

Heinrich-Heine-Universität Düsseldorf.

Baayen, R., McQueen, J. M., Dijkstra, A., and Schreuder, R. (2003).

“Frequency effects in regular inflectional morphology: revisting Dutch

plurals,” in Morphological Structure in Language Processing, Trends in

Linguistics. Studies and Monographs 115, eds R. Baayen and R. Schreuder

(Berlin: Mouton de Gruyter).

Baayen, R. H., Piepenbrock, R., and Gulikers, L. (1995). The CELEX

Lexical Database (Release 2)[cd-rom]. Philadelphia, PA: Linguistic Data

Consortium, University of Pennsylvania [Distributor].

Baroni, M., Bernardini, S., Ferraresi, A., and Zanchetta, E. (2009). The wacky wide

web: a collection of very large linguistically processed web-crawled corpora.

Lang. Resour. Eval. 43, 209–226. doi: 10.1007/s10579-009-9081-4

Barsalou, L. (1992). “Frames, concepts, and conceptual fields,” in Frames, Fields

and Contrasts: New Essays in Semantic and Lexical Organization, eds A. Lehrer

and E. F. Kittay (Hillsdale, NJ: Lawrence Erlbaum Associates, Inc), 21–74.

Blevins, J. P. (2016). Word and Paradigm Morphology. Oxford, UK: Oxford

University Press.

Boersma, P., andWeenink, D. (2018). Praat: Doing Phonetics by Computer (version

6.0.39) [Computer Program]. Technical report, Universiteit van Amsterdam.

Bonami, O., and Crysmann, B. (2016). “The role of morphology in constraint-

based lexicalist grammars,” in Cambridge Handbook of Morphology, eds A.

Hippisley and G. T. Stump (Cambridge, UK: Cambridge University Press),

609–656.

Booij, G. (1995). The Phonology of Dutch. Oxford: Clarendon Press.

Cohen, J. D., MacWhinney, B., Flatt, M., and Provost, J. (1993). Psyscope: a new

graphic interactive environment for designing psychology experiments. Behav.

Res. Methods Instrum. Comput. 25, 257–271. doi: 10.3758/BF03204507

Davis, M. H., Marslen-Wilson, W. D., and Gaskell, M. G. (2002). Leading up the

lexical garden path: segmentation and ambiguity in spoken word recognition.

J. Exp. Psychol. Hum. Percept. Perform. 28:218. doi: 10.1037/0096-1523.

28.1.218

Eisenberg, P. (2004). Grundriss der deutschen Grammatik. Das Wort. Stuttgart;

Weimar: J.B. Metzler.

Ernestus, M., and Baayen, R. H. (2003). Predicting the unpredictable: interpreting

neutralized segments in dutch. Language 79, 5–38. doi: 10.1353/lan.2003.0076

Ernestus, M., and Baayen, R. H. (2006). The functionality of incomplete

neutralization in Dutch: the case of past-tense formation. Lab. Phonol. 8, 27–49.

Ernestus, M., and Baayen, R. H. (2007a). Intraparadigmatic effects on the

perception of voice. Amsterdam Stud. Theory Hist. Linguist. Sci. Series 4, 286,

153–174.

Ernestus, M., and Baayen, R. H. (2007b). Paradigmatic effects in auditory word

recognition: the case of alternating voice in Dutch. Lang. Cogn. Process. 22,

1–24. doi: 10.1080/01690960500268303

Faaß, G., and Eckart, K. (2013). “Sdewac – a corpus of parsable sentences from the

web,” in Language Processing and Knowledge in the Web, eds I. Gurevych, C.

Biemann, and T. Zesch (Berlin, Heidelberg: Springer), 61–68.

Gahl, S., and Strand, J. F. (2016). Many neighborhoods: phonological and

perceptual neighborhood density in lexical production and perception. J. Mem.

Lang. 89, 162–178. doi: 10.1016/j.jml.2015.12.006

Gamerschlag, T., Gerland, D., Osswald, R., and Petersen, W. (2013). Frames

and Concept Types: Applications in Language and Philosophy, Vol. 94. Cham:

Springer Science & Business Media.

Gaskell, M. G., and Marslen-Wilson, W. D. (1997). Integrating form and meaning:

a distributed model of speech perception. Lang. Cogn. Process. 12, 613–656.

Hall, K. C., Allen, B., Fry, M., Mackie, S., and McAuliffe, M. (2015).

Phonological Corpustools.Technical report, (https://github.com/

PhonologicalCorpusTools/CorpusTools/releases)

Haspelmath, M., and Sims, A. D. (2010). Understanding Morphology, 2nd Edn.

Understanding Language Series. Abingdon: Routledge.

Isel, F., and Bacri, N. (1999). Spoken-word recognition: the access to embedded

words. Brain Lang. 68, 61–67.

Frontiers in Communication | www.frontiersin.org 11 January 2019 | Volume 3 | Article 65

https://www.frontiersin.org/articles/10.3389/fcomm.2018.00065/full#supplementary-material
https://doi.org/10.1007/s10579-009-9081-4
https://doi.org/10.3758/BF03204507
https://doi.org/10.1037/0096-1523.28.1.218
https://doi.org/10.1353/lan.2003.0076
https://doi.org/10.1080/01690960500268303
https://doi.org/10.1016/j.jml.2015.12.006
https://github.com/PhonologicalCorpusTools/CorpusTools/releases
https://github.com/PhonologicalCorpusTools/CorpusTools/releases
https://www.frontiersin.org/journals/communication
https://www.frontiersin.org
https://www.frontiersin.org/journals/communication#articles


van de Vijver and Baer-Henney Paradigms in the Mental Lexicon

Jurafsky, D. (1996). Universal tendencies in the semantics of the diminutive.

Language 72, 533–578.

Kawaletz, L., and Plag, I. (2015). “Predicting the semantics of English

nominalizations: a frame-based analysis of-ment suffixation,” in Semantics

of Complex Words, eds L. Bauer, L. Körtvélyessy, and P. Stekauer (Springer),

289–319.

Kemps, R. J., Wurm, Lee, H., Ernestus, M., Schreuder, R., and Baayen, R. (2005).

Prosodic cues for morphological complexity in Dutch and English. Lang. Cogn.

Process. 20, 43–73. doi: 10.1080/01690960444000223

Koefoed, G. A. (1979). Paradigmatische invloeden op fonetische processen. Glot

Spec. 51–72.

Köpcke, K.-M. (1988). Schemas in German plural formation. Lingua 74, 303–335.

Lehtonen, M., Cunillera, T., Rodríguez-Fornells, A., Hultén, A., Tuomainen, J.,

and Laine, M. (2007). Recognition of morphologically complex words in

Finnish: evidence from event-related potentials. Brain Res. 1148, 123–137.

doi: 10.1016/j.brainres.2007.02.026

Löbner, S. (2014). “Evidence for frames from human language,” in Frames and

Concept Types (Springer), 23–67.

Luce, P. A. (1985). Structural Distinctions Between High and Low FrequencyWords

in Auditory Word Recognition. Ph.D., thesis, Indiana University.

Luce, P. A., and Pisoni, D. B. (1998). Recognizing spoken words: the neighborhood

activation model. Ear Hear. 19:1.

Marslen-Wilson, W., and Zwitserlood, P. (1989). Accessing spoken words: the

importance of word onsets. J. Exp. Psychol. Hum. Percept. Perform. 15:576.

McQueen, J. M. (2007). “Eight questions about spoken-word recognition,” in The

Oxford Handbook of Psycholinguistics, ed M. G. Gaskell (Oxford, UK: Oxford

University Press), 37–53.

McQueen, J. M., and Cutler, A. (1998). “Morphology in word recognition,” in The

Handbook of Morphology, eds A. Spencer and A. Zwicky (Oxford: Blackwell

Publishers), 406–427.

McQueen, J. M., Cutler, A., Briscoe, T., and Norris, D. (1995). Models of

continuous speech recognition and the contents of the vocabulary. Lang. Cogn.

Process. 10, 309–331.

Moscoso del Prado Martín, F., Bertram, R., Häikiö, T., Schreuder, R., and Baayen,

R. H. (2004). Morphological family size in a morphologically rich language: the

case of Finnish compared with Dutch and Hebrew. J. Exp. Psychol. Learn. Mem.

Cogn. 30:1271. doi: 10.1037/0278-7393.30.6.1271

Neef, M. (1998). “The reduced syllable plural in German,” inModels of Inflection,

ed R. Fabri (Tübingen: Niemeyer Tübingen), 244–265.

Petersen, W., and Osswald, T. (2014). “Concept composition in frames: focusing

on genitive constructions,” in Frames and Concept Types, eds T. Gamerschlag,

D. Gerland, R. Osswald and W. Petersen (Cham: Springer), 243–266.

Pisoni, D. B., Nusbaum, H. C., Luce, P. A., and Slowiaczek, L. M. (1985). Speech

perception, word recognition and the structure of the lexicon. Speech Commun.

4, 75–95.

Salverda, A. P., Dahan, D., and McQueen, J. M. (2003). The role of prosodic

boundaries in the resolution of lexical embedding in speech comprehension.

Cognition 90, 51–89. doi: 10.1016/S0010-0277(03)00139-2

Schreuder, R., and Baayen, H. R. (1995). “Modeling morphological processing,” in

Morphological Aspects of Language Processing, ed L. B. Feldman (Hillsdale, NJ:

Lawrence Erlbaum Associates), 131–156.

Schreuder, R., and Baayen, R. H. (1997). How complex simplex words can be. J.

Mem. Lang. 37, 118–139.

Schriefers, H., Friederici, A., and Graetz, P. (1992). Inflectional and derivational

morphology in the mental lexicon: Symmetries and asymmetries in repetition

priming. Q. J. Exp. Psychol. 44, 373–390.

Seyfarth, S., Ackerman, F., and Malouf, R. (2014). “Implicative organization

facilitates morphological learning,” in Annual Meeting of the Berkeley

Linguistics Society, (Berkeley, CA), 480–494.

Shaoul, C., and Tomaschek, F. (2013). A Phonological Database Based on

CELEX and N-Gram Frequencies from the SWEDAC Corpus. Berhard-Karls-

Universität Tubingen. Available online at: https://fabian-tomaschek.com/

publications/

Stanners, R. F., Neiser, J. J., Hernon, W. P., and Hall, R. (1979). Memory

representation for morphologically related words. J. Verbal Learn. Verbal

Behav. 18, 399–412.

Thieroff, R. and Vogel, P. M. (2009). Flexion. Heidelberg: Winter.

Vannest, J., Bertram, R., Järvikivi, J., and Niemi, J. (2002). Counterintuitive

cross-linguistic differences: more morphological computation in English than

in Finnish. J. Psycholinguist. Res. 31, 83–106. doi: 10.1023/A:10149349

15952

Vitevitch, M. S., and Luce, P. A. (1999). Probabilistic phonotactics and

neighborhood activation in spoken word recognition. J. Mem. Lang. 40,

374–408.

Warner, N., Good, E., Jongman, A., and Sereno, J. (2003). Orthography and

underlying form in incomplete neutralization. Acoust. Soc. Am. J. 114, 2396–

2396. doi: 10.1121/1.4778088

Warner, N., Good, E., Jongman, A., and Sereno, J. (2006). Orthographic vs.

morphological incomplete neutralization effects. J. Phonet. 34, 285–293.

doi: 10.1016/j.wocn.2004.11.003

Warner, N., Jongman, A., Sereno, J., and Kemps, R. (2004). Incomplete

neutralization and other sub-phonemic durational differences in

production and perception: evidence from Dutch. J. Phonet. 32, 251–276.

doi: 10.1016/S0095-4470(03)00032-9

Weber, A., and Scharenborg, O. (2012). Models of spoken-word

recognition. Wiley Interdiscipl. Rev. Cogn. Sci. 3, 387–401. doi: 10.1002/

wcs.1178

Zwitserlood, P. (1989). The locus of the effects of sentential-

semantic context in spoken-word processing. Cognition 32, 25–64.

doi: 10.1016/0010-0277(89)90013-9

Conflict of Interest Statement: The authors declare that the research was

conducted in the absence of any commercial or financial relationships that could

be construed as a potential conflict of interest.

Copyright © 2019 van de Vijver and Baer-Henney. This is an open-access article

distributed under the terms of the Creative Commons Attribution License (CC BY).

The use, distribution or reproduction in other forums is permitted, provided the

original author(s) and the copyright owner(s) are credited and that the original

publication in this journal is cited, in accordance with accepted academic practice.

No use, distribution or reproduction is permitted which does not comply with these

terms.

Frontiers in Communication | www.frontiersin.org 12 January 2019 | Volume 3 | Article 65

https://doi.org/10.1080/01690960444000223
https://doi.org/10.1016/j.brainres.2007.02.026
https://doi.org/10.1037/0278-7393.30.6.1271
https://doi.org/10.1016/S0010-0277(03)00139-2
https://fabian-tomaschek.com/publications/
https://fabian-tomaschek.com/publications/
https://doi.org/10.1023/A:1014934915952
https://doi.org/10.1121/1.4778088
https://doi.org/10.1016/j.wocn.2004.11.003
https://doi.org/10.1016/S0095-4470(03)00032-9
https://doi.org/10.1002/wcs.1178
https://doi.org/10.1016/0010-0277(89)90013-9
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/communication
https://www.frontiersin.org
https://www.frontiersin.org/journals/communication#articles

	Paradigms in the Mental Lexicon: Evidence From German
	1. Introduction
	2. Experiment 1
	2.1. Participants
	2.2. Material
	2.3. Procedure
	2.4. Results

	3. Experiment 2
	3.1. Participants
	3.2. Material
	3.3. Procedure
	3.4. Results

	4. Discussion
	5. Conclusion
	Ethics Statement
	Author Contributions
	Funding
	Acknowledgments
	Supplementary Material
	References


