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This study investigated the acquisition of depicting signs (DS) among students

learning a signed language as their second-modality and second-language

(M2L2) language. Depicting signs, broadly described, illustrate actions and

states. This study sample includes 75 M2L2 students who were recruited

from college-level American Sign Language (ASL) courses who watched

and described three short clips from Canary Row the best they could in

ASL. Four types of DS were coded in the students’ videorecorded retellings:

(1) entity depicting signs (EDS); (2) body part depicting signs (BPDS); (3)

handling depicting signs (HDS); and (4) size-and-shape specifiers (SASS).

Results revealed that SASS and HDS increase in instances as students advance

in their ASL learning and comprehension. However, EDS expressions did not

have a relationship with their ASL comprehension. ASL 2 students produced

less DS than the ASL 1 students but did not di�er from the ASL 3+ students.

There were no di�erences in instances of BPDS among the three groups of

L2 learners although their ability to produce BPDS was correlated with their

ASL comprehension. This study is the first to systematically elicit depicting

signs from M2L2 learners in a narrative context. The results have important

implications for the field of sign language pedagogy and instruction. Future

research, particularly cross-sectional and/or longitudinal studies, is needed to

explore the trajectory of the acquisition of DS and identify evidence-based

pedagogical approaches for teaching depicting signs to M2L2 students.
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Introduction

While teaching signed language is increasing in popularity

worldwide, very little research has been done related to how

hearing individuals learn sign languages on a global scale.

Hearing second language (L2) learners are not only learning a

new language, but also a new visual-gestural modality (M2) of

communication (Chen Pichler and Koulidobrova, 2016). Little

is known about how hearing students learn American Sign

Language (ASL) as a second language in a second modality.

Rosen (2020) discussed how practitioners in the field “often

revert to their own understanding of what language is, how

to teach it, how learners learn, and how to assess learners’

language knowledge and skills” (p. 17). This study builds on

Clark’s (2016) theoretical framework of depiction as basic tools

to relay information about people, places, things, and events.

In this article, we describe how M2L2 learners acquire skills

related to depicting signs in the visual-gestural modality as

observed in a cross-sectional study. In literature, some sign

language researchers use the word classifiers. In this paper, we

will refer classifiers to depicting signs. The use of depicting signs

by deaf signers has been well-documented across a variety of

signed languages and ages; deaf children as young as 2–3 years

of age (Schick, 1987; Slobin et al., 2003) can produce depicting

handshapes that are a part of depicting signs. The present study

focused on four different depicting signs: (1) Entity depicting

signs; (2) Body part depicting signs; (3) Handling depicting

signs; and (4) Size-and-shape specifiers (SASS). The study

provides insight into the difficulties they encounter and typical

learner behaviors.

Some of the subjects in this study took ASL classes.

Those subjects who took ASL classes at the university were

exposed to the same curriculum, an ASL e-curriculum, that

was based on the American Council of Teaching Foreign

Languages (ACTFL)’s national standards. ACTFL published ASL

national standards (Ashton et al., 2014). The philosophy behind

ACTFL foreign language classes is based on a “spiral” concept:

everything should be introduced at the beginning level and

continue to be taught in more advanced classes. For example,

basic and static depicting handshapes that do not require much

movement are introduced in beginning ASL classes. More

complex levels of depicting handshapes and signs including

entity that entails movement are introduced later in more

advanced ASL classes. The ASL program for foreign/modern

language credit has ∼1,000 students every year. ASL classes

enroll up to 20 students in each class. Approximately ten faculty

members teach ASL classes for foreign/modern credits. Most

of these faculty members are either lecturers (non-tenure track

faculty) or adjunct faculty members. Tenure track and tenured

faculty are reserved for matriculated interpreting classes with

degree-seeking students. We recognize the variations regarding

teaching experience and qualifications.

Background

Second language and second modality
learners

Despite the growth of interest in researching the fields of sign

second language acquisition (SSLA) and sign language pedagogy

in the past 30 or so years, there is not much research in SSLA (see

Chen Pichler and Koulidobrova, 2016; Boers-Visker and Pfau,

2020; Rosen, 2020; Schönström, 2021). While spoken languages

are oral-aural, signed languages are gestural-visual. Here we

discuss the second modality of second language learners whose

first modality (M1) is a spoken language (based on sound and

use of theirmouth and tongue) andwhose secondmodality (M2)

is a signed language (based on vision and use of body, hands,

arms, head, and facial expressions). Most foreign language

students learn their second language in their first modality

(M1L2) but here we focus on those learning a second language

in their second modality (M2L2) (Hill et al., 2018). There are

many variables to consider related to L2 acquisition compared to

first language (L1) acquisition. Learners acquiring their second

language come from different native language backgrounds and

are at different stages of life (e.g., childhood L2 and adult L2).

In this study we focus primarily on adult learners who take

ASL classes as part of their foreign/modern language credit

requirements at a private university in the Northeastern part of

the United States. “Extending L2 investigations to sign language

introduces yet another important variable, that of modality. . . In

view of these potential modality effects, it is quite plausible that

learning a second language in a different modality from one’s

first languagemay present possibilities, difficulties, and therefore

development patterns that do not occur for L2 learning in the

same modality as one’s L1” (Chen Pichler and Koulidobrova,

2016, p. 219).

Literature on spoken L2 acquisition focuses a great deal on

linguistic transfer. Some common research questions related to

M2L2 are whether M2L2 learners’ linguistic features transfer

from M1 to M2 and L1 to L2. If yes, which linguistic features

tend to transfer? Do these learners’ patterns transfer to M2L2

because of their early mastery of a spoken language or because

of their use of gestures? Language transfer has been documented

for L2 learners at all grammatical levels. For example, L2 learners

may apply their word order patterns in their L2 that follow

the word order in their first language: an ASL student whose

first language is English might attempt to sign ASL or use

gestures using English word order and syntactic rules. Some

studies show that for M2L2 learners, experience with gestures

including co-speech gestures, facial expressions and other non-

manual cues could transfer into L2 learners’ attempt to express

in sign language (see Taub et al., 2008; Chen Pichler, 2009, 2011;

Brentari et al., 2012; Ortega, 2013; Ortega and Morgan, 2015).

More research is needed to explore the extent of potentially

transferable features especially in M2L2 learners.
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Narratives

The research methodology in this paper involves narrating a

story. Here, we focused on narratives in this study to investigate

how second language users (L2) use depicting signs. Research

related to narrative tasks is well-established (see Robinson,

1995; Foster and Skehan, 1996; Skehan and Foster, 1997, 1999;

Bygate, 1999). According to Albert and Kormos (2011), this

research methodology usually involves creation of a story in

response to a stimulus, such as a picture or a film. Methods of

language teaching also often employ tasks that entail narrating

or retelling a story, allowing students to use their imagination

to generate new ideas (Swain, 1985). L2 spoken language

instruction employs communicative and task-based language

methods, including telling narratives (Albert and Kormos,

2011).

There are a number of studies related to oral narrative

performance tasks in spoken language research. These tasks

generally involve some storytelling and an opportunity to

use one’s imagination (Albert and Kormos, 2011). Narrating

a story in a second language is an increasingly popular

language elicitation tool; however, researchers affirm that

it is one of the most difficult and challenging aspects of

language production (Ellis, 1987; Robinson, 1995). Challenges

include remembering the series of events in the story and

establishing a variety of viewpoints, as well as mastering

lexical, syntactic, and pragmatic linguistic features (Norbury

et al., 2014). Constructing a narrative is challenging because

both language and cognitive tasks occur at the same time.

Producing cohesive, coherent, and structured narratives requires

sophisticated language and cognitive skills (see Bamberg and

Damrad-Frye, 1991). Gulamani et al. (2022) expressed that

narrative is an interesting area of study in L2 acquisition since

it can provide us with a rich source of data related to linguistic

and cognitive tasks as well as data that compare language fluency

among M2L2 late learners with those of early learners.

Gestures

Though there has been a great deal of research on the

topic of gesture in psychology and linguistics, researchers do

not have an agreed-upon definition of gesture. Kendon (1986),

who advocated for studying gesture in a second language

context, recognized that gestures may be considered gradient or

gestural and are integral to the very working of the system as

a language (Kendon, 2008). McNeill described a gesture as “an

unwitting, non-goal-directed action orchestrated by speaker-

created significances, having features of manifest expressiveness”

(2016, p. 28). Furthermore, McNeill (2016) emphasized that an

expressive action is part of the process of speaking that enacts

imagery. Silent gestures and co-speech gestures (those gestures

that co-occur with speech) (McNeill, 1992; Kendon, 2004) are

commonly used by individual naïve gesturers. Capirci et al.

(2022) described how throughout most of the twentieth century,

“different models proposed to describe signed languages were

based on a hierarchy: only the lexical units (i.e., standardized

in form and meaning signs) were considered at the core of the

language, while the productive signs (i.e., iconic constructions)

were pushed to the linguistic borderline, closer to the level of

gesticulation and mime” (p. 6,365).

One can distinguish gestures used by sign naïve gesturers

(1) to support or complement speech (co-speech) or (2) as

silent gestures. This might be a conscious process, but may well

be unconsciousness. Learners of M2L2 might recruit gestures

as a way to express themselves when they do not master a

language yet. So they might produce a gesture for an object in

case they lack the lexeme. In this case, gestures serve another

role as a deliberate strategy to get the information across. Some

gestures resemble sign language lexemes. For example, Brentari

et al. (2012) describes hand-as-object gestures and Ortega et al.

(2020) describes some iconic transparent lexemes (e.g., drink,

play-piano, etc).

Gullberg (2006) explained how gestures are relevant to the

study of Second Language Acquisition (SLA): “Gestures can

therefore be studied as a developing system in their own right

both in L2 production and comprehension” (p. 103). Gestures

are important in M2L2 studies, namely, since it is possible that

beginning sign language learners resort to gestures in absence of

any knowledge of sign language. It is possibility that beginning

sign language learners also use transfer of gestures, just like

learners of other language pairs might transfer a lexeme or

grammatical signs of their L1 in their L2 (Chen Pichler and

Koulidobrova, 2016). It is possible that some sign language

learners might depend on their gestural repertoire in their

learning process when they do not know how to produce the

signs or remember how to sign them.

When acquiring a second language, learners draw from any

available semiotic resources and not only from their linguistic

experience (Ortega et al., 2020). Research in the field of sign

language has shown that signed languages may share some

properties with gesture especially the locative relationships

between referents and participants involved in action (Casey

S., 2003; Casey S. K., 2003; Liddell, 2003a,b; Kendon, 2004;

Schembri et al., 2005). Schembri et al. (2005) tested deaf native

signers of Australian Sign Language (Auslan), deaf signers of

Taiwan Sign Language (TSL), and hearing non-signers using

the Verbs of Motion Production task from the Test Battery

for ASL Morphology and Syntax. They found that that the

handshape units, movement and location units appear to be very

similar between the responses of non-signers, Auslan signers

and TSL signers. This confirm the other data that claim that

depicting handshape constructions are blends of linguistic and

gestural elements (Casey S., 2003; Casey S. K., 2003; Liddell,

2003a,b; Kendon, 2004; Schembri et al., 2005). M2L2 learners do

have access to a repertoire of gestures (Boers-Visker, 2021a,b).
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There is a body of literature that shows that there are some

similarities between some gestures and signs. Ortega et al. (2019)

suggested that gestures that overlap in form with signs are

called “manual cognates.” Ortega and Özyürek (2020) found

that the gesturers used similar systematic signs and that many

signs involving acting, representing, drawing and molding were

considered cognates.

Depiction

Depicting is a common part of everyday communication.

Clark’s (2016) explained that people use a basic method of

communication through describing, pointing at things, and

“depicting things with their hands, arms, head, face, eyes, voice,

and body, with and without props” (p. 324). Some examples

Clark’s (2016) described include iconic gestures, facial gestures,

quotations of many kinds, full-scale demonstrations, and make-

believe play. Depiction is used by all (spoken and signed)

language users, and that for sign languages, this is accomplished

by using depicting handshapes and signs. Depiction can also

include behaviors that are not actually happening but are

a representation of behaviors or events (Goffman, 1974).

Gesturers have been shown to deploy depiction in such signs as

“like this,” where “like this” functions to introduce the depiction,

which can simply be a gesture (Fillmore, 1997; Streeck, 2008).

Cuxac (1999, 2000) proposed that, with depiction, a signer can

“tell by showing,” Cuxac driven by an illustrative goal.

Ferrara and Halvorsen (2017) and Ferrara and Hodge

(2018) applied Clark’s theory on spoken communication to

signed languages. Clark’s (2016) theory was based on Peirce’s

(1994) work which identified the foundational principles of

categorization of semiotic signs into symbols, indices, and icons.

Ferrara and Halvorsen (2017) and Ferrara and Hodge (2018)

proposed that there are different ways to display signs based on

the signer’s intentions.

The main function of verbs is “to encode meaning related

to action and states” (Valli et al., 2011, p. 133). In sign language

literature, Liddell (2003a) first coined the term “depicting verbs.”

Thumann (2013) identifies depiction as “the representation of

aspects of an entity, event, or abstract concept by signers’ use

of their articulators, their body, and the signing space around

them” (p. 318). Valli et al. (2011) explained, “like other verbs

[depicting verbs] contain information related to action or state

of being” (p. 138). An example of depiction in ASL is BIKE-GO-

UP-THE-HILL (translation: “The bike is being ridden up a hill”).

For this paper, we will use “depictive signs” as an umbrella term

for the categories we are analyzing.

Conceptual blending is the combination of words and ideas

to create meaning in various ways. Liddell (2003a) extended

Fauconnier’s (2001) conceptual blending theory to ASL to

explain the structure of depicting signs. Valli et al. (2011) offered

an example of blending: two people are sitting in an office having

a conversation. One of the interlocutors wants to describe the

street where she lives. She could set up objects on the table as

a visual representation of her street; she might use a book to

represent her house, a folder to represent her neighbor’s house,

and a pen to represent the railroad tracks at the end of the

street. Liddell (2003a) describes how these real items on the table

represent part of the imagined “scene” of the street where she

lives. Because ASL is a visual language, ASL users can present

conceptual blending by using their fingers, hands, arms, body,

and face as the “objects” that represent the scene in signing space.

Dudis (2004) offered another example: to describe a rocket flying

in space, a non-signing college professor might use a pen to

represent a rocket flying in space. Similarly, in ASL, signers

could represent the rocket by using the handshapes of either a

“1” or “R” instead of a pen. When signers represent an entity

or event that is not actually present, they may choose to use

depicting handshapes, signs and space to make unseen entities

visible (Thumann, 2013).

In a study that examined an ASL educational video

series, Thumann (2013) found that native ASL users produced

depiction an average of 20.44 times per minute. In another

study, ASL-English interpreters were asked to interpret two texts

twice, 12 years apart (Rudser, 1986). Their interpretations 12

years later included a greater number of depicting handshapes,

suggesting that an increased usage of depicting handshapes

aligns with a higher level of ASL fluency. In a similar

study, deaf children whose mothers who were native signers

displayed a greater usage of depicting handshapes compared

to deaf children whose mothers who were non-native signers

(Lindert, 2001). Halley (2020) suggested that non-native signers

may struggle with comprehending and producing depiction,

especially the depicting handshapes and signs. Thumann (2010)

agreed that second language learners of ASL find depiction

challenging to comprehend and produce. Wilcox and Wilcox

(1997) and Quinto-Pozos (2005) likewise found that second

language learners of ASL have difficulty producing depicting

handshapes. These studies support the evidence in this study—

that not all depicting signs are easy for M2L2 learners to

acquire. However, in another study, Boers-Visker (2021a,b)

conducted a study with 14 novel learners of Sign Language of

the Netherlands (NGT) over a period of 2 years. The NGT

learners were asked to produce sign language descriptions of

prompts containing various objects that could be depicted using

a depicting handshape. They found that the practice of denoting

an object with a meaningful handshape was not difficult to learn.

Depicting signs

Frishberg (1975) conducted one of the earliest studies

related to depicting handshapes in sign language; she described

depicting handshapes as “hand-shapes in particular orientations

[used] to stand for certain semantic features of noun arguments”

Frontiers inCommunication 04 frontiersin.org

https://doi.org/10.3389/fcomm.2022.896355
https://www.frontiersin.org/journals/communication
https://www.frontiersin.org


Kurz et al. 10.3389/fcomm.2022.896355

(p. 710). A subsequent body of work has contributed to the

description and analysis of depicting handshapes in almost

all known sign languages (Schembri, 2001; Zwitserlood, 2012).

Referents in handshapes signals that it has certain salient

characteristics, such as size and shape, or that the referents

represent a class of semantically related items (Cormier et al.,

2012).

Depicting signs entail information related to the location,

movement, path, and/or manner of movement of an argument

of the verb, as well as the two locations of both referents in

relation to each other (Schembri, 2001). Whole entity depicting

handshapes entail handshapes that represent an item from a

semantic group. For example, the Depicting Handshape (DH)-

3 handshape represents a car, motorcycle, or a bike; the DH-1

handshape represents upright beings (people and animals); and

the bent DH-V handshape represents people sitting or small

animals such as cats and birds. Handling depicting handshapes

represent a hand holding an item. For example, the flat-DH-C

handshape represents holding flat items with some thickness,

such as a book, piles of papers, or a cereal box. The DH-S

handshape represents holding cylindrical items. When a signer

uses a handling depicting handshape, it denotes that an agent is

manipulating an object in a particular way (e.g., holding a paint

roller; hands on steering wheel). As the name implies, body part

depicting handshapes represent a part of the body of a human or

animal. The body part depicting handshape DH-V (downward)

represents the legs of a human or upright animal, and the DH-

C (spread) represents the claws of an animal. Likewise, size-

and-shape specifiers describe the size or shape of an object. For

example, the DH-F handshape using one hand could represent a

circular object such as a coin or using both hands to represent a

cylindrical object by moving apart from each other (e.g., a stick,

pipe, or small pole). Depicting signs also include locations that

are encoded in the signing space.

Depicting signs may include one or two hands. For example,

a signer might use one hand to represent a person standing

up and another hand to represent a small animal. Schembri

(2003) described how it is possible simultaneously for one hand

to depict a whole entity depicting handshape while the other

hand employs a handling depicting handshape. Schembri (2003)

also explained that one of the depicting handshape types could

represent part of a static or moving referent and could be

combined with verb stems that represent the motion or location

of a referent.

Some studies of non-signers have shown that non-signers

use depicting handshape-like gestures to express motion events

(Singleton et al., 1993; Schembri et al., 2005). However, in a

study of Dutch signers, depicting handshapes used were found

to be highly conventionalized compared to non-signers’ gestures

(Boers-Visker and Van Den Bogaerde, 2019). Boers-Visker and

Van Den Bogaerde (2019) compared how two L2 subjects and

three L1 subjects used depicting handshapes and found that both

L2 subjects used depicting handshapes less frequently than the

L1 subjects. The visual representation of depicting handshapes

and depicting signs is new for many M2L2 students (Boers-

Visker, 2021a,b). There are a few recent studies that describe

how M2L2 learners acquire depicting handshapes and signs.

Marshall and Morgan (2015) studied British Sign Language

(BSL) M2L2 learners who had been learning BSL for 1–3

years. The researchers found that the learners were aware of

the need to use depicting handshapes to represent objects but

had difficulties in choosing the correct depicting handshapes

although the location did not lead to much difficulty. In another

study, Ferrara andNilsson (2017) looked at howNorwegian Sign

Language (NSL) learners used depicting handshapes and signs

to describe an environment. They found that the learners often

resorted to lexical signs instead of depicting handshapes and

signs and used lexical signs marked for location. In summary,

these studies showed that M2L2 students found it difficult to

acquire depicting handshapes and that it is a complex system

to learn.

Four types of depicting signs

Depicting signs— (Frishberg, 1975; Supalla, 1986)—“are

a productive semiotic resource for ironically representing

entities, spatial relationships, handling actions and motion

events in signed languages” (for overviews of their properties see

Emmorey, 2003; Zwitserlood, 2012) (McKee’s et al., 2021, p. 95).

Using a cognitive linguistics framework, depicting signs entail

their analog character and function in discourse (Liddell, 2003a;

Dudis, 2008; Ferrara, 2012). The the depicting signs identified

in this study included the four main types of depicting signs in

the in McKee’s et al. (2021) study. We coded the four types of

depicting signs in our data: (1) Entity depicting signs; (2) Body

part depicting signs; (3) Handling depicting signs; and (4) Size-

and-shape specifiers (SASS), as follows (the information/codes

below were adapted fromMcKee’s et al., 2021, p. 100–101).

Entity depicting signs

The handshape represents a whole or part of an entity that

belongs to a closed semantic category, for instance human beings

or vehicles. Whole Entity (Engberg-Pedersen, 1993) or semantic

depicting handshapes (Supalla, 1986) have also been used as

alternative names in the literature. The handshape can combine

with a movement that indicates motion path and/or manner of

the entity in space (unlike size-and-shape specifiers).

Body part depicting signs

Body parts of an animate referent, e.g., legs, eyes, feet, head,

are mapped onto the signer’s fingers or hands.
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Handling depicting signs

In handling depicting signs, the movement that combines

with a depicting handshape imitates how an object is touched

or handled. Padden et al. (2013) explained two strategies within

this category depending on which iconic feature is depicted by

the selected handshape: the action of the hands or the shape

properties of the object being handled.

a. Handling (HDS-h): the handshape depicts a hand

manipulating an object, e.g., grasping the handle of a

toothbrush and moving the handshape at the mouth as

if brushing.

b. Instrument (HDS-i): the handshape depicts a salient feature

of the object itself, e.g., the extended index finger represents

a whole toothbrush, with lateral movement across the

mouth that imitates the orientation of a toothbrush in use.

Size-and-shape specifiers

These describe the visual-geometric structure of a referent

(see Supalla, 1986) and this study we distinguish three sub-

categories:

a. Static SASS (SASS-st): The size and/or shape of an object or

part of an object is either directly mapped onto the signer’s

hand (e.g., a flat B-handshape representing a sheet of

paper), or the distance between the signer’s hands or fingers

shows the size of the referent, (e.g., two flat handshapes,

palms facing, to show the width of a box). Unlike entity

depicting signs, handshapes do not specify a particular

semantic class of referents but categorize them in a broader

sense into flat objects, round objects, thin objects, etc.

Another difference from entity depicting signs is that no

path movement is involved in static SASS. The repeated

articulation of a static SASS can depict a quantity of objects

(e.g., a stack of books).

b. Tracing SASS (SASS-tr): The signer uses the index fingers

or whole hands to trace the outline of an object in the

air, e.g., the triangular shape of a traffic sign. The hand

movement involved in this category of depicting signs

specifies the shape or extent of a referent, unlike in entity

depicting signs where path movement describes the motion

of a whole entity.

c. Element SASS (SASS-el): These are descriptions of non-

solid element such as water, light or vapor. Although such

elements do not have a clearly delineated size or shape their

depiction shares properties with SASS (see also Supalla,

1986 “texture and consistency morphemes”). Element

depictions are rarely represented in experimental studies

but need to be accounted for in a M2L2 acquisition study.

FIGURE 1

First depicting sign of a native signer: Example of EDS: Sylvester

the cat walking upright similar to a human being from point A to

point B.

The first main type of depicting signs are called entity

depicting signs (EDS), which represents a whole or part of an

entity such as a human being or vehicle. The signer retelling

the Canary Row story could use EDS to show Sylvester the cat

walking upright, like a human being. The handshape consists of

an index finger that shows an upright person in a path of motion.

The signer could use a “1” handshape to depict a cat walking

from point A to point B (see Figure 1).

The second main type of depicting signs is called body part

depicting signs (BPDS), where animate parts of a body (legs,

eyes, feet, head, etc.) are mapped onto the signer’s hands or

fingers. In the Canary Row example, when Sylvester the cat is

kicked out of a building and lands in the garbage, the signer

could use a “S” handshape to depict a cat’s head hitting the

garbage (see Figure 2).

The third main type of depicting signs is called handling

depicting signs (HDS), which combines movement with

depicting handshapes to imitate how an object is touched or

handled. Here, we distinguish two sub-categories based on

Padden et al. (2013)’s work in this area: Handling (HDS-h)

and Instrument (HDS-i). HDS-h is when the handshape depicts

a hand manipulating an object, e.g., grasping the handle of

a toothbrush and moving the handshape at the mouth as if

brushing. In the Canary Row example, the grandmother is seen

holding the closed umbrella while hitting the cat, this could

be depicted through an HDS-h as shown in Figure 3. HDS-

I is related to the handshape that depicts a salient feature of

the object itself, e.g., the extended index finger represents a

whole toothbrush, with lateral movement across the mouth that
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FIGURE 2

Second depicting sign related to BPDS used to describe the

head “S” of the Sylvester the cat when he is kicked out of a

building and hits his head in the garbage area.

imitates the orientation of a toothbrush in use. In the Canary

Row example, the hotel concierge is talking on the phone. The

signer could use the sign for “telephone” as part of HDS-i

(see Figure 4). In another study, Padden et al. (2010) found

a generational difference related to handling and instrument

and SASS in two different sign languages, Al-Sayyid Bedouin

Sign Language (ABSL) and Israeli Sign Language (ISL). They

also found that while both ASL and ISL make full use of the

size-and-shape specifiers and handling depicting handshapes,

the depicting handshapes system of ASL includes more abstract

entity depicting handshape, such as UPRIGHT-OBJECT and

VEHICLE than ISL, which relies more on size-and-shape

specifiers and handling depicting handshape.

The fourth main type of depicting signs shows the size-and-

shape specifier (SASS) of an object. SASS describe the visual-

geometric structure of a referent (Supalla, 1986). Under this

SASS, there are three sub-categories: Static SASS, Tracing SASS

and Element SASS. With Static SASS (SASS-st) the size and/or

shape of an object or part of an object is either directly mapped

onto the signer’s hand (e.g., a flat B-handshape representing

a sheet of paper), or is represented by the distance between

the signer’s hands or fingers to show the size of the referents.

For example, in the Canary Row story, the signer might depict

the size of the downspout that is attached to the building (see

Figure 5). The Tracing SASS (SASS-tr) is when the signer uses

the index finger or whole hands to trace the outline of an

object in the air, e.g., the triangular shape of a traffic sign. For

example, in the Canary Row story, the signer makes an outline

with his/her index finger outlining a poster/sign on the wall

FIGURE 3

Third depicting sign that shows HDS-h which the Grandmother

is seen holding the closed umbrella when hitting the cat.

FIGURE 4

Fourth depicting sign entails an HDS-i where the hotel clerk is

talking on a telephone.

(see Figure 6). The Element SASS (SASS-el) entails non-solid

elements such as water, light or vapor. Not all SASS-el have

a clearly delineated size or shape, but their depiction shares

properties with SASS. For example, in the Canary Row story,

the signer could depict the water trickling down the downspout

pipes (see Figure 7).

Research questions

Given the paucity of research on second language acquisition

specifically in sign languages students, this study looks at these

four main types of depicting signs. Students who were learning
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FIGURE 5

Fifth depicting sign entails a static SASS where the signer depicts

the size of the downspout that is attached to the building.

FIGURE 6

Sixth depicting sign entails a tracing SASS where the signer

traces the poster on a building wall.

ASL as a second language and second modality were the focus of

this research. The research hypotheses are that:

a. In a cross-section sample of M2L2 ASL students, students

exhibit a common acquisition trajectory for the use of all

types of depicting signs over time.

b. The advanced ASL groups would exhibit greater use of

depiction signs compared to the beginning ASL groups.

The null hypotheses are that the students would not exhibit a

common acquisition trajectory in the use of all types of depicting

signs over time, and that there are no differences between the

beginning and advanced ASL groups.

FIGURE 7

Depicting sign–element of water trickling down the downspout.

Methods

The study reported in this article is part of a larger cross-

sectional research project to investigate cognitive and task-based

learning in M2L2 hearing students. Some other tests that were

part of the larger research project include the Kaufman Brief

Intelligence Test; ASL-Comprehension Test; Image Generator;

Spatial Stroop; ASL Spatial Perspective; and ASL Vocabulary.

All tests were counterbalanced. Analyses related to these other

cognitive tasks are ongoing and will be disseminated in separate

papers. This research project was approved by the Institutional

Review Board and was conducted in accordance with the ethical

guidelines laid out by the university.

Participants

The sample included 75 hearing undergraduate students

(Mage = 21.2 years, SDage = 1.7 years) who were taking 3-

credit college ASL courses of different levels. Of 59 participants

who reported their gender identity, 61% identified as female,

37.3% identified as male, and 1.7% identified as non-binary.

The participants were divided into three subgroups based on

their coursework. The ASL 1 Group represents those who were

enrolled in a 3-credit ASL 1 course for one semester (15 weeks);

the ASL 2 Group were enrolled in the second level ASL course

(either because they took ASL 1 already or already had some

ASL skills), and the ASL 3+ Group were in the third level ASL

course or higher. There were no significant differences between

the three ASL groups based on their age, F (2, 56) = 0.903, p =

0.411, or gender identity, F (2, 56)= 1.645, p= 0.202.

Frontiers inCommunication 08 frontiersin.org

https://doi.org/10.3389/fcomm.2022.896355
https://www.frontiersin.org/journals/communication
https://www.frontiersin.org


Kurz et al. 10.3389/fcomm.2022.896355

Materials

The material consisted of short stimulus clips from Canary

Row, a series of Sylvester and Tweety cartoons (Freleng, 2004).

These clips were used as an effective elicitation tool for narrative

retellings (McNeill, 1992). Each of the clips is a few minutes

long. All three clips were selected to elicit signed stories from

M2L2 students.

The first clip shows Sylvester and Tweety across from each

other in different buildings. Sylvester is on a lower level of a

building and Tweety is on an upper level of a building across

the street. Tweety is in his bird cage. Sylvester uses binoculars

to look for Tweety. Tweety also has a set of binoculars. Tweety

chirps and makes some noises. Sylvester becomes excited and

runs across the street to enter the building Tweety is in. There

is a sign on the building that says, “No dogs or cats allowed.”

As soon as Sylvester enters the building, he gets kicked out and

lands in the garbage with trash on his head.

In the second clip, Sylvester walks back and forth in an alley.

Across the street, Sylvester sees a dancing monkey wearing a

shirt and cap next to a man with a mustache who is playing a

musical box. Sylvester calls to the monkey and entices it with

a banana. The monkey follows Sylvester behind the bush/wall.

Sylvester changes into the monkey’s clothes and acts as the

monkey, carrying a cup to collect coins. Tweety sees Sylvester

and tweets. Next, Sylvester climbs up the drain pipe toward

Tweety. As soon Tweety sees Sylvester at the window, he escapes

his cage and flies into the Grandmother’s apartment. Sylvester

begins to chase Tweety in the apartment. When Sylvester runs

into the Grandmother, he stops and acts like a monkey in

front of her. While the Grandmother is talking to Sylvester, he

continues to look around for Tweety under the table cloth, chair,

Grandmother’s long dress, and the rug. The grandmother takes

out a coin from her wallet and drops it in a cup that Sylvester is

holding. Next, Sylvester grabs his hat and pulls it then suddenly,

he gets hit by the Grandmother with an umbrella. Eventually

Sylvester becomes dizzy and leaves the room.

In the final clip, the desk clerk answers an old-fashioned

telephone and can be seen talking affably on the phone. Next,

Sylvester is shown sitting in a mailbox and eavesdropping on

the clerk’s phone conversation. Sylvester becomes sneaky and

appears at the Grandmother’s apartment door disguised as a

porter and knocks at her door. There is a small rectangular

window above the door; the Grandmother can be seen talking

to Sylvester through the transom window at the top of the

door. Sylvester asks the Grandmother to open the door and she

says OK. Next, Sylvester enters the apartment, looks around the

room; he picks up the bird cage that is covered in a cloth and a

small suitcase. He leaves the apartment with the bird cage and

suitcase and throws out the suitcase. He picks up the bird cage

and walks down the stairs. Sylvester carries the covered bird cage

into the alley and puts it on top of a box. Sylvester removes

the cover and, to his surprise, the Grandmother is in the bird

cage instead of Tweety. The Grandmother hits Sylvester with an

umbrella and chases him down the street.

Procedures

An informed consent form and a video-release form were

shared with the participants prior to the testing. By signing these

forms, participants allowed researchers to record their signing,

and share their video data for the purposes of presentation,

publication, and teaching. Participants were allowed to continue

with the study even if they did not wish to have their video

data released but gave their informed consent. Participants who

did not wish to have their videos shared gave us permission to

collect their data and use it for analysis, but their videos were not

used for the creation of still images, videos, or presentation of

data in public. All participants were given language background

questionnaires and asked to rate their ASL skills proficiency.

The ASL students watched the cartoon Canary Row video

clips and were asked to “retell the story as if you were

telling it to a deaf friend” using gestures or sign language.

Participants were tested individually and compensated $20 for

their time. Two research assistants, who were hearing English-

ASL interpretation majors, provided an informed consent form

and explained the benefits and risks of the study in spoken

English. These instructions were read to the participants: “For

this part of the study, you will watch a short clip from a

Sylvester and Tweety cartoon. You will sign in ASL what you

saw in the cartoon clip. I will show you the clip two times

before I ask you to sign the story.” Participants were also told

that they could use gesture, mime, sign, or a combination. The

intent of these instructions was to avoid causing participants

to feel uncomfortable or limited regarding their expressive sign

language skills. They were encouraged to use any semiotic device

they deemed appropriate, especially if they were not feeling

confident in their ASL skills. In a private testing room where

there were no other distractions, participants sat in front of a

desktop computer to watch the cartoon clips. On top of the

computer was a built-in webcam running in the background

during testing to capture the student’s signing. Participants were

allowed to watch the video up to two times before retelling

the cartoon stories using whichever semiotic devices needed to

complete the retelling task. Participants were encouraged not to

share the content of the test with other potential subjects outside

of the testing sites. Participants were tested three times; each

time they watched a different clip from Canary Row.

Depicting signs analysis

Videos of participants’ retelling the cartoon clips were

coded and analyzed using ELAN, a video annotation software

program developed by researchers at the Max Planck Institute
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of Psycholinguistics in Nijmegen, Netherlands (Crasborn and

Sloetjes, 2008; ELAN, 2021). In ELAN, tiers for coding purposes

were developed to capture each of the depicting signs. ELANwas

used to track how many times (tokens) each tier was marked.

Researchers marked the tokens to indicate whether the discourse

stretch presented instances of the four main types of depicting

signs: (1) Entity depicting signs; (2) Body part depicting signs;

(3) Handling depicting signs; and (4) Size-and-shape specifiers

(SASS). Annotations in ELAN were made on five tiers for

the verbs and the four different depicting signs. The figures

below provide examples of what the annotations look like for

a fragment where the signers in the video (not shown) are

producing depicting signs. Figure 8 comprise an annotation that

show tiers that were created; tokens were marked “correct” if the

signer produced these depicting signs correctly. If they were not

produced at all or produced incorrectly, they were left blank. The

annotations show and “Depicting−1,” indicating the stationary

sign or depicting handshape that was produced. For example,

cars parked in the driveway.

A total of four student research assistants—two hearing

students who are children of deaf adults and native-like signers,

one deaf and native signer, and one hearing near-native signer—

collaborated to perform analyses and complete the coding for

each tier. The codings were spilt into three different ratings:

1. Correct sign production; 2. A mix of correct and incorrect

sign production; and 3. Incorrect sign production. For instance,

in the mix of both correct and incorrect signs, some M2L2

signers would produce the correct form (handshape) but the

movement or location in the signing space is incorrect. Research

shows that sometimes these gestures have the same form

as signs (Ortega et al., 2019). For example, the “incorrect”

handshapes might not be incorrect in this respect. However,

these errors are part of the learning process and could be

seen as an interlanguage phenomenon. Boers-Visker and Van

Den Bogaerde (2019) showed that sign-naïve gesturers use

handshapes in their features that deviate from the lexeme.

Learners might produce these incorrect handshapes during

the first stages of their learning process (Janke and Marshall,

2017).

The total number of depicting signs in each of the three

retelling was divided by three to give the average number of

depiction sign tokens per video. However, one limitation of the

method was that not all participants had three clear videos of

them retelling each of the three clips. Approximately 30% of the

videos (68 videos of 225 possible retellings) were unscoreable

because they were either choppy, frozen, or the participant was

partially outside of the video frame. For those who had some

unscoreable videos, the total tokens per video was divided by

the number of scoreable videos. This ensured we could compare

students across different ASL levels.

Results

A one-way analysis of variance (ANOVA) was performed

to determine if the ASL groups differed in their ASL

Comprehension Test (ASL-CT) performance. All three ASL

groups performed significantly different from each other, F(2,

72)= 19.088, p< 0.001, PES= 347, 95% CI= 0.165, 0.479. Post-

hoc analyses with Bonferonni corrections to the alpha revealed

that the ASL 1 Group (M = 51% correct; SD = 10%) performed

worse (p = 0.031) than the ASL 2 Group (M = 59% correct: SD

= 10%) and the ASL 3+ Group (p < 0.001; M = 69% correct;

SD = 10%), the ASL 2 Group performed worse than the ASL

3+Group (p= 0.026), and the ASL 3+ Group performed better

than the ASL 1 (p < 0.001) and ASL 2 Group (p= 0.026).

Two raters who are non-deaf native ASL signers born to deaf,

signing parents coded the Entity-Static and Entity-Movement

tokens. Their inter-rater reliability was r (67) = 0.811, p <

0.001. One deaf native signer and one non-deaf and non-native

ASL signer coded the remaining DV variables. Their inter-rater

reliability was r (42) = 0.918, p < 0.001. To determine if there

was a relationship between ASL-CT performance and the total

number of depicting sign tokens identified, a significant positive

correlation was found, r (69) = 0.387, p < 0.001, suggesting

that the more ASL comprehension a student has, the more

ASL production with DV was observed. A multivariate ANOVA

was computed with number of depicting sign tokens as the

FIGURE 8

Annotations in the data on a selection of tiers. The a�xes verbs in their tier titles (first column) denote the sign(s) or verbs that were made.
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TABLE 1 Three ASL groups’ performance on producing the four types of depicting signs.

Dependent
variable

ASL 1 tokens
mean (SD)

ASL 2 tokens
mean (SD)

ASL 3+
tokens mean
(SD)

MANOVA

ASL group

Main e�ects

Pairwise
comparisons
95% CI
(lower,
upper)

Correlation
with ASL-CT

EDS 2.7 (2.3) 1.1 (0.9) 2.2 (1.8) F (2, 69)= 3.257
p= 0.045
PES= 0.086

ASL 1 > ASL 2 p=
0.029 (0.061, 3.151)
ASL 1= ASL 3+
ASL 2= ASL 3+

0.11
p= 0.338

SASS 1.6 (2.0) 2.9 (3.5) 3.5 (3.0) F (2, 69)= 3.666
p= 0.058
PES= 0.079

ASL 1 < ASL 3+ p

= 0.046
(0.023, 3.870) ASL 1
= ASL 2 ASL 2=
ASL 3+

0.380
p= <0.001

BPDS 3.0 (2.4) 1.8 (2.0) 3.8 (3.2) F (2, 69)= 2.111
p= 0.129
PES= 0.058

N/A 0.305
p= 0.009

HDS 1.6 (1.0) 2.4 (1.9) 3.5 (2.6) F (2, 69)= 7.203
p= 0.001,
PES= 0.186

ASL 1= ASL 2 ASL
2 < ASL 3+, p
= 0.026 (-2.677,
0.401) ASL 1 < ASL
3+, p= <0.001
(0.660, 3.144)

0.428
p= <0.001

CI, confidence interval; EDS, entity depicting signs; SASS, Size-and-Shape Specifiers; BPDS, body part depicting signs; HDS, handling depicting signs; PES, partial eta square.

dependent variable, depicting sign type (EDS, SASS, BPDS,

HDS) as the within subject variable and ASL class level (ASL 1,

ASL 2, ASL 3+) as the between subject variable. The analysis

revealed significant group main effects for EDS, SASS, and HDS

(p < 0.05) but not BPDS (see Table 1 and Figure 9).

The following figures provide descriptive examples of the

students producing different types of depicting signs. Figure 10

shows an ASL student using depicting sign, the stationary

depicting handshape, to show where the entity is established

in the signing space (e.g., CL-planes on a runaway). In the last

example, Figure 11 shows an ASL student using depicting signs

that show the action and motion of an entity (e.g., CL- a car

going uphill).

Discussion

The three groups of ASL undergraduate college students

were more heterogenous than homogenous in their ASL

expressive skills as evident in the groups’ standard deviations.

Regardless, the results revealed that producing SASS and HDS

are skills that improve as students advance in their L2 training

and both have a positive relationship with an independent

measure of ASL comprehension. While EDS did not correlate

with ASL comprehension and the ASL 2 students produced

less of this depicting sign than the ASL 1 students but did

not differ from the ASL 3+ students. The frequency of BPDS

among the three groups of L2 learners was not different

although their ability to produce BPDS was correlated with their

ASL comprehension.

The authors postulate that it is possible the ASL 1 signers

gesture concepts in a way that it produced a depicting sign before

they know the actual sign for the concept, hence the less EDS

tokens among those in ASL 2. It is possible that some gesturing

skills students bring to ASL 1 might be helping them produce

descriptions that are pidgin-like signs mixed with gestures they

spontaneously produce. Occhino and Wilcox (2017) discussed

how the interlocutor may categorize an articulation as a sign

or gesture differently based on their linguistic experience. A

possible limitation is that those students who learned ASL

in their ASL classes became comfortable with using gestures

and acting as opposed to telling the story using the depicting

handshapes or tracing depicting handshapes to describe the

size or shape of an object. As students’ progress through their

ASL education, they are exposed to new vocabulary and learn

more prescriptive rules of ASL. Over time, the ASL students

may have learned more of the formal rules related to use

of depicting handshapes and describing objects or people. As

discussed earlier in this article, the “hand-as-object” gestures

and entity depicting handshape produced by non-native signers

could be similar to each other. Previous research suggests

that M2L2 learners could access their repertoire of gestures

as substrate upon which they could build their knowledge

(Marshall and Morgan, 2015; Janke and Marshall, 2017). It is

very possible that learners used more gestures in ASL 1 and in

the more advanced ASL classes, learners used more depicting

signs including depicting handshapes. Boers-Visker (2021a,b)

suggested “that the commonalities between gestures and signs

facilitate the learning process, that is, we are dealing with an

instance of positive transfer” (p. 23).
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FIGURE 9

Average frequency of depicting signs per each four depiction types and each ASL group. Error bars represent the standard error. EDS, entity

depicting signs; SASS, size-and-shape specifier; BPDS, body part depicting sign; and HDS, handling depicting sign.

FIGURE 10

ASL student using depicting signs to show multiple buildings in

signing space.

Future analyses should include more specific linguistic

features—eye gaze, mouth movement, depicting handshapes

(including depicting handshape entity), phonological features,

manual and non-manual articulators, location, and use of

space—and compare them between groups. The three groups

with increasing levels of proficiency makes this a cross-sectional

study. Future studies could follow all the same participants for a

longer time, filming them at ASL 1, ASL 2 and 3+.

Limitations of study

A potential limitation of this study is the utilization of videos

that captured a two-dimensional model of language, instead

of a three-dimensional model that would be found within a

naturalistic setting. This may have impacted the raters’ ability

to see and read the gestures and signs in the videos. Another

FIGURE 11

ASL student using type 3 depicting signs: a depicting handshape

showing a cat walking down the stairs.

possible limitation is that it was difficult to disentangle signs

from gestures. In several instances, it was a challenge to judge

whether the signs were actually signs, and not gestures that

resemble depicting signs.

Another possible limitation is that the subjects in this study

could have had more socio-cultural exposure to signers and

Deaf culture on campus. Given the visible presence of a large

staff of sign language interpreters and the large number of

deaf and hard of hearing individuals on campus, hearing study

participants may have become accustomed to using gestures

and/or signs and viewing how others use gestures and/or signs

to communicate. The students were asked to imagine they

were communicating with a deaf friend. The university has

approximately 22,000 hearing students and 1,000 deaf and hard

of hearing students. Although the participants were screened
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to make sure they did not have prior training in ASL and

were not enrolled in other language courses, it is likely that

they have had casual exposure and interaction with deaf and

hard of hearing individuals in shared spaces such as classrooms,

dormitories, dining halls, or other common spaces. Studies at

other universities should also be conducted to see whether there

are effects related to presence or absence of deaf and signing

populations. Another limitation was that we did not observe

how sign language teachers taught their ASL classes. There were

more than 10 sections of ASL classes each semester and it is

possible that, although each instructor followed the department’s

ASL curriculum, each likely had different teaching styles. Despite

these limitations, we believe that the study provides valuable

data on the acquisition of depicting signs, and that the findings

presented offer a good starting point for further research.

Future research directions

Our study yielded some answers but stimulated more

questions. Some future research directions might include

whether new signers require explicit instruction on the use

of each type of depicting signs. Further cross-sectional and/or

longitudinal studies are needed to analyze the later stages of

learning of all four depicting signs and to measure the amount

of improvement at each level of sign languages. Furthermore,

research is needed to compare the learning trajectories for all

four types of depicting signs in M2L2 ASL users with the

trajectories of learners of signed languages of other countries.

The large sample size in this study is a strength of our study

which could lead to possible future research directions.

One suggestion for the future is to investigate how deaf ASL

signers produce these depicting signs based on their frequency

and the duration of each depicting signs, then compare those

data with M2L2 hearing ASL students at other universities.

We did not ask our subjects whether they took any

acting classes, as that might influence their ability to produce

more depicting handshapes and signs. This would be another

interesting study to compare subjects who took acting classes

with subjects who never took acting classes and to test whether

their depicting signs change over time. Ortega et al. (2020) found

that hearing signers create expectations related to the form of

iconic signs that they have never seen before based on their

implicit knowledge of gestures.More studies are needed to better

understand the role of what is traditionally considered “transfer”

from L1 to L2; i.e., the extension of articulatory gestures

from multimodal use of spoken languages to sign languages.

Another area for study would be to investigate whether and

how ASL teachers rely on hearing students’ knowledge of a

gestural repertoire to teach them depicting signs. Future research

could also ascertain best practices in teaching depicting signs to

maximize ASL learners’ skill development. These lines of inquiry

may serve as a guide for future evaluations of ASL pedagogies.

Future research also should include other variables and their

effects on M2L2 learners who learn sign language. For example,

Albert and Kormos (2011) wanted to see if creativity had a

role in second-language oral task performance. They tested the

creativity of Hungarian secondary school English learners using

a standardized creativity test. Participants also performed two

versions of a narrative task which included the numbers of

words and narrative clauses, subordination ratio, lexical variety,

and accuracy. They found that students who invented a high

number of solutions on a creativity test did more talking. It is

very possible that in a foreign language setting, students who

talk more might create more opportunities for themselves to use

the language in narrative tasks and have the beneficial effects

of offering more output compared to students who do not talk

as much or who score much lower on a creativity test. They

concluded that some aspects of creativity might have an effect

on the amount of output students produce, but not on the

quality of narrative performance. Future studies should look

into whether there is a connection between personalities and

talkativeness. Future studies also should investigate the possible

effect of students’ personalities and whether personality impacts

their output.

Conclusion

M2L2 research is still in its infancy; we are still learning

what a typical learning trajectory looks like in this population.

Learning how to produce depicting signs in the visual-gestural

modality is a challenging task, but this study demonstrated

that M2L2 students can develop these skills. The ASL 3+

group appears to be able to produce a higher number of

instances of depiction. The fact that depicting signs were not

readily observed until after two semesters of college-level ASL

instruction suggests that these four types of depicting signs may

take more time for signers to learn; this finding has implications

for ASL education. The task type in this study might have

influenced the production of depicting signs.

There are few studies that consider the learner’s

interlanguage during development. Likewise, few studies

have addressed acquisition of a signed language within

the theoretical frameworks of second language acquisition.

Research related to M2L2 from a language development

perspective is still sparse; more research is needed to

better identify the gaps in second language acquisition

research findings and ascertain best teaching practices.

Investigating the challenges in M2L2 development could

contribute to the overall body of second language acquisition

research. Future research, particularly cross-sectional

and/or longitudinal studies, is needed to explore the

trajectory of the acquisition of depicting signs, and to

establish evidence-based approaches to teaching them to

M2L2 students.
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