

[image: image1]
Sources of cognitive cost in scalar implicature processing: A review












	
	TYPE Review
PUBLISHED 21 October 2022
DOI 10.3389/fcomm.2022.990044






Sources of cognitive cost in scalar implicature processing: A review

Ahmed Khorsheed1*, Jessica Price2 and Bob van Tiel3


1Faculty of Modern Languages and Communication, Universiti Putra Malaysia, Serdang, Malaysia

2School of Psychology, University of Nottingham Malaysia, Semenyih, Malaysia

3Faculty of Philosophy, Theology and Religious Studies, Radboud University, Nijmegen, Netherlands

[image: image2]

OPEN ACCESS

EDITED BY
Artemis Alexiadou, Humboldt University of Berlin, Germany

REVIEWED BY
Ira Andrew Noveck, Center National de la Recherche Scientifique (CNRS), France
 Alejandro Javier Wainselboim, CONICET Mendoza, Argentina

*CORRESPONDENCE
 Ahmed Khorsheed, amkhorsh@gmail.com

SPECIALTY SECTION
 This article was submitted to Language Sciences, a section of the journal Frontiers in Communication

RECEIVED 09 July 2022
 ACCEPTED 10 October 2022
 PUBLISHED 21 October 2022

CITATION
 Khorsheed A, Price J and van Tiel B (2022) Sources of cognitive cost in scalar implicature processing: A review. Front. Commun. 7:990044. doi: 10.3389/fcomm.2022.990044

COPYRIGHT
 © 2022 Khorsheed, Price and van Tiel. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.



Research in Experimental Pragmatics has shown that deriving scalar implicatures involves effort and processing costs. This finding was robust and replicated across a wide variety of testing techniques, logical terms, populations, and languages. However, a question that remains disputed in the literature is whether this observed processing cost is a product of the inferential process itself or other logical properties whose computation taxes cognitive resources independently of the inferential mechanism. This paper has two objectives: one is to review the previous experimental work on scalar implicatures and how it evolved in the literature, and the other is to discuss possible factors that render computing scalar implicatures cognitively effortful. Implications and directions for future research are provided.
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Introduction

When people speak, their utterances very often do not fully encode what they mean, and the context usually leaves room for a variety of interpretations. One may ask how listeners understand the speaker's intended meaning, how they settle on an interpretation, or how inferential comprehension can ever be achieved. These questions have been the center of several discussions in the literature, especially after the philosopher Paul Grice, in his paper Logic and Conversation, introduced the notion of implicatures and distinguished between what is said and what is conversationally implicated (Grice, 1975). Grice's proposal and analysis of the various species of conversational implicature were seminal to the field and they changed the way in which pragmatics was conceived at the time. His work (by providing a framework and vocabulary) led to the start of a plethora of experimental work on scalar implicatures that later enriched our understanding of the cognitive processes and representations involved in utterances interpretation (e.g., Noveck, 2001; Noveck and Posada, 2003; Bott and Noveck, 2004; Breheny et al., 2006, to mention a few). Several of these studies focused on how listeners treat utterances with weak logical terms (e.g., <some, all>, <or, and>, <possible, necessary>), and how the implicature associated with them manifests itself in real-time. To illustrate with one exemplary case how an implicature actually works (i.e., emerges and is entertained), let's imagine that there is a dinner party and Henry tells Jane the following:

1(a) Some of the guests have arrived

(b) All of the guests have arrived

(c) Not all of the guests have arrived

Upon Jane's hearing of (1a), she might well-inquire about what Henry was implying. It is likely that Jane would draw out proposition (1c) [i.e., the negation of (1b)]. Proposition (1c) is not encoded in the meaning of the words that the speaker has uttered, but rather it was worked out by the listener on the basis of what was linguistically encoded in (1a). The speaker's use of some in “Some of the Xs” compelled the listener to seek out not all, i.e., “Not all of the Xs.” Logically speaking, the term some is compatible with the logical term all (i.e., some can be glossed as some and perhaps all), but if the speaker had really meant to express all, he would have said it, since (1b) is a more informative proposition and would make a greater contribution to the goal of the conversation, and the speaker could have obeyed Grice's first Maxim of Quantity Make your contribution as informative as is required. But since he did not, the listener may infer that the speaker believed that proposition (1b) is not true in the first place, and that he chose not to utter (1b) to obey Grice's Supermaxim of Quality Try to make your contribution one that is true. According to Grice, the inference from (1a) to (1c) is called a conversational implicature, or a scalar implicature as was referred to by an account by Horn (1972) who suggests that scalar implicature derivation draws on pre-existing scales consisting of expressions that vary in informational strength. The speaker's use of a weaker term (e.g., some) on a given scale could be taken to implicate that the proposition that would have been expressed by a stronger term (e.g., all) on the same scale is not the case.

This Gricean account of implicature derivation has implications for language processing. In other words, the inference from the utterance containing some in (1a) to the scalar implicature not all in (1c) goes through an evaluation of not only what the speaker said and the context1, but also of what he might have said but did not. This type of effort-demanding inference makes the Gricean account implausible from a cognitive point of view, that is, Grice did not provide subtle specifics about how scalar implicatures are computed on-line, and thus never meant to advance a processing theory (Noveck and Sperber, 2007; Geurts and Rubio-Fernández, 2015). Therefore, post-Gricean pragmatic theorists who aimed to formulate processing models that are squarely set within the computational view of the mind were mainly split into two groups, those who argue for the idea that scalar implicature derivation is an automatic process that occurs at no cost (i.e., the default account, e.g., Levinson, 2000), and those who argue for more context-dependent and effortful derivation of scalar implicatures (i.e., Relevance theory, e.g., Sperber and Wilson, 1986; Wilson and Sperber, 1998).

Levinson's (2000) default account builds on Grice's edifice of inferential comprehension and treats scalar implicatures as generalized conversational implicatures because they, in the absence of special circumstances, are carried by the use of a certain form of words, and therefore are codifiable to some degree. This account is much less concerned with the speaker's intentions (Levinson, 2000, p. 13). Scalar implicatures go through by default (i.e., cost-free), and they are only canceled if there are contextual demands to do so. It is only in the cancellation stage, when the default pragmatic meaning needs to be overridden, that time delays and processing costs are likely to occur. The fact that these scalar implicature are generalized by default would add to the speed and efficiency of communication.

Proponents of Relevance theory (e.g., Sperber and Wilson, 1986; Wilson and Sperber, 1998, 2012; Carston, 2002), on the other hand, reject the notion of automaticity in generating scalar implicatures and they instead suggest that making all pragmatic interpretations including scalar implicature depends on a more general principle of relevance and its role in cognition. A linguistic input (i.e., utterance) is considered relevant to an individual (or their internal cognitive processes) when it connects with available contextual assumptions, or when the inferential process coincides with some consequences that might make the utterance relevant as expected (for discussion, see Noveck and Sperber, 2007). In other words, utterances are pieces of evidence about the speaker's meaning, and appreciating the speaker's meaning is achieved by taking into account the linguistically encoded meaning and its relevance to context. From a relevance-theoretic pragmatic perspective, human cognition is geared to the maximization of relevance in communication; and therefore, the processing of an utterance and the mental effort associated with it are influenced by how deeply the listener is willing to bridge the gap between the linguistic meaning of an utterance and the speaker's meaning (by doing “enrichments, revisions and reorganizations of existing beliefs and plans”). That said, this account views scalar implicature making as a fully-fledged inferential process that occurs with a processing cost, unless the context makes the scalar implicature highly accessible.

The efforts to find experimental data that unravel the implicature process and bear on the analyses of pragmatic theories fundamentally grew out of developmental work on children's understanding of scalar implicatures (Noveck, 2001). In a reasoning scenario, Noveck investigated how children and adults would evaluate utterances with weak logical terms (e.g., might) when the context indicates that the stronger alternative (e.g., must) is the case. In his experiment, using the hidden parrot-and-bear paradigm (see also Noveck et al., 1996), participants saw two boxes, one that contains a parrot (parrot only) and another a parrot and a bear (parrot + bear). Subsequent to this, a third box that remains covered is shown to participants and they are informed that the contents of this covered box resembles one of the two exposed boxes (i.e., there is necessarily a parrot and possibly also a bear). At this point, the experiment was set up so that a puppet would utter competing modal statements that provide participants with background evidence that generates different truth values (i.e., necessary, possible, non-necessary, and impossible). Participants need to evaluate these statements and determine whether or not they agree with the puppet's statement (e.g., “There has to be a parrot in the box,” “There cannot be a bear in the box,” etc.). The statement “There might be a parrot in the box” is the critical trial of the experiment because it has two possible interpretations: logical (i.e., it expresses possibility and it is compatible with the deontic meaning of necessity expressed by must/has to), and pragmatic (i.e., it is restrictive and not compatible with must/has to). Noveck (2001) found that younger children were overwhelmingly logical in responding to underinformative modal statements relative to adults, and that children's tendency to adopt a logical interpretation drops with age. This effect, the pragmatic-enrichment-with-age effect, was consistent and replicated across studies using utterances with other logical terms like some (see Experiment 3, Noveck, 2001) and (Noveck and Chevaux, 2002), as well as different testing materials (Papafragou and Musolino, 2003; Guasti et al., 2005; Pouscoulous et al., 2007) and different languages (e.g., Katsos et al., 2016). Noveck explained this developmental effect in light of Relevance theory, especially by arguing that scalar implicature generation is not automatic as the default account would suggest, and that children's understanding of scalar implicatures establishes itself on the edifice of reasoning and psychology, rather than grammar or default rules.

Noveck's arguments about implicature understanding among children caught the collective attention of cognitive scientists and set in motion multiple follow-up studies that investigated scalar implicature processing among adults. The question was specifically about whether pragmatic processing would emerge the same way as it does developmentally among children, viz, from a semantic (linguistically encoded meaning) to a pragmatically enriched one, or whether the time taken to arrive at a pragmatically enriched meaning is associated with an increased mental effort (i.e., processing cost). Bott and Noveck (2004) were the first to experimentally investigate these questions and provide evidence indicating that going through a pragmatic interpretation is associated with longer (deeper) processing (see also Breheny et al., 2006; De Neys and Schaeken, 2007; Huang and Snedeker, 2009a). Bott and Noveck, using an online sentence judgment task, had French participants read underinformative sentences with Some (e.g., “Some cats are mammals”), among other control items like “All cats are mammals” (true), “All mammals are cats” (false), “Some mammals are cats” (true), etc. Participants are required to evaluate these quantified statements and judge whether they are true or false by pressing a response button. In the underinformative sentence trial, TRUE responses are taken to mean that Some was treated as some and perhaps all (i.e., logical meaning), whereas FALSE responses are taken to indicate the some but not all (i.e., pragmatic) interpretation. Four experiments were conducted and, similar to previous work by Noveck and Posada (2003), general results showed that participants took a significantly longer time to arrive at a pragmatic interpretation than a logical one. This slowdown in processing the scalar implicature was also significantly larger when compared to the time taken to process control trials. Moreover, when the time available for responding was manipulated so that participants were asked to respond in 900 ms (Short Condition) or 3,000 ms (Long Condition) (see Experiment 4), Bott and Noveck found evidence that participants derived fewer scalar implicatures in the Short condition than in the Long condition (see also Chevallier et al., 2008, for similar evidence with disjunctive statements). This indicated that pragmatic responding is linked with processing effort.

At the time, these initial data which supported the contextual view of Relevance theory were considered so counter-intuitive that they prompted people to come up with more severe tests of its veracity. One worry was that the single-sentence utterances used by Noveck and colleagues were presented in artificial contexts, and thus risked being not generalizable to other tasks, such as sentence processing. Put differently, the effect would be more convincing if it occurred in a more natural context or if it were carried out under more severe testing conditions, and this in itself motivated researchers to engage with a wider variety of techniques. As far as adult processing is concerned, this led to work on scalars using text comprehension vignettes (e.g., Breheny et al., 2006), sentence processing (with eye-tracking tasks, e.g., Huang and Snedeker, 2009a), or with dual-tasks to determine whether one can find costs when memory is taxed (De Neys and Schaeken, 2007). Breheny et al. (2006), for instance, asked participants to read vignettes piecemeal in a self-paced reading task. The experiment involved presenting a piece of the text first, and then other parts of a text would unfurl if a participant manually tapped on a computer keyboard's button. The trigger-containing phrase always occurred at the end of a given discourse. This procedure, phrase-by-phrase reading, allowed Breheny and colleagues to have reading time profiles for the target segment in their experiment(s), which enabled them to test whether a given prediction is supported or not. The discourses given to participants are similar to those in (2a,b) below. The phrase with the disjunctive or is read exclusively in (2a) and inclusively in (2b). While Relevance theory predicts longer processing in the upper-bound context (because or calls for a pragmatic enrichment), the default account contrastively argues for longer reading times in the lower-bound context (because the scalar implicature on the disjunctive or is generated by default and then subsequently canceled). Note that the context in (2b) makes the reading without the scalar implicature more plausible.

2(a) Upper-bound context: John was taking a university course/and working at the same time./For the exams/he had to study/from short and comprehensive sources./Depending on the course,/he decided to read/the class notes or the summary./

(b) Lower-bound context: John heard that/the textbook for Geophysics/was very advanced./Nobody understood it properly./He heard that/if he wanted to pass the course/he should read/the class notes or the summary./

As predicted by Relevance theory, Breheny and colleagues showed that texts that prompted an implicature were associated with a significant processing slowdown (longer reading time) in the upper-bound context relative to the lower-bound context. In other words, when the disjunction or occurred in a context where the literal interpretation does not sufficiently satisfy participants' internal thresholds of relevance, more time was needed to derive the scalar implicature class notes or summary but not both. However, when the context did not warrant an implicature in the lower-bound context (2b), the disjunction or in the class notes or summary was compatible with a semantic reading, and thus participants tended to exhibit a faster processing time, which disconfirms the default view (see also Bergen and Grodner, 2012; Breheny et al., 2013).

As far as language comprehension is concerned, experimenters have tested scalar implicatures in visual world eye-tracking paradigms (Huang and Snedeker, 2009a; Grodner et al., 2010), and mouse-tracking paradigms (Tomlinson et al., 2013) on the ground that these techniques provide a more implicit measure of how interpretation unfolds over time prior to overt judgments. Researchers were particularly keen on exploring the real-time interaction between semantic and pragmatic processes during language comprehension, especially by how quickly a listener would isolate objects or a part of the scene as a function of the words in a sentence. For instance, in work by Huang and Snedeker (2009a), participants were prompted to view a podium with four quadrants, in which four pictures of children characters were placed (see Figure 1). The two left quadrants and two right quadrants contain children of the same gender, and each child is paired with a different set of objects. On a sample trial, the two left quadrants contained a boy in each, one with two socks and the other with no objects, whereas the two right quadrants contained a girl in each, one with two socks (pragmatic target) and another with three soccer balls (logical/semantic target). Huang and Snedeker (2009a) acted out a preamble for this display to create a context against which utterances would be interpreted. This preamble states that a coach gave two socks to one of the boys, two socks to one of the girls, three soccer balls to the other girl, and nothing to the other boy. Then, participants had to follow instructions such as Point to the girl that has some/all/two/three of the socks/soccer balls. So, if the speaker says “Point to the girl that has all of the soccer balls”, the participant is expected to fixate on the girl who has all of soccer balls. In the target condition, the critical character (the girl) has a subset of one type of item (the socks) while the other has the total set of a second type of item (the soccer balls), and in the target trial participants were asked to Point to the girl that has some of the soc (i.e., SOC—ks, or SOC—cer balls). Huang and Snedeker (2009a) assumed that, if the logical interpretation was to be computed prior to the inference, then the participants, upon hearing the word some of, would not be likely to fixate their gaze on the pragmatic target (the girl with two socks) until the referent is mentioned (note that the initial part of the two candidate referents are similar phonologically), since both targets are compatible with the logical interpretation of some.


[image: Figure 1]
FIGURE 1
 An instance of the visual world display (Huang and Snedeker, 2009a, p. 382).


The results obtained from Huang and Snedeker's study were consistent with the proposition that the logical interpretation remains active well after reading “some.” For example, they found that the time taken to identify the referent with commands using all (e.g., Point to the girl that has all the soccer balls) as well as in other control conditions using number (e.g., Point to the girl that has two/three of the soccer balls) took ~200–400 ms. In contrast, for commands with some, identification did not occur until 1,000–1,200 ms after the quantifier onset. Huang and Snedeker (2009a) concluded that the pragmatic reading takes additional time to compute relative to the logical meaning, which provides evidence against the default account and the notion of automaticity in scalar implicature making.

In other related experimental work, similar to Huang and Snedeker's, Tomlinson et al. (2013) investigated whether people would first access the basic “logical” meaning before they form the scalar implicature, or whether arriving at the pragmatic meaning is a one-step process that is directly incorporated into the sentence representation. Tomlinson et al. asked participants to evaluate and judge categorical sentences (e.g., Some elephants are mammals) using a mouse-tracking technique. In this testing paradigm, participants are asked to initiate the experiment by pressing the start button located at the bottom center of a computer screen. Subsequent to this, a test sentence is presented in the form of words flashed consecutively at the center of the screen. In their paradigm, participants judge the veracity of these test sentences immediately after the onset of the final word of the sentence. For this purpose, participants are asked to click on the TRUE button placed at the top-left of the screen if they consider the sentence true, or to click the FALSE button placed at the top-right if they consider it false (see Figure 2). Typically, the path with which the mouse moves from the bottom of the screen to the target response can tell us about the underlying cognitive processes that drive response formulation and selection. A direct path from the start button toward the target response button is somewhat reflective of an easy one-step process, whereas an indirect path toward the target response button (i.e., deviating toward the competitor response before returning to the target response) is reflective of a more cognitively difficult two-step process. Such a trajectory would suggest that participants initially interpret the sentence literally and only later derive the scalar implicature.


[image: Figure 2]
FIGURE 2
 A sample display of average mouse trajectories in Experiment 2 in Tomlinson et al. (2013), where the diagonal crosses to FALSE correspond to pragmatic interpretations and the vertical crosses to TRUE correspond to logical interpretations.


Tomlinson et al. (2013) compared the mouse paths for the pragmatic and logical responses to underinformative sentences. They found that the mouse path for the pragmatic interpretations of critical sentences deviated substantially toward the competitor response (TRUE) before crossing back over the medial axis toward the target response (FALSE). Fascinatingly, no such deviation was observed for the logical interpretation or literal controls. Tomlinson et al. (2013) suggested that participants' initial mouse movements toward TRUE in the pragmatic condition strongly suggests that a logical meaning is triggered early in processing, whereas a pragmatic interpretation was activated relatively late in processing. These results were consistent with the relevance-theoretic view which assumes that arriving at a pragmatically enriched meaning comes with processing costs.

In another clever attempt to experimentally investigate the automaticity claim of scalar implicatures, De Neys and Schaeken (2007) conducted an experiment in which they had participants evaluate underinformative sentences such as Some oaks are trees while their executive cognitive resources were concurrently burdened by a dot memorization task (i.e., memorizing patterns of varying complexity), also called the spatial storage task (Bethell-Fox and Shepard, 1988). De Neys and Schaeken had a prediction: if the scalar implicature is generated by default, and it is the logical interpretation that is effortful, then burdening the cognitive resources should hamper the logical interpretation process; and therefore, participants should provide more pragmatic interpretations under load. However, if the implicature is not automatic, but requires effortful processing, then participants are expected to stick to more logical interpretations under cognitive load. Critically, this latter prediction was confirmed. Results showed that participants gave significantly fewer pragmatic responses when they had to memorize complex patterns than when memorizing easier ones. Moreover, participants' pragmatic response latencies under complex load were significantly longer than the latencies in control load conditions. Interestingly, the latencies for logical interpretations under load effect did not differ from the latencies in literal controls and fillers; and thus, a finding compatible with the idea that making pragmatic interpretations is indeed cognitively demanding.

In fact, with the passing of time, once there was abundant experimental evidence in favor of Relevance Theory, especially from developmental data (e.g., Noveck, 2001; Papafragou and Musolino, 2003; Pouscoulous et al., 2007; Skordos and Papafragou, 2016), adult data (e.g., Bott and Noveck, 2004; Breheny et al., 2006; Dieussaert et al., 2011; Bott et al., 2012; Tomlinson et al., 2013; Heyman and Schaeken, 2015; van Tiel and Schaeken, 2017; Bott and Frisson, 2022), L2 speakers (e.g., Khorsheed et al., 2022; Zhang and Wu, 2022), dual-tasks (e.g., De Neys and Schaeken, 2007; Dieussaert et al., 2011), visual world paradigms (e.g., Huang and Snedeker, 2009a,b), ERPs (e.g., Noveck and Posada, 2003; Barbet and Thierry, 2016; Spychalska et al., 2016), response rates (e.g., Chevallier et al., 2008; Antoniou et al., 2016; Mazzaggio et al., 2021), and studies using almost a full inventory of lexical scales (Van Tiel et al., 2014) and bare numerals (Spychalska et al., 2019; Noveck et al., 2022), researchers largely abandoned the default view and they became increasingly confident of the idea that scalar implicatures do not arise for free. However, recently, a number of researchers have questioned this conclusion (e.g., Grodner et al., 2010; Marty and Chemla, 2013; Politzer-Ahles and Fiorentino, 2013; Degen and Tanenhaus, 2015; Barbet and Thierry, 2018). These researchers attempted to offer an alternative account for the apparent evidence in favor of what is essentially the Relevance view. This can be seen in, e.g., Grodner et al.'s work. Grodner and colleagues followed up on the Huang and Snedeker (2009a) studies with suggestions stating that the additional time observed in computing the pragmatically enriched meaning could be due to an artifact in the apparatus of their design. They suggested that, if “some of” is phonetically reduced to “summa,” and if the Huang and Snedeker (2009a) experiments are set up with instructions that potentially make the contrast between full sets and subsets more prominent, one can minimize the extra processing effects associated with the scalar implicature. Grodner and colleagues made these aforementioned amendments and others in the design (see original work), showing that participants in the “summa” cases appear to be as reactive as “all” cases (but not completely, see their first-half “summa” results, p. 46).

Despite the efforts to experimentally find out factors that may have “conspired” against finding earlier effects of the inference, it remains hard to completely dismiss the relevance-theoretic account. For example, Degen and Tanenhaus (2015) produced a task (gumball machine) that generally prompts “logical” readings (e.g., pragmatic No responses to some in the unpartitioned condition were <20%) and one can still find a pattern of pragmatic processing slowdown (see Degen and Tanenhaus, 2015, p. 694). More recently, Barbet and Thierry (2018) attempted to account for the discrepancy in previous context-dependent reading experiments, especially the processing cost observed in reading the some-region in Breheny et al. (2006) study (see also Bergen and Grodner, 2012) but not in Politzer-Ahles and Fiorentino (2013) or Hartshorne et al. (2015). They investigated scalar implicatures on single words, including on critical quantified terms, such as “some” using a Stroop task (i.e., the context is maximally neutral, not biased toward an upper-bound or lower-bound reading) and general results did not reveal an N450 effect linked to a pragmatic interpretation, but they found a P600 effect which potentially points to pragmatic processing (for relevant discussion, see Spotorno et al., 2013; Weiland et al., 2014; Spychalska et al., 2016; Noveck, 2018).

All in all, with that being stated in the Introduction, it is clear that the empirical landscape on scalar implicature processing largely supports the relevance-theoretic pragmatic perspective. In other words, scalar implicatures do not arise by default, but rather they are effortful and involve a processing cost, although the amount of this cost may vary in the degree to which an individual is willing to make the implicature relevant as expected (i.e., bridging the gap between the linguistic utterance meaning and speaker's meaning) (see Noveck and Sperber, 2007 for an alternative explanation), that is, the scalar implicature will be only generated if it meets the listener's internal assumptions of relevance (also see priming experiments, e.g., Skordos and Papafragou, 2016; Rees and Bott, 2018; Bott and Frisson, 2022). In a nutshell, one can say that the developmental data that were considered counter-intuitive at a time have since been replicated and validated across a wider variety of scalar items, testing techniques, populations, and languages, and thus further confirm the view that scalar implicature derivation is effort-demanding. What factor or factors might account for the cognitive cost of scalar implicature derivation is currently an intriguing question that we address in the next section.



Sources of cognitive cost

Thus far, we have reviewed the literature on scalar implicatures, especially how the experimental enterprise of scalar implicatures evolved in the literature and how the processing cost associated with their derivation was robustly validated across multiple experimental scenarios. However, a current question that remains disputed in the literature is the nature of this cognitive cost. For instance, is it all, or a proportion of it, that belongs to the inferential process responsible for generating scalar implicatures? Are there certain linguistic and logical properties that are taxing cognitive resources independently of the inferential mechanism? In this section, we aim to address these questions and discuss how recent experimental work has attempted to explain the underlying source(s) of cognitive cost in processing scalar implicatures.


Semantic complexity

Several authors have suggested that the cognitive effort observed in deriving scalar implicatures is not a product of the inferential process, but rather due to some difficulty inherent in the semantic structure of pragmatic interpretations compared to logical interpretations. For instance, in a sentence like Some elephants are mammals, participants may pass through a stage in which they verify if there are elephants that are not mammals, as in some but not all, compared to a situation in which an overlap between elephants and mammals exists, as in some and possibly all (Grodner et al., 2010; Bott et al., 2012; Marty and Chemla, 2013; van Tiel and Schaeken, 2017), and therefore greater informational complexity that may potentially inflate response times independently of implicature derivation. Put differently, this implies that even if the pragmatic interpretation is genuinely generated quickly and by default, as the default account suggests, this rapid interpretation does not manifest itself in the results due to the time that is allocated to the verification process in assessing the truth-value of the pragmatic interpretation, thus trading off speed for accuracy.

The possibility that the semantic complexity of pragmatic interpretations is what makes their processing take a longer time than the semantically-plain logical interpretations was recently empirically tested by Bott et al. (2012). Bott and colleagues compared the computation of sentences with an implicit pragmatic interpretation, as in Some [but not all] elephants are mammals (the pragmatic-some condition) against equivalents whose underinformative meaning was made explicit by adding Only at the beginning of the given sentence, as in Only some elephants are mammals (the only-some condition). Both sentence forms are thought to generate pragmatic interpretations that are equally complex, but only for the sentences in the pragmatic-some condition is this pragmatic interpretation generated as a scalar implicature (Breheny et al., 2006).

Bott et al. (2012) found evidence that there is an inferential cost in deriving the scalar implicature independent of the semantic complexity. More particularly, the accurate pragmatic responding in the some-condition begins 140 ms later than the correct logical responding (470 vs. 330 ms, respectively, Experiment 1), whereas the accurate pragmatic responding in the only some-condition begins 120 ms later than the accurate logical responding (480 vs. 360 ms, respectively, Experiment 2), which suggests that the extra time needed to make a response is not due to the verification process involved in processing the semantic complexity of these sentences, but rather due to costs resulting from the inferential processes involved in computing the pragmatic meaning of those underinformative sentences (see also Marty and Chemla, 2013).

However, while the above explanation suggests that the cost demonstrated in reading critical sentences is not overtly a product of the verification process involved in the semantic complexity of underinformative sentences, Tomlinson et al. (2013) argue that the evidence in these studies could be challenged. More specifically, while the bare quantifier “Some” may possibly focus one's attention on the referent (i.e., elephants that have trunks), the operator Only with the quantifier some in “Only some” may focus one's attention on the complement (i.e., elephants that do not have trunks) (see also Moxey et al., 2001 for a relevant illustration). As such, the focusing properties associated with the operator “Only” may have made it easier for participants to verify and process the pragmatic meaning associated with “Only some” than the pragmatic meaning associated with the bare quantifier “Some.” That said, it remains indecisive and unclear whether the cognitive cost displayed in processing underinformative sentences is due to the verification processes involved in verifying the semantic complexity of upper-informative statements or to the inferential processes involved in analyzing the implicature (see also Discussion in Antoniou et al., 2016).



Disambiguation-related mechanisms

According to Marty and Chemla (2013), it might be true that processing scalar implicatures comes with memory costs, but information about the specific inferential stage at which the cognitive cost is invested is not available. Marty and Chemla proposed that deriving scalar implicatures involves two processing stages: (i) the decision to derive the inference; and (ii) the calculation of stronger alternatives. The question of whether the decision to disambiguate the implicature or the calculation of alternatives is what makes the pragmatic task effortful was empirically tested by using ambiguous vs. unambiguous quantifiers—Some vs. Only some. The difference between both types of quantifiers is this: while the ambiguous some in a sentence like Some elephants are mammals can give rise to two potential interpretations, i.e., the logical interpretation (some and possibly all) elephants are mammals vs. the pragmatic interpretation (some but not all) elephants are mammals, the unambiguous quantifier only some in a sentence such as Only some elephants are mammals allows only one plain pragmatic meaning, indicating that not all elephants are mammals.

Marty and Chemla (2013) compared participants' performance in the Some-condition against the performance in the Only Some-condition in a dual-task methodology whose function is to obstruct the appeal to central working memory in conditions in which the burden is high. The prediction was this: if the inferential process is reliant on working memory resources to derive the implicature, then the participants are supposed to exhibit equivalent derivation behavior in the Some- and Only some-conditions, because they both give rise to the inference not all, though in the Some-condition this inference is an implicature; in the Only some-condition an entailment. However, if the decision to compute the implicature is the only subprocess that turns the processing effortful and not the inferential process per se, then the participants are expected to have processing difficulties in the some-condition but not in the only some-condition. Marty and Chemla found evidence that the latter prediction was borne out. Tapping the participants' executive resources was consistent with a significant decrease in deriving the not-all implicatures in the some-condition, but no comparable decrease in computing the not-all inferences in the only some-condition. Marty and Chemla proposed that the extra memory cost observed in processing the implicature was only a product of the decision to derive the implicature rather than to the computation mechanism per se.

A similar view that speaks for this conclusion comes from Noveck and Posada (2003) who propose that “false” responses to underinformative statements are effort-demanding, i.e., they appear to be linked to “decision-related mechanisms.” Moreover, Katsos and Bishop (2011) found evidence that children, relative to adults, are less likely to reject infelicitous statement in paradigms that require participants to judge the truth-value of a statement in a binary judgment task, but they are able to make pragmatic inferences in comparable amounts to adults when they are prompted to judge scalar implicatures using a Likert scale task (see also Skordos and Papafragou, 2016; Rees and Bott, 2018). This children-adult behavior discrepancy was mainly attributed to difficulties in children's ability to make/verbalize judgments. Children may default to simple “yes” because binary judgment tasks do not make the relevance of stronger alternatives salient when children assess underinformative sentences, but the 3-point scale task may activate cues of relevance that encourage participants to be more sensitive to the “appropriateness” of the underinformative statement (Skordos and Papafragou, 2016).

Critically, in the same vein, recent work on scalar implicatures among children showed that children's main problem in processing scalar implicatures seems to lie in their understanding of relevance and/or activating alternatives (Noveck, 2001; Huang and Snedeker, 2009a; Barner et al., 2011; Degen and Tanenhaus, 2015, 2016; Skordos and Papafragou, 2016; Rees and Bott, 2018), a process that is thought to involve working memory resources (Chierchia et al., 2001; Reinhart, 2004; Pouscoulous et al., 2007; Gotzner and Spalek, 2017). However, Katsos and Bishop (2011) argue that the process of activating and comparing alternatives is not memory taxing, and rather it is the decision that makes the inferential process effortful (see also Marty and Chemla, 2013 above). That said, future studies may need to determine the underlying cause facilitating scalar implicature processing in ternary judgement tasks compared to binary judgement tasks. Interestingly, recent work by Jasbi et al. (2019) showed that adults, similar to children, prefer intermediate response options in ternary judgment tasks, and hence an indirect piece of evidence standing against the proposition that childrens' main problem in processing scalar implicatures lies at the interplay between response options and activating alternatives. Preferring an intermediate response option, which can manifest itself through avoiding a response option at the positive end of the scale (primarily among children) and negative end of the scale (primarily among adults), still seems to be generic among different types of populations and not related to children participants only. Therefore, we recommend that future work place some focus on the relationship between working memory capacity and implicature derivation among children. Children's difficulty to activate alternatives could be an artifact of limited processing resources (see Chierchia et al., 2001; Reinhart, 2004; Pouscoulous et al., 2007).



Embedded negation

The topic of negation and its processing cost has been the center of many linguistic and psycholinguistic discussions in the literature. Early experimental work on negation, including the explicit negative with not and the implicit negative in quantifiers such as few or scarcely any has shown that integrating negation into the sentence meaning is accompanied with high error rates and longer processing times compared to affirmative sentences (Wason, 1959, 1961; Just and Carpenter, 1971; Clark and Chase, 1972; Moxey et al., 2001; Prado and Noveck, 2006; Deschamps et al., 2015). Horn (1989) also, in his large volume of linguistic work on negation processing, suggests that the concept of negation itself is a multifaceted phenomenon that has complex and systematic interaction with logical operators, especially quantitative scales. On comprehending the processing slowdown associated with pragmatic reading of the quantifier some, Rips (1975) suggested that negation could be the source of this slowdown as Some may function as Some-but-not-All (see also Bott and Noveck, 2004 for a similar argument). Arguably, if this claim is indeed true, this implies that the cognitive cost associated with computing the scalar inference is not a reflection of the inferential process responsible for generating the scalar inference per se, but rather of the embedded negation in the meaning of some-but-not-all for some.

Interestingly, in a recent attempt to empirically test if the inferential process itself or the negation embedded in computing the pragmatic meaning of some (not-all) is what makes scalar implicature processing computationally complex, van Tiel et al. (2019) used scalar words that differed in their scalarity, i.e., positive scalar words (<or, and>, <might, must>, <some, all>, <most, all>, and <try, succeed>) vs. negative scalar words (<low, empty>, <scarce, absent>). According to van Tiel and colleagues, the scalarity of a word determines the polarity of the corresponding scalar inference, i.e., the positive scalar word some gives rise to the negative scalar inference not all, whereas the negative scalar word not all gives rise to the positive scalar inference not-none, or, equivalently, to some. For instance, the positive scalar word Some in the sentence “I ate some of the pie” implies the negative scalar inference “not all the pie,” whereas the negative scalar word in the sentence “I did not eat all of the pie” implies the positive proposition that I did not eat none of the pie, i.e., I ate some. van Tiel et al. argued that if the process of scalar inference reading is cognitively demanding, then this cognitive demand should generalize to the entire family of scalar words, no matter whether this is a positive scalar word or a negative scalar word. However, if the positive scalar words—but not the negative scalar ones—are the only scalar words that incur processing costs, then this would mean that the processing cost associated with them is a function of negation embedded in the underlying structure of the pragmatic proposition and not due to the inferential process responsible for generating the scalar inference.

van Tiel et al. examined the processing of both positive and negative scalar words and found that rejecting the underinformative meaning triggered by the positive scalar words “might,” “some,” “or,” and “most” was consistently associated with processing slowdowns, whereas rejecting the underinformative meaning in the negative scalar words “low” and “scarce”—as well as for the positive scalar word “try” in Experiment 1 only—was made without any noticeable cognitive costs, and therefore the processing costs did not generalize to the entire family of scalar words. On the ground of these results, van Tiel and colleagues argued that the source of processing slowdown in deriving scalar implicatures does not seem to stem from the process that computes the implicature itself, but rather from negation embedded in the pragmatic reading of the positive scalar term. This negation taxes working memory, and therefore, artificially inflates the time taken to make pragmatic inferences (also in line with Cremers and Chemla, 2014; Romoli and Schwarz, 2015).

It is worth noting, however, that the negative lexical scales that were used in van Tiel et al.'s study were exclusively adjectival (e.g., low, scarce), whereas the positive lexical scales were a mix of other parts of speech (i.e., <or, and>, <might, must>, <some, all>, <most, all>, and<try, succeed>). That said, the implicatures on adjectives are triggered differently from those on other lexical scales (Baker et al., 2009; Van Tiel et al., 2014; Gotzner et al., 2018; van Tiel and Pankratz, 2021), and hence the study lacked some sort of control in sampling. Second, we propose that both types of scales (i.e., positive scalar words and negative scalar words), as a function of pragmatic enrichment, involve a scale reversal step in which the stonger scalemate is represented and then denied, i.e., some (~not all), low (~not-empty, existence of something). That said, the processing slowdown manifested in reading the positive scalar words, say Some, may not be overly due to the denial2 of the stronger scalemate (All). However, the directionality/polarity of the inferred proposition might be of cognitive relevance. More specifically, the interplay between the polarity of these inferred propositions (i.e., negative vs. positive polarity) and possibly other logical properties (discussed below) could be a significant source of cognitive cost in scalar implicature processing, and potentially the underlying cause of discrepancy between processing positive scalar words and negative scalar words, respectively. Further details about our proposal are given in the following section.



Negation, polarity, monotonicity, and processing

The topic of quantification and quantifier interpretation has been of strong interest to many philosophers, linguists, and logicians. There is a prodigious number of studies that have attempted to explain how quantified statements are interpreted and what logical properties render them computationally more complex (Just and Carpenter, 1971; Horn, 1972; Barwise and Cooper, 1981; Sanford et al., 1996; Paterson et al., 1998, 2009; Moxey et al., 2001; Geurts and van der Slik, 2005; Prado and Noveck, 2006; Geurts et al., 2010; Penka and Zeijlstra, 2010; Penka, 2011; Szymanik and Zajenkowski, 2013; Orenes et al., 2016; Haase et al., 2019). The authors of these studies agree that statements quantified by negative quantifiers are harder to process and are more error prone in comprehension compared to statements quantified by positive quantifiers. More recent research about the processing complexity of negative quantifiers showed that both (i) negative polarity and (ii) downward monotonicity are two logical properities that make the processing of negative quantifiers cognitively more complex relative to their positive antonyms (Agmon et al., 2019).

Negative polarity can be thought of as an operator triggering the “less than” computation on a linear scale (i.e., below some standard on a scale) (Agmon et al., 2019, 2021) and, when analyzed morphosyntactically, they contain a hidden negation in their underlying structure (Hackl, 2000; Penka, 2011) that evokes an interaction of the polarity effect with the truth-value of the sentence (Just and Carpenter, 1971; Grodzinsky et al., 2018; Agmon et al., 2019). Downward monotonicity, however, can be thought of as a logical/mathematical property whose environment serves to signal downward entailing contexts toward an empty-set scenario (Agmon et al., 2019; Bott et al., 2019). To illustrate, these negative quantifiers and expressions such as few, a few, little, and a small number equivalently involve a “less than” computation on a linear scale, and possibly a hidden negation, but the difference is this: while the words few and little are downward monotone items that license NPIs, such as any, ever, or at all, the hallmark of downward monotonicity (Ladusaw, 1980), the words a few and a small number are non-monotone items that are introduced by the article “a” whose existential force does not allow licensing downward monotoncity. In a recent attempt to disentangle the processing complexity effects that are due to negative polarity from the processing complexity effects that are due to downward monotonicity, Agmon et al. (2019) investigated the processing difference between NPIs that are downward monotone (i.e., few, little) and NPIs that are non-monotone (i.e., a few, a small number) and the results revealed that downward monotonicity adds significant cognitive costs to processing negative quantifiers independent of the negative polarity effect.

As shown and discussed above, the cognitive cost observed in computing scalar implicatures triggered by the use of weak scalar quantifiers/words is currently disputed in the literature, especially whether all, or a proportion of it, is an artifact of the semantic complexity of underinformative sentences, disambiguation-related mechanisms (e.g., Noveck and Posada, 2003; Marty and Chemla, 2013), negation embedded in the implicature meaning (e.g., Bott and Noveck, 2004; van Tiel et al., 2019), engagement in Theory of Mind (ToM) reasoning (e.g., Apperly et al., 2006; Van Tiel and Kissine, 2018; Fairchild and Papafragou, 2021), executing the epistemic state (e.g., Bergen and Grodner, 2012; Fairchild and Papafragou, 2021), and/or contrasting and evaluating alternatives (e.g., Degen and Tanenhaus, 2016; Skordos and Papafragou, 2016; Gotzner and Romoli, 2018; Rees and Bott, 2018). Interestingly, recent work by van Tiel et al. (2019) suggests that a large majority of the previous work on scalar implicatures have examined scalar implicature processing using almost exclusively positive scalar words that give rise to negative propositions, and hence the cognitive cost observed in computing scalar implicatures (at least for studies with some) could be an artifact of the negation embedded in mentalizing the implicature Not-all. More specifically, van Tiel et al. proposed that negative quantifiers give rise to positive pragmatic propositions that are easy to process, whereas positive quantifiers give rise to pragmatic propositions embedded with negation whose computation renders scalar implicature comprehension more complex. For instance, in a sentence such as some elephants are mammals, the use of the positive quantifier some can pragmatically entail that not all elephants are mammals. The denial of the stronger scalemate all for the sake of enriching some is what contributes to a heavier cognitive load. Conversely, negative quantifiers (e.g., few) usually stimulate positive propositions (i.e., not-none, equivalent to some), and this positivity in the proposition is thought to make them computationally less complex compared to their negative counterparts generated by positive quantifiers, and therefore rapid processing times.

In this review paper, we suggest that negation could be a core cognitive step in pragmatic computation, but we propose that negation may not be the exclusive property responsible for the processing slowdown of scalar implicatures triggered by positive scalar words (e.g., some). It is possible that both types of lexical scales (positive scalar words and negative scalar words) may involve, as a function of pragmatic enrichment, a scale reversal step in which the stonger scalemate that holds with the truth of the quantified statement was mentally represented and then denied, i.e., some-but-not-All, few-but-not-None, respectively (see also the presupposition-denial account for Moxey et al., 2001; Moxey, 2006), and therefore it is not clear if embedded negation is the source of slowdown in processing scalar implicatures triggered by positive scalar words (but not negative scalar words). However, we suggest that the directionality/polarity of the inferred proposition is possibly of cognitive relevance: the positive inferred proposition points away from zero toward the ordinary way we perceive the world (Clark, 1973), whereas the negative inferred proposition points in a less natural direction, toward the zero end, that makes it harder to process (De Soto et al., 1965; McGonigle and Chalmers, 1996; Geurts and van der Slik, 2005; Hoorens and Bruckmüller, 2015; Agmon et al., 2019).

According to Geurts and van der Slik (2005), we say that expression X is upward or downward entailing to denote the inference licensed by X, but we say that an inference moves upward or downward when we are describing the actual inference. This suggestion is in line with the tenets of the scalarity-based account by van Tiel et al. (2019) who also suggest that pragmatic inferencing moves in the opposite direction of the semantics of the quantifier, and hence positive quantifiers and negative quantifiers are likely to trigger different logical effects whose computation would result in different processing costs. These accounts which suggest that the entailment of the quantifiers can move upward or downward depending on the context seem to dovetail with the Focus account by Sanford et al. (1996) who studied the different focus effects of positive and negative quantifiers and proposed that (a) quantifier interpretation relies on attributions of a speaker's expectations and that (b) quantifier interpretation is context-dependent (see also Ingram et al., 2014). Their account proposes that the entailment of a quantifier can move upward or downward depending on whether the inference is calculated or not. This was also faithfully explained by Bott and Noveck who investigated scalar implicatures triggered by the positive quantifier some in sentences such as Some elephants are mammals. They proposed that participants who choose to interpret Some logically are likely to put their focus on the reference set, whereas those who choose to look for a more relevant reading may place their focus on the Complement set, i.e., whether there is a set of non-mammalian elephants, and therefore reading some as some-but-not-all via a pragmatic operation that transforms the positive some into a more complex negative quantifier whose interpretation becomes monotone-decreasing that licenses a compset scenario in which these non-mammalian elephants, after searching, are not existent (i.e., null-Complement set). This null-complement set effect is possibly in tandem with the empty-set effect triggered by monotone-decreasing quantifiers in Bott et al. (2019).

Bott et al. (2019) examined the empty-set effect in an experiment that required the participants to evaluate the truth of a negatively quantified statement such as less than five dots are blue in the face of a 0-model picture that does not have the target color dots. They found that (i) rejecting these downward-entailing inferences is more error prone in comprehension, and that (ii) the specification of an algorithm for evaluating empty-set situations was consistent with processing delays compared to quantifiers that do not trigger empty-set situations. Critically, Bott and colleagues also showed evidence that the cognitive effort involved in processing empty-set evaluations was independent of the cognitive effort needed to compute the scalar implicature fewer-than-five-but-not-None. That said, this evidence indirectly suggests that the intrinsic nature of the cognitive cost observed in processing the implicature Not-all in previous studies may not be overly related to the inferential process, but rather to other processes that may involve evaluating empty-set scenarios embedded in a downward-entailing environment (see also Chemla et al., 2011 for their discussion of perceived vs. formal monotonicity). Nevertheless, this proposition remains speculative and can only be confirmed if it is experimentally tested in future work.

All in all, and as the evidence shows in these experimental illustrations, negative polarity, downward monotonicity, and empty-set evaluation are three logical variables whose computation seems to contribute independent proportions of cost in processing negative quantifiers/inferences in pragmatics. According to Agmon et al. (2019), monotonicity contributes about 30% of negative polarity, but Bott et al. (2019) suggest that it is the empty-set effect and not downward monotonicity that contributes to the processing cost of monotone-decreasing quantifiers. Taken together, these variables seem to suggest that downward-entailing inferences are computationally more complex than their upward-entailing counterparts, but the question of how negative pragmatic inferences are computed remains speculative amidst these confounding variables. While our discussion of these variables was extremely sketchy, we hope that the nature of our argument is clear. Future research may need to disentangle these seemingly interrelated proportions of cognitive cost involved in downward-entailing inferences. Is the cognitive cost involved in computing negative inferences triggered by positive scalar words solely related to the inferential process, or it is all, or a proportion of it, a reflection of the cost involved in processing other computational properties, such as negative polarity, downward monotonicity, and empty-set scenario evaluation? It may also pay if future work focus on negative scalar words that give rise to positive upward entailing propositions, and thus the variables negative polarity, downward monotonicity, and empty-set effects can be controlled for3. Most previous studies focused on positive scalar words that give rise to negative propositions; and therefore, there is still a scarcity of work pinning the processing difference between scalar implicatures triggered by positive and negative scalar words.




Conclusion

This review has discussed the experimental record on scalar implicatures and the processing cost associated with their derivation. As discussed in the Introduction, the presence of this processing cost is robust, replicable, and has enjoyed large empirical support from multiple experimental scenarios, including data obtained from children, adults, experiments using visual world eye-tracking paradigms, mouse-tracking paradigms, ERPs, judgment tasks, and reading comprehension vignettes, as well as from different testing material (logical terms, adjectives, bare numerals) and languages. However, some researchers have questioned this conclusion, especially whether or not this observed processing cost corresponds to the inferential process itself or other computational properties that may artificially inflate processing. Our review has put the spotlight on these variables that are thought to contribute to processing scalar implicatures, which include the semantic complexity of some test material, the decision to disambiguate the implicature, the embedded negation in the inferential process, and other semantic and logical properties that relate to negative polarity, downward monotonicity, and empty-set scenarios whose role in the cost observed in scalar implicature processing is still unknown. With that being said, we recommend that future work focus on testing scalar implicatures while taking into account these said caveats so as to provide useful insights into the factors that contribute to scalar implicature processing. In so doing, one can gain important insights into the theories and phenomena related to scalar implicature. This would benefit Experimental Pragmatics specifically as well as scalar implicature research more generally.
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Footnotes

1 Even single sentence utterances can create their own context through a variety of presupposition triggers and information-structure triggers (Breheny et al., 2006, p. 445).

2 Denial refers to embedded negation. For example, in a sentence such as Some cats meow, the word Some serves to deny a stronger proposition with All (i.e., All cats meow) after being mentally represented.

3 It is worth noting that some monotone increasing quantifiers can also license empty-set situations (Bott et al., 2019, pp. 11–12).
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