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Adolescents are the most active user group of social media sites. Due to being in a phase of both biological and psychological development, they may be particularly vulnerable to the darker side of social media, such as its illegal aspects or coordinated information influencing. With this research, we aimed to identify threats Finnish adolescents face on social media from a law-enforcement perspective. To reach this goal, we performed semi-structured interviews with police officers from Finnish preventive measures police units. To identify and structure threats that adolescents face, we employed a twofold analysis. In the first part, we conducted inductive content analysis, which revealed three primary threats: polarization, disinformation, and social media as a pathway to illegal activities. In the second part, we employed the Honeycomb-model of social media functionality as a classificatory device for structuring these threats. Our findings provide explorative insights into the threats social media might present to adolescents from the point of view of the Finnish law-enforcement system.
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1 Introduction

The prevalence of different social networking sites (SNS) has risen significantly in the past decade. For example, in Finland, 69% of citizens aged 16–89 are registered on at least one social media platform [Official Statistics of Finland (OSF)., 2020]. Social media platforms are not merely places where users can freely connect, but multifaceted digital environments that possess various phenomena that can cause serious detrimental effects on the exposed user's personal life and the society they live in. The notable rise of SNS as a prominent media format and as a tool of interaction during the past decade has partly hindered the positivity that surrounded social media in its early years (Diamond and Plattner, 2012; Tucker et al., 2017). This has given rise to increasing concern about its adverse effects on the mental wellbeing of individuals, information space, and social stability (Loader and Mercea, 2011; Bossetta, 2018; Barberá, 2020). Negative effects of social media use and its malicious employment by users and organizations is well documented. Psychological literature has grown to include such concepts as “Facebook-depression” (Jelenchick et al., 2013; Yoon et al., 2019) with some research showcasing correlations between SNS use and depression, social anxiety, poor self-image, and eating disorders (Santarossa and Woodruff, 2017; Keles et al., 2020). Additionally, the excessive spread of misinformation and conspiracy theories (Allcott et al., 2019; Garry et al., 2021), information influencing (Ferrara, 2020;), the induction of filter bubbles (Bruns, 2019; Geschke et al., 2019), and the rise of political polarization (Howard et al., 2018; Tucker et al., 2018; Barberá, 2020) has sparked concern about the detrimental effects of SNS on western liberal democracies (Persily, 2017). Major international scandals such as the involvement of the Russian Internet Research Agency (IRA) in the 2016 US Presidential Election (Bastos and Farkas, 2019) have raised concerns about the societal effects of SNS on various arenas, from academic research to political discussions. Recently, this has been particularly present in the discussion of COVID-19-related mis- and disinformation online (Pennycook et al., 2020). These factors can pose a significant threat to societal stability (Shu et al., 2020; McKay and Tenove, 2021) and individual wellbeing (Yoon et al., 2019; Keles et al., 2020). Thus, they have been characterized as the dark side of social media (Baccarella et al., 2018; Dhir et al., 2018; Demetis, 2020).

The current research aims to identify and structure some of the threats that the dark side of social media poses to Finnish adolescents from a law-enforcement perspective. We approached this issue by interviewing Finnish Preventive Measures Police Unit officers. Our analysis process is twofold. First, we employ data-driven content analysis (Krippendorff, 2018) to identify the most significant threats to adolescents on social media from the point of view of law-enforcement professionals. Secondly, we re-examine these threats by employing the Honeycomb model of social media functionality as a method of classification (Kietzmann et al., 2011; Baccarella et al., 2018). The model separates social media into seven functionalities, which we use to generate “threat profiles” for the identified threats. These profiles identify which functionalities of social media platforms help to give rise to which threats. Our research illustrates a method for breaking the complex threats posed by the dark side of social media into more manageable parts. Moreover, our approach provides novel insights about these threats due to our specific focus on police officers, who possess distinct professional knowledge to inspect social media from the point of view of national security.



2 Adolescent and the dark side of social media

Despite a significant rise of middle-aged and elderly users on social media, adolescents and young adults remain the largest and most active group, with three-quarters of Finns aged 16–24 using social media daily (Official Statistics of Finland (OSF)., 2020). Adolescence is a significant period of change and development both physically and psychologically. For instance, the dual-systems theory proposes that the adolescent brain matures sequentially, with the socioemotional system, which drives incentive processing and increases the tendency to seek exciting and risky behaviors, developing significantly before the prefrontal cortices of the brain driving cognitive control (Steinberg, 2010; Shulman et al., 2016). These distinct patterns of neural development render adolescents more likely to partake in risky behaviors and more vulnerable to emotional events via increased reward-seeking and a lack of cognitive control over their impulses (Steinberg, 2010). Moreover, adolescence is a period of identity formation (Klimstra et al., 2010) during which peer pressure has increased influence (Vargas, 2011). Hence, the dark side of social media may pose more significant threats to adolescents than to the adult population.

Willoughby (2019) has identified some of the main risks that adolescents face on social media: cyberbullying, online abuse, and exposure to negative content (i.e., violent or inappropriate content). Moreover, many other researchers have raised concerns about the prevalence of disinformation, coordinated information influencing, and political polarization present on online platforms (Lazer et al., 2018; Tucker et al., 2018; Hills, 2019; Sheldon et al., 2019; Baccarella et al., 2020; Norri–Sederholm et al., 2020; Shu et al., 2020). Overall, the negative attributes of social media sites can generate an environment within the larger social media sphere that is capable of inducing various adverse effects on its users (Dhir et al., 2018; Keles et al., 2020). This can be regarded as the dark side of social media (Baccarella et al., 2018; Sheldon et al., 2019). Understanding the nature and prevalence of these malevolent aspects of social media is vital for understanding the threats it poses to adolescents and to society.

Next, we will outline and characterize some of the principal threats adolescents face on social media based on previous research. After this, we will describe the framework we will employ to analyse threats on social media. Then, the rationale and analysis of the current research will be presented.


2.1 Polarization

The polarization of digital environments and the possible presence of so-called ‘filter bubbles' has received widespread attention both within academic circles and within public discourse (Howard et al., 2018; Tucker et al., 2018; Bruns, 2019; Geschke et al., 2019; Barberá, 2020). The studies posit that social media platforms fragment the information ecosystem causing different ideological groups to collectively get their information from different sources—a phenomenon often referred to as filter bubbles (Barberá et al., 2017; Barberá, 2020). This fragmentation of information is thought to be reflected in both built-in algorithms of social media (Levy, 2021) and innate human biases (Zollo, 2019; Moore-Berg et al., 2020; Rathje et al., 2021). Overall, these factors can cause the information environments of social media users to become homogenized significantly reducing the amount of information that counters or contradicts the users' pre-existing beliefs. This has been hypothesized to lead to extreme political polarization, radicalization, and belief in conspiracy theories (Tucker et al., 2018; Garcet, 2021; Garry et al., 2021).

However, some research has questioned the significance of filter bubbles (Zuiderveen Borgesius et al., 2016) suggesting that other factors could cause polarization on social media possibly due to human biases (Zollo, 2019; Moore-Berg et al., 2020). More importantly, while much effort has been focused on the effects and causes of political polarization (Barber and McCarty, 2015; McCarty, 2019; Moore-Berg et al., 2020), significantly less is known about how polarization spreads to the lives of adolescents.



2.2 Dis- and misinformation

This paper employs a representational definition of information (Floridi, 2013). According to this definition, information has semantic content about the world: “the sky is blue” represents a known fact about the world, whereas “the sky is red” contains information that is not in line with the physical reality, that is misinformation. Although epistemologically simplistic, this definition is a pragmatic common-sense definition that can be easily conveyed to people not immersed in philosophical debate. False information can be divided into disinformation and misinformation. Disinformation is defined as intentionally shared false information, whereas misinformation is false information that is shared without an intention to deceive people (Fetzer, 2004; Lazer et al., 2018; Norri–Sederholm et al., 2020). Disinformation is often planned, and the target audience is well-defined and chosen to maximize the effect of the presented material. Dis- and misinformation are plentiful on social media (Tucker et al., 2018; Suarez-Lledo and Alvarez-Galvez, 2021) and are actively used to influence the behaviors, identities, and values of social media users (Bastick, 2021; Dobber et al., 2021).

The spread of disinformation is often coordinated by multiple operators that are difficult to track without technical tools to model pathways of information spread within the information ecosystem (Hussain et al., 2018; Bandeli and Agarwal, 2021). Thus, the presence and spread of disinformation on social media platforms can have severe detrimental effects on individual and societal levels (Wang et al., 2019; Shu et al., 2020). Firstly, consistent exposure to disinformation can reduce trust in institutions and the information ecosystem. Secondly, disinformation can reduce an individual's ability to distinguish between real and “fake news”. Thirdly and most importantly, disinformation may lead to false beliefs which can significantly affect an individual's political and health-related behavior (Rapp and Salovich, 2018; Shu et al., 2020). Recently, this has been particularly prevalent as increased vaccine hesitancy due to COVID-19-related disinformation (Kricorian et al., 2021). Finally, given that disinformation often relies on emotionally manipulative information (Martel et al., 2020), adolescents may be especially vulnerable to it due to their underdeveloped systems of cognitive control (Shulman et al., 2016). However, the previous research is unclear about disinformation's effects on adolescents: while their brains are still developing, their experience of being indulged in the information ecosystem for most of their lives might give them unique skills and abilities in noticing and processing disinformation.

Past research has shown that Finnish adolescents are confident in their abilities to detect mis- and disinformation (Riikonen et al., 2020; Kaarkoski et al., 2021), but there is no research showing how much this corresponds to their actual ability. However, a recent large-scale nationally representative survey in the United States indicated that adolescents struggle to successfully evaluate the credibility of online information (measured by a selection of tasks requiring critical evaluation of online content). The authors found that 52% of high school students considered that an unofficial YouTube video showing CCTV footage from Russia constituted strong evidence for election fraud in the US 2016 Presidential Election (Breakstone et al., 2021). Similar worrying results underlining adolescents' poor social media literacy are reported by other studies (McGrew et al., 2018; Johnston, 2020) with a large literacy gap existing between different groups of adolescents (Nygren and Guath, 2021). However, in contrast to these findings, recent research has found a significant age effect of sharing “fake news” with users over the age of 65 sharing over seven times more news articles classified as fake than 18–28-year-olds (Guess et al., 2019). This suggests that adolescents are not the most active sharers of misinformation and might be significantly better in detecting it that older generations.



2.3 Illegal content and activities

Adolescents are exposed to illegal activities and content on social media. This could be harmful in different ways. Firstly, adolescents might be the target of aggressive or illegal activities such as slander and cyberbullying. Secondly, they might be exposed to illegal or otherwise harmful contents. Thirdly, they might partake in these illegal and/or antisocial activities themselves through social media.

Adolescents can be targeted aggressively on social media, for example, via cyberbullying which can cross the line to illegal slander depending on the severity. The phenomenon of cyberbullying can be defined in various terms (Casas et al., 2020; Chun et al., 2020). It has been defined as “an aggressive, intentional act carried out by a group or individual, using electronic forms of contact, repeatedly and overtime against a victim who cannot easily defend him or herself” or “bullying through email and instant messaging, in a chat room, on a website…” (Kowalski and Limber, 2007; Chun et al., 2020). Oksanen et al. (2014) estimated that 67% of Finnish Facebook users aged 15–18 have been exposed to hateful online material, while 21% have been targeted by it. Näsi et al. (2014) performed a cross-national comparison of online abuse in the United States and Finland and reported that around 17% of Finnish respondents reported being subjected to online abuse or harassment (compared to 14% of American respondents). Notably, both studies found that being subjected to online abuse correlates with a significant reduction in subjective wellbeing (Näsi et al., 2014; Oksanen et al., 2014). While the authors note that no causal inferences can be drawn from this data, they also point out that some earlier research has established causal relationships between offline abuse and reduced wellbeing (Bucchianeri et al., 2014; Crowley and Cornell, 2020). Moreover, in a sizeable UK-cohort study, Kelly et al. (2018) found that being exposed to online harassment explained some of the variance in the depressive symptoms associated with social media use.

Overall, the literature suggests that large portions of the general population report being exposed to cyberbullying (Kowalski et al., 2019; Vidgen et al., 2019). Moreover, being targeted by online harassment and cyberbullying is associated with depressive symptoms (Keles et al., 2020; Kwan et al., 2020), relationship problems (Spears et al., 2009), and overall reduced wellbeing (Schenk and Fremouw, 2012; Maghsoudi et al., 2020). These adverse effects seem to be present regardless of cultural differences (Näsi et al., 2014), though slight differences between different cultural samples have been reported (Sorrentino et al., 2019).

Adolescents may also be exposed to harmful and illegal material on social media. This encompasses various types of content such as violent content (Friis, 2015; Boyd and Swanson, 2016), sexual material (Lewis et al., 2018; Smahel et al., 2020) and hate speech (Castano-Pulgarín et al., 2021). This inappropriate content is actively present in the digital lives of adolescents. An online survey of EU children (Smahel et al., 2020) found that on average 10% of European adolescents had come across content showing ways to physically harm themselves, 11% had come across content featuring drug use, 17% had come across hate messages, and 13% had come across gory or violent images. In Finland, 18% had come across content showing ways to physically harm themselves, 10% had come across content featuring drug use, 17% had come across hate messages, and 11% had come across gory or violent images (Smahel et al., 2020). Exposure to violent, sexual or otherwise inappropriate content can present various effects on adolescents (Subrahmanyam and Smahel, 2010). Exposure to violent material can cause desensitization to real-world violence (Bushman and Anderson, 2009; Anderson et al., 2015) and have detrimental effects on mental health (Patton et al., 2014). In addition, Näsi et al. (2015) found that exposure to online hate material significantly reduced social trust among Finnish adolescents suggesting that it may threaten the feeling of societal security.



2.4 The Honeycomb model of social media functionality

The dark side of social media presents a wide field of scientific enquiry. Consequently, Baccarella et al. (2018) built on the so-called Honeycomb model of social media functionality (see Kietzmann et al., 2011) to formalize a framework for studying and structuring the negative aspects of social media platforms. While initially the model was primarily employed in marketing and managing research (Khan and Jan, 2015; Jayasuriya and Azam, 2017; Jayasuriya et al., 2018), recent proposals have suggested using it to study the dark side of social media (Baccarella et al., 2018). The logic behind this is sound; if different social media functionalities can be successfully employed for marketing purposes or to otherwise influence people, then the same modes can be used to influence people for more malicious purposes. The model identifies seven building blocks of functionality that can be malevolently employed to attack and manipulate users and spread disinformation: conversations, Sharing, Reputation, Groups, Identity, Relationships, and Presence. Noteworthily, the model does not claim to offer explanatory mechanisms for the phenomena present on social media, but instead provides a useful classification method.

Conversations is defined as the aspect by which users of social media platforms communicate with each other using, for example, built-in functions of the platforms such as “like”, “comment”, or “message”. The dark side of these functionalities is the possibility of aggressive engagement, cyber-bullying, and spreading dis- and misinformation. Moreover, Baccarella et al. (2018) identifies the use of bots and other A.I. methods as a potential hazard and as a way of skewing and manipulating online conversations.

Sharing refers to the capability of users to share, distribute, and generate content, such as videos, memes, or pictures. A significant risk of this functionality is the availability of inappropriate content on social media platforms. This content includes violent, pornographic, illegal, or otherwise questionable material, fake news and disinformation.

Reputation reflects certain users' status within social media networks and how they can use their social standing to influence others. Moreover, it encompasses how users are aware of their status and the reputation to others. The status of users can be exhibited through the built-in functions of social media platforms, such as the number of friends and followers or the number of likes and shares their posts receive. According to Baccarella et al. (2018), reputation risks mainly stem from sharing false information that might damage or destroy the user's reputation—an event that can also have destructive effects on life outside social media.

Groups, in turn, relates to the degree to which users create groups and organize themselves around other users with similar interests, shared practices, and common worldviews. Polarization and the increased categorization of people as either in- or outgroup members are identified as significant risks of this functionality as social circles and groups define and narrow what kind of content the user consumes. Groups can also be pitched against each other. The groups are noted as creating social echo chambers, enhancing radicalization and polarization.

Identity captures how users display and develop their identities online. Users construct their identities by displaying their personal information, such as age, gender, or employment, participating in various groups, showcasing political opinions, and sharing content. Baccarella et al. (2018) note that other functionalities define the identities that users display online to some extent. They point out that this leads to a situation in which the user is not fully in control of their identity development online. This is problematic because the online identity can also influence the user's offline life. Major threats related to this functionality include shaming and the defamation of users' identities.

Relationships aims to encapsulate how users relate to other users on social media platforms and how this affects their behavior. For example, the relationship between two users affects the content they share with each other and the conversations they have. While social media can give rise to positive relationships, such as friendships and professional contacts, it can also induce negative relationships, including abuse, cyberbullying, stalking, scamming, or manipulation.

Presence considers how organizations and other users can track movement and presence online. This is present in both location-tracking and tracking when users use social media platforms. The negative aspects of this functionality revolve around the degree to which the presence and location of users can be tracked without their consent. For example, the recording of location data gives organizations the possibility to track users, but this extends to other parties as well.

While these functional blocks are not exhaustive, they can provide a prototypical model of the modes of influence that can be employed in social media (Baccarella et al., 2018). It is noteworthy that none of the functionalities fully encompass the threats but instead can be used to break down the phenomena present in social media into smaller parts.




3 Data and methods


3.1 Data collection

Our data were collected during December of 2019. Semi-structured interviews were employed to probe interviewees' opinions on adolescents' social media use from the perspective of societal security. The interviewees took part in the interviews voluntarily. They were chosen based on their roles and professional expertise in Finnish Preventive Measures police units which focus on combating crime and improving public security. The interviewed police officers were recruited from three different police districts representing distinct geographical areas in Finland. Moreover, these officers had extensive experience in monitoring social media and in interacting with adolescents online. Three interviews were conducted, two of which were one-on-one interviews and one of which was a group interview. Before the interviews, the participants signed an informed consent form and were briefed about the purpose of the study. The interviews were audio-recorded (mean length 74 min) and transcribed to text.



3.2 Data-driven analysis

Our first aim was to identify the serious threats that adolescents encounter on social media. To reach this goal, the data was coded using Atlas.ti 8.4.22 software built for qualitative data analysis. The data was coded using inductive content analysis (Elo and Kyngäs, 2008; Krippendorff, 2018). Three primary code groups focusing on the threats adolescents face online were formulated of the quotations (total = 163): Polarization (n = 68 (56%)), Disinformation (n = 28 (23%)), and Social media as a pathway to illegal activities (n = 25 (21%)). In addition, as the officers discussed also other aspects of adolescents' online lives, two other code groups emerged: convergence of social media and real life (n = 25) and the Intergenerational gap in understanding social media (n = 17). However, as these two code groups did not primarily focus on the threats adolescents face, they were discarded from the current analysis.

The interviewees talked more about some themes than others. Hence, the size of the identified themes varied. For this reason, we employed the percentage of the coded content as a rough measure to quantify each theme's importance. It was decided to report the prevalence of each theme as a percentage of the coded content as the interviews also touched upon aspects not related to the current study (e.g., prevention strategies and the capabilities and resources of the police to monitor and respond to illegal content online). Measuring how much each of the identified themes (i.e., Polarization, Disinformation, Social media as a pathway to illegal activities) comprised of the whole interview would have underestimated the theme's importance. Instead, the approach we took measured how prevalent each theme was in the discussion concerning the threats that social media poses to adolescent users. This quantifies how much each theme was discussed in relation to other threats posed by social media leaving out the other topics discussed in the interviews which were beyond this article's scope.



3.3 Classificatory analysis

In the second phase, only the three identified main themes were analyzed. The Honeycomb model (Baccarella et al., 2018) was employed to re-analyse the coded content. Each identified theme (Polarization, Disinformation, and Pathway to illegal activities) was re-coded with Atlas.ti using the functionalities of the Honeycomb model as pre-identified code groups. This was done to break down the identified code groups into more specific “threat profiles” which present the identified threats as functionalities of social media. Due to the scope of the article, we focus on the three most prominent functionalities of each identified threat when discussing the results.




4 Results


4.1 Data-driven analysis

The interviews were primarily dominated by the police officers discussing content relating to polarization online. This theme encompasses different behaviors and phenomena, including an “us vs. them” mentality, extremist groups, social divides and events and spontaneous swarming organized on social media. The police officers discussed, for example, the effect of polarization on adolescents' attitudes, radicalization and extremist propaganda. They also mentioned the strong ingroup/outgroup bias present on social media between different groups and sub-cultures. In addition, they raised concerns about things such as group fights and large-scale gatherings organized on social media and the ease with which a few influential users can coordinate such events.

Disinformation encompasses all material relating to the distribution of disinformation, such as fake news or other false information, and the effect this has on adolescents on social media. The identified threats in this theme are related to the prevalence of disinformation on social media platforms and the capabilities of adolescents to spot it. In addition, the officers emphasized the effect of confirmation bias and the long-term impact this could have on the worldviews of adolescents. They also raised concerns of adolescents as producers of disinformation and focused on their role in producing false profiles and information on social media platforms.

The third-most discussed theme was coined Social media as a pathway to illegal activities. This theme encompasses the parts of the interviews that concerned the aspects of social media that might function as pathways to various illegal activities. For example, the officers raised concerns about the ease of aggressively engaging with others on social media and committing offenses such as defamation or criminal threats. In addition, they pointed out the ease with which different groups could motivate adolescents to participate in illegal activities such as group fights or assaults. Moreover, the officers discussed the ease with which even younger people can be involved in either selling or using drugs via social media.



4.2 Classificatory analysis of the identified themes

After identifying threats that arose from the interviews (Polarization, Disinformation, Social media as a pathway to illegal activities), we employed the Honeycomb model of social media functionality as a method of classification. This approach aimed to provide a more nuanced picture of the identified threats by examining the functional building blocks by which these threats are present on social media platforms.


4.2.1 Polarization

Topics concerning Polarization dominated the interviews. As seen in Table 1, Polarization is primarily generated by the functions of Groups (n = 50), Conversations (n = 33) and Identity (n = 18) with the most prominent being, unsurprisingly, Groups. Groups refers to the extent to which users of social media platforms create groups and societies online and how these groups generate behavior and group dynamics, such as ingroup/outgroup bias.


TABLE 1 The frequencies and relative frequencies of each category (polarization, disinformation, and pathway to illegal activities) and functional building blocks of the Honeycomb-model (groups, conversations, identity, sharing, reputation, relationships).

[image: Table 1]


4.2.1.1 Groups

Based on their work observing and interacting with adolescents online, the police officers brought up the generally polarized nature of social media interactions. However, although they viewed political polarization online as a general threat to national security, they did not regard it as a threat related to most adolescents as adolescents' conversations typically revolve around everyday topics more than politics. Nevertheless, the officers discussed the general culture of polarization and aggressive engagement as they thought it served as an example for social interactions between adolescents and generated an unhealthy environment for adolescents on social media. For instance, they reported witnessing that even girls as young as 12 could threaten to kill their peers online. For example, one officer noted that: “… a child had written, and even girls write these things, on Snapchat that I will beat you into such a shape that even your parents won't recognize you”. Another officer commented: “It happens a lot, the previous example was under 15 years old for example”, and continued: “and they sometimes contact us, for example with a voice message, saying that they have been threatened, but they are too afraid to tell their parents or teachers but they well that they have to tell someone” In addition, they said that polarization online could provide ample opportunities for extremist groups to recruit or influence adolescents on social media:



4.2.1.2 Conversations

The police officers described that fights and gatherings were often organized on social media. These fights were often caused by personal arguments and disagreements which then became public and spread on social media gathering supporting groups for both sides of the fights. The officers noted that once the sides had formed online, it was remarkably easy for a few individuals to organize gatherings and fights in real life: “According to the police officers, the invitations to these fights were sometimes reported to include requests for the fighters to take weapons, such as knives or clubs, with them Such invitations were reported to have circulated on social platforms such as Snapchat and WhatsApp. Moreover, the officers discussed how the ‘facelessness' of social media conversations can encourage threats and extremely aggressive social interaction. These factors, in turn, were thought to increase polarization and group formation online escalating aggressive engagement and the generation of group fights”. Overall, the spreading of information about fights and gatherings on social media more broadly was considered harmful as it could draw in curious individuals who were not originally involved in the argument. For example one officer noted about influential adolescents organizing gatherings on social media: “…if (s)he has enough followers. They can say on Snapchat, for example, and share the snap and for example it was on Jodel [anonymous social media app] as well that lets meet up at the [park name]. It was this one influencer we were following and when we had just emptied one park, he posts that this is the next place to be at and when we arrive it is full”.



4.2.1.3 Identity

While the officers did not point out political identity as a significant source of polarization for adolescents, other identity displays were thought to be evident in group formation on social media. For instance, the officers recalled having witnessed that some of the real-life group fights that were organized online were branded as “immigrants vs. Finns”: “for example, it was on the news as well, there was a confrontation between so-called native finns and immigrants, and the invitation to the fight was circulating online” and continued: “the example in its simplicity shows the power you can have if only two people make decide to machinate an group gathering and in a couple of days they can organize it so that tens or in this worst case we are talking about 300 adolescents who have been asked to carry weapons…”. They raised worries about promoting such a discourse online as they thought it could provide opportunities for extremist groups to exploit such spontaneously generated polarization. One officer reported that: “I would say that even though it was not the case originally the situations [for the group fight], it did start to attract ideological people even though they were not originally involved. When the knowledge of such events with polarization spreads, it gives opportunities for extremists to join and promote their own activities” Moreover, the officers considered adolescence as a phase where young people are searching for their identities and were concerned that extremist groups could exploit this by providing harmful ideals and ways to develop identity. This influence could lead to adolescents basing their identities on extremist or illegal ideals. Thus, the inherent polarization also discussed in Groups could partly stem from the need of adolescents to construct and promote their identities on social media.




4.2.2 Disinformation

Disinformation as a category encompasses the extent to which false information and information influencing are purposefully present in social media. It is primarily generated by the functions of Conversations (n = 17), Sharing (n = 14), and Identity (n = 9). While Disinformation as a category did not dominate the interviews to the same extent as Polarization, the interviewed officers identified systematic disinformation and propaganda as one of the most significant concerns for national security overall. They saw the coordinated efforts to spread disinformation on social media, especially in disasters or emergencies, as a significant threat. The breakdown of the functionalities can be seen in Table 1.


4.2.2.1 Conversations

Generally, the officers speculated that adolescents' conversational culture renders them vulnerable to disinformation. They saw the conversations between adolescents on social media as “fractured” with little focus on the validity of the information. The officers considered that this fractured nature of conversations is beneficial for spreading disinformation: “… if you think about information influencing, it does not necessarily need good arguments, you just need to have a properly timed response in a conversation and a provocative take…” This was partly because the officers thought adolescents often take claims “at face value” as the conversational culture does not require factual justification. They reported that this might provide an opportunity for information influencing as a well-placed and timed piece of information could spread quickly and organically within conversational networks: “…there is a huge amount of information and there's false information of course, and that causes people to imagine situations that are perceived as threats. And then when we go to a local youth center and talk with young people, we notice that almost all of the rumors have started from social media” Moreover, the officers brought up that to them it seems that the source of information often dictates whether adolescents believe in the information they receive with information from a friend or a relative often judged to be trustworthy.

The interviewed officers also noted that knowledge about events spreads quickly among adolescents on social media. They described that in the absence of official information from authorities, someone will “fill the informational void” and then this information will often start spreading as the official version about the given event. This happens to such an extent that the police sometimes get contacted by newspapers and tabloids about whether the circulating information on social media is accurate. Furthermore, the police officers discussed the possibility that these rumors, often about violent events such as school shootings, can affect adolescents' general sense of security: importantly, the officers emphasized that there is no clear way to determine whether such false information is produced on purpose or whether it is purely misinformation.



4.2.2.2 Sharing

The interviewees identified “fake news” and sharing of it as a major threat. They noted that during large-scale emergencies a coordinated flood of disinformation, appearing as tailored fake news articles and pictures, is often present and actively shared on social media. According to the interviewees, this suggests organized machinery that is aimed at producing and sharing disinformation to distort the general discourse: “…10 min after an event, or a bit more, and we can find disinformation or completely made-up news articles [about the event]…so there has to be an organized machinery behind it”. The mentioned fake news were identified as false news articles or pictures posing as mainstream media. The officers were concerned about how adolescents might be especially vulnerable to this material due to possibly having lower critical thinking skills than adults.



4.2.2.3 Identity

In addition to being targets of disinformation, the officers identified adolescents as active producers of disinformation. They noted this as evident in fake profiles in which adolescents fake the identities of police officers on social media sites such as Instagram. Such fake profiles could be used to slander other adolescents or post false information regarding police records; “They had made an account with [the name of the officer] and used it to talk to people. Then when he [the officer] was visiting a school, a girl asked him do you really think that I'm this and that since you have denigrated me on Instagram. And then it became clear that it was not the police but a youth who had made fake profiles of officers and used them to slander teenagers”. Moreover, fabricated “Most Wanted” list which included the names of local adolescents were found circulating online: “TIn addition, the officers thought that the vast quantity of differing information online allows adolescents to cherry-pick information based on their own preferences and that this is often used as a way to construct their own identities online.




4.2.3 Social media as a pathway to illegal activities

The interviewed officers emphasized the role of social media as a pathway to illegal activities. Social media as a pathway to illegal activities is primarily generated by the functions of Identity (n = 9), Sharing (n = 8), and Conversations (n = 3). The breakdown of the functionalities can be seen in Table 1. The officers were concerned that increasingly younger adolescents can routinely have access to illegal content on social media because of the prevalence of such content. The illegal content that the officers discussed included the selling and buying of drugs, threats made on social media, slander, and impersonation of police officers. Overall, the officers were concerned that the “real-life” background that used to dictate whether adolescents get involved with crime (i.e., upbringing, steady family life) would not matter anymore on social media.


4.2.3.1 Identity

According to the officers, one of the main aspects driving adolescents to illegal content and activities on social media is the idolisation of criminal culture and the attempts to use this culture to build their online identity. The officers had observed adolescents both idolizing and emulating criminal behavior, for example, displaying weapons online, shoplifting, and engaging in acts of violence. For instance, an officer recalled how one adolescent had sworn to steal an expensive jacket from a convenience store if they got enough likes and how this was followed by other adolescents idolizing such acts. Moreover, while the officers reported that no proper gang culture exists at the moment, they were worried that some adolescents could aim to create such culture in the future:”…we are not talking about proper gangs. They are trying to but I wouldn't say that these groups fulfill the criteria for a gang, its mostly about building your own image. Of course we are investigating whether there's a leader for these kind of groups and we try to stay on top of things: however, officers based their concerns over their observations of adolescents having signs, such as number combinations, in social media usernames to signal that they belong to a particular group or “gang” as one officer put it.



4.2.3.2 Sharing

The officers reported that the glorification of criminal culture and illegal activities was a recurring theme in shared material. For instance, sharing pictures of guns, other weapons, or bulletproof vests was reportedly common within certain circles. However, the officers often did not view sharing of such material as a concrete threat as it was believed to be primarily used to boost online reputation and identity among adolescents. Such means of gaining reputation via sharing illegal material online is also highlighted by the already mentioned example of streaming the stealing of an expensive jacket if enough people like a certain post: “…one thing that was common knowledge and all the youth told as was this one guy who posted stuff online saying watch me stream while I steal this 1,200e jacket. Overall, the officers raised concerns about the availability of such material and its effects on driving adolescents to copy the behavior or to try something similar. However, in addition to this more “harmless” material, the officers reported that openly selling drugs on social media is a phenomenon among adolescents on social media that worries them and they had concerns about the increased availability of illegal substances on social media platforms.



4.2.3.3 Reputation

The officers noted that the idolisation of criminal culture was at least partly fuelled by a few well-known adolescent “influencers” on social media. These influencers were often known by the police and had past criminal records. In addition, they were well-known among local adolescents and could use their influence to organize the aforementioned group fights and gatherings, thereby comprising a potential threat. Moreover, copying these influential adolescents in the hope of gaining reputation on social media was also reported as a potential threat to both adolescents and civic order. One officer summarized: “for example these influencers we are following and we know… they have a criminal record and some have electronic angle monitors and might be 18–19 years old… but then there are 14-year olds who copy them with no criminal records and they had done the same thing of running and stealing [after seeing a video]”.






5 Discussion

We aimed to map out the threats that Finnish adolescents face on social media from the perspective of law enforcement professionals and how these threats affect societal security. This was done based on concrete examples acquired via interviews with Finnish preventive measures police officers. Three primary threats were identified using data-driven content analysis: polarization, Disinformation, and Pathway to illegal activities. To generate more nuanced depictions of these complex threats, they were further analyzed by employing the Honeycomb model of social media functionality (Kietzmann et al., 2011; Baccarella et al., 2018) as a classificatory device. The threats were broken down into their most prevalent functions. By taking this approach, we were able to examine the functions that cause these threats instead of focusing on the threats themselves. The current approach allowed a more meticulous examination of the phenomena and provided a useful framework for better preventing or countering the threats posed by social media. Our approach expanded on previous research employing the Honeycomb model to study the dark side of social media, which has been largely quantitative (Sands et al., 2020; see Talwar et al., 2020). Similarly to Demetis (2020), who employed the Honeycomb model to qualitatively describe “ultra-dark” aspects of social media, the current research shows how the model can be employed via content analysis to break down large overarching themes into more manageable parts.

Overall, our results support previous findings about the societal threats related to social media use. The most significant threats identified in the police officers' interviews—Polarization and Disinformation—have been identified as significant societal threats also in previous research (Howard et al., 2018; Tucker et al., 2018; Barberá, 2020; Shu et al., 2020; McKay and Tenove, 2021). However, while worries about polarization as a threat to society have been widely discussed within the literature (Howard et al., 2018), this discussion has largely neglected adolescents. Our results suggest that the polarization present on social media also affects the lives of adolescents. The interviewees suggested that while political polarization as such does not play a pivotal role in the life of young people on social media, forms of polarization are still present. It is noteworthy that polarization is present as the formation of different groups based on strong group identities whose members use distinct symbols to represent themselves online. Thus, polarization presents threats on both individual and societal levels. According to the police officers, for example, the formation of such groups could be exploited by extremist groups or other outside actors via systematic information influencing. Such influencing could increase polarization and use existing tensions for further division or to even spark real-life violence. As the interviewees brought up having witnessed incidents of physical fights spreading from social media to real life, the online polarization of adolescents can be seen to already affect life outside social media. The officers were worried that this aspect could be fuelled by outside actors. The officers told that they could identify specific influential users who could effectively mobilize these groups. This suggests that possible information influencing coming from the right source could potentially effectively influence the behavior and actions of these groups. In addition to posing threats to societal security, these factors can also have significant impacts on the individual wellbeing of young people joining such groups and fights.

Disinformation was proposed to cause threats due to its spread via the sharing of content and conversations between users. The interviewed officers speculated that the amount of false information present on social media and especially the speed with which it is produced is unlikely to be organically produced. This was reported to be especially true in the case of emergencies. Systematic information influencing has been employed widely on a global level (Bandeli and Agarwal, 2021; Ng and Taeihagh, 2021) and while it has also been recorded in Finland (Aro, 2019), research of its use within the country is scarce. The severity of the threat posed by disinformation is partly determined by the capabilities of citizens in detecting it. While Finnish adolescents are found to be confident in their abilities to spot false information (Riikonen et al., 2020; Kaarkoski et al., 2021), no extensive research has been conducted on the actual abilities of Finnish adolescents to detect false information online. The interviewed officers postulated that adolescents could be generally poor at detecting false information with this view reflecting the results of international studies on adolescents' social media literacy skills (McGrew et al., 2018; Johnston, 2020; Breakstone et al., 2021). If the officer's estimations of young people's capabilities are correct, adolescents' conversations on social media may pose a network for disinformation to quickly spread. As the officers proposed that disinformation is especially pronounced during emergencies, this could impede the functionality of emergency services and public authorities and thus pose a societal threat. Similar findings were reported by Papapicco et al. (2022), who performed focus group interviews with 41 Italian adolescents (aged 13–16). The study, focused particularly on racial hoaxes online, reported that Italian teenagers, as their Finnish peers, felt confident in recognizing racial hoaxes online. However, while the participants in this study first reported themselves to be “immune” to disinformation, after a second thought they could identify instances when they had believed fake news. This finding can be of particular interests in evaluating the confidence of Finnish adolescents in detecting misinformation; it might be that similarly to their Italian peers, the Finnish adolescents might report “immunity” to misinformation, but upon closer reflection might be able to identify cases when then have fallen for mis- or disinformation. The study by Papapicco et al. (2022) highly underlines the importance of conducting future studies looking at the actual abilities of adolescents in detecting false information online, instead of focusing on self-report.

Moreover, our analysis also revealed less discussed threats, mainly the worry that social media might act as an easy pathway for illegal activities among adolescents who would not normally engage in them. The prevalence of inappropriate content on social media and its effects on the wellbeing of adolescents has been extensively studied (Goodyear et al., 2018; Smahel et al., 2020) and it is known that social media plays a significant role in the radicalization of youth (Kardaş and Özdemir, 2018; Gaudette et al., 2021). This study extends prior research by focusing also on how social media promotes “lesser” crimes, such as shoplifting, which has received relatively little attention in prior research. If idolizing criminal culture on social media leads to adolescents actively pursuing criminal acts, this can have adverse effects for both the adolescents themselves and the society in general. For instance, promoting criminal discourses on social media could provide new methods of influence for malevolent actors trying to reduce social trust. Such discourses could spread within the aforementioned conversational pathways between adolescents and escalate into actual criminal acts. These acts could harm the society they happen in and also the life of the adolescent performing them through legal consequences. Thus, more research into criminal discourses on social media and their effects on adolescents is required.

As the discussed factors can pose threats to national security, a key question is how to best counter them. Based on our analysis, disinformation could rapidly spread in conversational networks of adolescents (Conversations), especially during emergencies or otherwise distinct events. The rapid nature of disinformation spread in such situations renders traditional fact-checking services ineffective (Oeldorf-Hirsch et al., 2020; Zhang et al., 2021). Instead, more recent research has focused on psychological inoculation, that is, exposing adolescents to weakened disinformation in the form of a game (Van der Linden and Roozenbeek, 2021). Psychological inoculation has been shown to significantly increase recognition of false information in recent empirical studies (Basol et al., 2020; Roozenbeek et al., 2021; Van der Linden and Roozenbeek, 2021). Using a similar approach with Finnish adolescents could reduce the effect of disinformation spreading via sharing and within conversations. Importantly, psychological inoculation can help individuals recognize manipulative techniques often employed in disinformation. Thus, it does aim to guard or censor certain types of information, but instead aims to provide tools for better individual and critical evaluation of information. If the general ability of adolescents to detect such manipulative techniques and disinformation were to increase, the spread of disinformation within the conversational network would decrease as each “node” (i.e. adolescent) within the network would transmit less false information. Psychological inoculation could cause this increase in the detection of disinformation and thus reduce the overall flow of disinformation.

The approach of psychological inoculation assumes that the adolescents are motivated to detect false information. If identity formation also plays a role in the spread of disinformation, as suggested by our analysis, different additional approaches may be required. In identity formation, the truthfulness of information might not be the deciding factor, compared to how well it fits into the online persona the user wants to build. For example, if an adolescent that highly idolizes criminality comes across false information, such as the fake “Most Wanted” lists mentioned in the interviews, they are likely to pass the information on regardless of whether they perceive it to be true. Thus, simply training adolescents to better detect false information may not be enough.

Another approach could be to train adolescent to react and recognize to particular types of dis- and misinformation. For example, D'Errico et al. (2023) report a promising intervention aimed at reducing ethnic biases of moral disengagement. By promoting socio-analytical thinking via providing an alternate perspective of an immigrant, the intervention was shown to reduce racial biases when dealing with racially motivated misinformation. As mis- and disinformation online often relies on racial biases and prejudices (Papapicco et al., 2022; D'Errico et al., 2023), interventions such as this could provide vital methods for countering the functional mechanisms (e.g., racial prejudice) that help false information spread online.

Of course, our research has limitations. First, by definition, our research excludes the voice of adolescents themselves, as the themes discussed represent the point of view of law enforcement officers. Consequently, our results about how adolescents' access and assess information online is based on the perspective of the police officers, which is unlikely to reflect how adolescents view the situation. For example, previous research indicates that although adolescents are confident in their ability to detect false information (Riikonen et al., 2020; Kaarkoski et al., 2021), adolescents' skills at detecting disinformation are generally poor (McGrew et al., 2018; Johnston, 2020; Breakstone et al., 2021; Nygren and Guath, 2021). This suggests a gap between adolescents' perceptions of their skills and their actual skills in dealing with the dark side of social media. Moreover, focusing on the police officers instead of the adolescents themselves provided a unique perspective for our study. Police officers possess a distinct skill set and professional expertise which makes them able to discuss the threats of social media from the point of national security in a way that adolescents could not. Future research is needed to examine adolescents' own perspectives of the threats of social media to find out whether they indeed perceive and experience the threats differently than police officers.

Secondly, interviewing police officers of course biased our results toward more extreme phenomena. It is important to note that the threats and phenomena discussed in our interviews are unlikely to reflect the experience of an average adolescent on social media or the most common threats they face. However, as the rationale of our research was to consider the most significant threats to societal security, we view this as a strength of our study. Indeed, one of the officers' concerns in the interviews was the reach of the extreme phenomena to all users of social media, causing adolescents who are generally distanced from violent, criminal, or otherwise illegal material to get exposed to it. The high exposure rates to inappropriate material presented in the EU online survey of children (Smahel et al., 2020) suggest that the officers' worries about the prevalence of such material are not unfounded. However, although our interviewees discussed this subject on a more general level, it is likely that the effect of such material on adolescents is related to various social factors such as social class, residential location, gender, education, and ethnicity. Thus, a task for future research is to examine whether the detrimental effects of social media are dependent on the everyday life and social context of the adolescents.

To conclude, the results presented here should be taken as a preliminary investigation of the threats faced by Finnish adolescents online, which can have an impact on national security. Noteworthily, the aim of our research was not to provide an exhaustive description of the threats present on social media, but to probe the opinions of professional police officers to provide a general overview of the threats from a law-enforcement perspective. Our explorative research can be expanded by more in-detail analysis of the identified threats and functionalities. Moreover, as our research has confirmed that from the point of view of law-enforcement adolescents face various types of threats on social media, research on combatting these threats is in the interest of both national security and the wellbeing of adolescents. While our research focused on Finnish adolescents, it is highly likely that due to the global nature of social media, adolescents in other countries face similar threats.
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