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Instagram influencers of marginalized identities and subjectivities, for example 
those that are plus sized or people of color, often express that their content is 
moderated more heavily and will sometimes place blame on the “the algorithm” for 
their feelings of discrimination. Though biases online are reflective of discrimination 
in society at large, these biases are co-constituted through algorithmic and human 
processes and the entanglement of these processes in enacting discriminatory 
content removals should be  taken seriously. These influencers who are more 
likely to have their content removed, have to learn how to play “the algorithm 
game” to remain visible, creating a conflicting discussion around agentic flows 
which dictates not only their Instagram use, but more broadly, how creators 
might feel about their bodies in relation to societal standards of “acceptability.” In 
this paper I present the #IWantToSeeNyome campaign as a case study example 
which contextualizes some of the experiences of marginalized influencers who 
feel content moderation affects their attachments to their content. Through a 
lens of algorithmic agency, I think through the contrasting alignments between 
freedom of expression and normative representation of bodies in public space. 
The Instagram assemblage of content moderation, presents a lens with which to 
view this issue and highlights the contrast between content making, user agency, 
and the ways more-than-human processes can affect human feelings about 
bodies and where they do and do not belong.
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Introduction

Instagram influencers of marginalized identities and subjectivities, for example those that 
are plus-sized or POC, often express through their social media that their content is moderated 
more heavily and will sometimes place blame on what they call “the algorithm” as the source 
of their feelings of discrimination. Marginalized influencers’ claims that “the algorithm” 
engages in discriminatory practices of content removal should be taken seriously. It is well 
known that biases in social media content moderation perpetuate discrimination in society at 
large (Noble, 2018; Gillespie, 2024), but, biases are also co-constituted through an entangled 
algorithmic and human process. As Gerrard and Thornham (2020) describe:
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FIGURE 1

@curvynyome and @ginamartin posting about the #IWantToSeeNyome campaign. Reproduced from Instagram with permission of @curvynyome and 
@ginamartin.

Machine learning moderation compares content with existing 
data, which means unique content needs to be already normative, 
or at least ‘known’ for machine learning moderation to ‘see’ it as a 
constitutive element to prompt action, such as deletion … When 
content is flagged, it is often redirected to a human commercial 
content moderator (CCM) who is given ‘seconds’ (Roberts, 
2017b) to decide if it should stay or go. (p. 1269).

The content moderation described here is just one of the ways that 
content is filtered through Instagram, as sometimes content moderation 
is outsourced to users to “flag” certain content as inappropriate, and 
this is fed into moderation algorithms (Crawford and Gillespie, 2016). 
Whether done by algorithmic processes or by humans, this process of 
mediating and moderating content is based on existing normative 
assumptions about bodies and moralities, and reflects current issues 
and topics which affect everyday life (such as the over policing of fat 
bodies, queer bodies and people of color in public spaces). This is also 
the case with generative AI, LLMS (Rogers and Zhang, 2024), and the 
replication of content, as Gillespie notes “generative AI tools tend to 
reproduce normative identities and narratives, rarely representing less 
common arrangements and perspectives. When they do generate 
variety, it is often narrow, maintaining deeper normative assumptions 
in what remains absent” (2024, p.1).

The two images below (Figure 1) are examples of this over 
policing and expressed discontent by influencers about 
discriminatory content removals. The image on the left is of 
Nyome Nicholas-Williams (@curvynyome) doing an AMA.1 
Nicholas-Williams is a public figure and the face of a social 
media campaign called #IWantToSeeNyome, which focuses on 
body positivity and the policing of plus-sized, Black women on 
Instagram through content moderation. The campaign was 
started in London by model Nicholas-Williams, activist 
campaigner Gina Martin and photographer Alexandra (Alex) 
Cameron. The image on the right posted by Martin (@
ginamartin) showcases the cultural significance of the 
movement for local Londoners through the graffiti art spotted 
around London at the time. In this paper I  present the 
#IWantToSeeNyome campaign as a pop cultural example that 
contextualizes some of the experiences of marginalized 
influencers who express discontent at their social media content 
being flagged or removed, specifically content of their 
own bodies.

1 AMA means “ask me anything” and is a function on Instagram Live.
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Though part of Instagram’s community guidelines outline 
what seems to be a reasonable way of deciphering what can and 
cannot be posted to Instagram’s public platform, the moderation 
of creative works in response to what Instagram deems as 
appropriate or not can, in practice, sometimes reinforce existing 
racist (Noble, 2018; Haimson et al., 2021; Siapera and Viejo-
Otero, 2021) and sexist (Gerrard and Thornham’s, 2020; Are’s, 
2022; Paasonen et al., 2024) stereotypes around which bodies 
are allowed to be naked in public space and which are not. The 
case study of the #IWantToSeeNyome campaign serves as a 
connector in this paper of three disparate focuses of the 
research; the theoretical exploration of algorithmic agency, how 
content moderation practices on Instagram reflect cultural 
biases, and a discussion of the emotional and affective 
attachments creators can have to their Instagram content. I have 
drawn this case study from a larger ethnographic project, in 

which I use digital ethnographic methods, including interviews 
and Instagram Live interviews (Willcox, 2023) to understand 
how feminist and queer content creators make spaces of 
belonging online. Nicholas-Williams was not a participant of the 
larger study, and I did not conduct an interview with them, but 
instead used content analysis and digital ethnography to 
understand and trace the ways this social media campaign 
reflected current cultural narratives around felt experiences of 
content moderation for marginalized influencers.2

2 Due to the limitations of this paper format and length, the content of the 

case study rather than the methodological explorations from the project are 

discussed here.

FIGURE 2

Nicholas-Williams’ post and letter to Instagram. Reproduced from Instagram with permission of @ginamartin.
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FIGURE 3

Examples of what does not get deleted, posted by Gina Martin. Reproduced from Instagram with permission of @ginamartin.

#IWantToSeeNyome and “fighting 
back”

The #IWantToSeeNyome campaign arose in response to Nicholas-
Williams posting this photo (Figure 2) to her Instagram feed, a self 
portrait taken by Alexandra Cameron, and it almost instantaneously 
being removed due to Instagram’s policy around breast exposure.

Nicholas-Williams, Martin, Cameron and their followers argued 
that Instagram was censoring Black, plus-sized bodies more often than 
white, thin bodies in similar photographic poses. To illuminate this, 
they urged their Instagram followers to post this same photo (Figure 2) 
to their feeds with the hashtag #IWantToSeeNyome and then to send 
them screenshots if it was taken down (which happened often). About 
1,000 instances of the image being removed from different people’s 
pages was recorded.3 Later, a letter was sent to Instagram by the creators 
and activists about this incident, asking Instagram to review their 
policy so as not to engage in discriminatory content removals. To prove 
this as a discriminatory practice, Nicholas-William’s images, the 
screenshots of the removals and other images of white and thin women 
posing in the same way was sent to Instagram (Figure 3).

3 See letter posted to Gina Martin’s page and sent to Instagram (Figure 2) 

noting the amount of times the image was removed on follower’s pages.

In their campaign, Nicholas-Williams, Martin, and Cameron suggested 
this removal practice presents a racist and patriarchal double-standard in 
content moderation due to the evidence of white thin women in the same 
pose not having their content removed. This claim is difficult to prove, from 
the perspective of the Instagram user, because much of the content that gets 
moderated is inconsistent with the guidelines. From their study on 
underweight, mid-range and overweight women and their removal of 
images on Instagram, Witt et al. (2019) note that “concerns around the risk 
of arbitrariness and, indeed, ongoing distrust of the platform among users, 
are not unfounded. The empirical results are statistically significant” (p. 3). 
Their analysis of image removal found there was a large number of false 
positives, or images, which were removed even though they “matched” the 
community guidelines. This speaks to some of the confusion associated 
with the process of content moderation, which is arguably a practice made 
to be  intentionally confusing by platforms to keep users from having 
control, even of their own content (Pasquale, 2015; Gillespie, 2018). An 
article by Gillespie (2022) notes that rather than fully moderate or remove 
content, many platforms now use machine learning algorithms to reduce 
the visibility of content deemed as “risky enough” in order to evade critique 
for their policies on moderation. One of these content reduction practices 
is popularly known as “shadowbanning.” According to Middlebrook (2020) 
shadowbanning is a way of subversively hiding accounts through making 
them not visible through the explore page, hashtags or certain search terms. 
This leads to reduced visibility for people who create content that is 
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non-normative (Waldman, 2022). Gillespie, in his discussion of the politics 
of visibility using generative AI, stresses that by “examining how generative 
AI tools respond to unmarked prompts…when cultural categories and 
identities went unmarked in the prompt, non-normative alternatives rarely 
appeared in responses” (2024, p. 9). This shows a problematic consensus 
across content moderation and content generation, where reproducing and 
moderating is based on a societal norm which is often biased, privileging 
the content of the dominant and oppressive cultural and social groups.

Content moderation at Instagram is designed to be difficult for 
users to understand. It is precisely because this process lacks 
transparency, that Nicholas-Williams, Martin and Cameron wrote a 
letter to Instagram about its policy around moderation. The 
influencers noted this was a way of “fighting back” against 
discriminatory content removal practices. Nicholas-William’s edited 
Instagram caption about the letter that was sent to Instagram says:

Who knew these images @alex_cameron captured of me would 
start such a movement, I will not call them a problem as they are 
far from it. They have however opened up a much bigger 
conversation that must be had regardless of discomfort, and it is 
even more of an issue now as @mosseri pledged to amplify Black 
voices back in June when speaking to Cosmo about the 
shadowbanning ‘accusations’… As we can see nothing about that 
pledge has come to fruition … if anything it has gotten worse. This 
is only the beginning @instagram has a lot to answer for.

As Nicholas-Williams, Martin and Cameron argued throughout the 
campaign, removing images of plus-sized, Black women but not those of 
thin, white, women demonstrates the ways patriarchal and racist biases can 
be built into moderation algorithms (which Instagram often claims are 
objective or unbiased) (Bonini and Treré, 2024). Gerrard and Thornham’s 
(2020) study highlights that there is a “pervasive platform policing of the 
female body in particular” and that there is a “call within platforms’ 
community guidelines for users to surveil and problematize each other’s 
bodies by flagging content they think glorifies eating disorders” (p. 1278). 
This is part of a much bigger issue, which Nicholas-Williams calls attention 
to. Whether bodies are moderated by other humans and/or by moderation 
algorithms, there is a need to focus on how some Black, plus-sized women 
feel their bodies are being policed more heavily than others’ bodies in public 
online spaces (Faust, 2017; Nash, 2019; Middlebrook, 2020; Hattery and 
Smith, 2021; Elkin-Koren et al., 2022; Bonini and Treré, 2024). The tension 
in this argument is highlighted in recent posts from Nicholas-Williams 
responding to the lack of advancement in the movement, which I discuss 
in a latter section (Figure 4).

The algorithm

Influencers across platforms often state in their content that they are 
unhappy with their content removals, and many make “back up accounts” 
to ensure that if they are shadowbanned or their account access gets 
removed that they have a space to continue creating. Glatt (2022) writes 
about this with YouTube influencers where “the algorithm” is often 
positioned as a “powerful character” in the professional lives of content 
creators (p. 2). The conflation of many algorithmic systems into considering 
the algorithm as one oppressive tool is likely derived from a myriad of 
factors, one of which can be linked to the “imagined affordances” (Nagy 
and Neff, 2015) of the platform as there are certain “expectations for 

technology that are not fully realized in conscious, rational knowledge” 
(p. 1). Influencers targeting “the algorithm” as the source of blame for their 
content being moderated is an oversimplified notion, as there are many 
algorithms at Instagram which sort, rank and filter content and many 
influencers are aware of this. However, the emotive posts about content 
removal by those in the #IWantToSeeNyome campaign demonstrate the 
emotional and affective attachments that Instagram influencers can have to 
the ways their Instagram content is moderated by more-than-
human processes.

There are conflicting elements of agency and control associated 
with making creative content for a platform like Instagram; these rely 
on algorithmic processes to sort and rank which content gets seen and 
which does not. This points to the discursive and sometimes unsaid 
knowledge and experience that Nicholas-Williams highlights when 
they are angry at the algorithm for removing their images about Black, 
plus-sized bodies. It becomes less about focusing on algorithmic 
processes themselves and more about the power that social media 
platforms have (through algorithms) to mediate, and indeed, moderate 
human (perceptions of) bodies that I unpack here.

I discuss this experience of moderation through a lens of agency 
by looking at Nicholas-Williams’ campaign, and the ways the more-
than-human process of content moderation creates a sense of 
discontent about which bodies belong in Instagram and which do not. 
This critical analysis speaks more broadly to my discussion of the ways 
the more-than-human elements of Instagram can shape human 
perception and experience of bodies and belongings (Willcox, 2023).

Algorithmic agency

Algorithms, which are a series of numbers and characters (code) that 
work as programs within machines to learn and make decisions, do have 
material agency, but their agency is reliant upon human intervention and 
interaction. They operate through logic systems modeled on human forms 
of reasoning (Wilson, 2017, p. 141; see also Bryson, 2020). Bucher (2018) 
suggests that “we conceive of government and governmentality as 
particularly helpful concepts in understanding the power of algorithms. 
Algorithms do not simply have power in the possessive sense; they 
constitute ‘technologies of government’” (p. 37). Operating as instruments, 
algorithms become tools through which prediction can create certain 
outcomes. One way that Bucher describes this is through a broad lens of 
“distributed agency.” For Nicholas-Williams this distributed agency can 
be seen in how they ask their followers to post the same image (which was 
originally deleted from their profile) to their own profile grids to see if it is 
deleted as quickly. This distribution of the moderation to other users also 
relates to the question Bucher asks: “If algorithms are multiple and part of 
hybrid assemblages … then where is agency located? Who or what is acting 
when we  say algorithms do this or that?” (2018, p.  51). Here, with 
#IWantToSeeNyome we see a mediated process of “distributed agency” 
which shows how human intervention in algorithmic content moderation 
can alter subjective experiences of some Instagram users. Bucher quotes 
Barad in stating that “agency is not an attribute that someone or something 
may possess, but rather, a name for the process of the ongoing 
reconfiguration of the world” (2018, p. 51). Agency in algorithmic systems 
and cultures is, therefore, distributed among and within human and 
non-human entanglements; it flows and changes with time and place. 
Barad (2007) describes how “agency is ‘doing’ or ‘being’ in its intra-activity. 
It is the enactment of iterative changes to particular practices … Agency is 
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about changing possibilities of change entailed in reconfiguring material 
discursive apparatuses of bodily production” (p. 178).

Both Bucher’s and Barad’s accounts of agency offer the possibility of 
reconfiguring the concept of agency from that which is situated in one 
thing or another to the act of doing, being or becoming in between, with 
and through different actors. “The space of agency is not restricted to the 
possibilities for human action. But neither is it simply the case that agency 
should be granted to non-humans as well as humans” (Barad, 2007, 
p. 178). This is particularly relevant when considering the structure of 
agency and control as a process of push and pull between the Instagram 
users in this research and the algorithmic processes which affect their 
feelings of agency. Through analyzing the dynamics between the 
#IWantToSeeNyome campaign and the reactions from Instagram’s head 
Adam Mosseri, it becomes clear how this process affects certain user’s 
perceptions of content moderation as racially biased and fatphobic. 
Additionally, by Nicholas-Williams, Martin and Cameron asking their 
followers to also post the removed image to their own pages and 
screenshot the removal, they engage a broader community in the 
algorithmic process, documenting the discriminatory removal for a 
campaign and proposed policy revision.

Layers of agency in content (over) 
moderation

Caroline Are (2022) studies the Instagram shadowban in relation 
to sexy or spicy content through an autoethnographic approach, 
documenting her experiences both as a pole dancer and an Instagram 
creator. She finds that,

Instagram’s governance of bodies has been found to rely on 
old-fashioned and non-inclusive depictions of bodies… using 
standards more akin to sexist advertising (Sparks and Lang, 2015) 
than to the progressive sexual practices showcased by the 
platforms’ own users. Shadowbans are a key technique through 
which these standards are implemented. (p. 2003).

In her experiences of her pole dancing content being removed 
from her @bloggeronpole Instagram account, Are expresses that there 
is a “sense of powerlessness arising from content posted into a void, 
particularly after the aforementioned digital labor of crafting posts in 
the hope to reach old and new audiences” (2022, p. 2014). This power 
imbalance, where users are not given the agency to post images of 
their own bodies, or know about their content being secretly censored 
via a shadow ban, shows

a lack of clarity and overall sense of discrimination [which] raises 
questions about the platforms’ role in policing the visibility of 
different bodies, professions, backgrounds, and actions, and their 
role in creating norms of acceptability that have a tangible effect on 
users’ offline lives and livelihoods, as well as on general perception 
on what should and should not be seen (Are’s, 2022, p. 2016).

Are’s (2022) analysis of “the shadowban cycle” from personal 
experience points also to the sense of powerlessness which Nicholas-
Williams feels when posting her self-portrait and having it removed. 
This, and the statement that “It took me a long time to be comfortable 
and confident in my frame. I will not be policed; my body will not 

be censored” (Nicholas-Williams, Figure 4) highlights the multiple 
ways personal feelings of bodily and sexual expression are negatively 
impacted by content removals and shadow banning. More-than-
human algorithmic processes are shown here, to affect human 
experiences of agency when engaging especially in posting images 
about user’s own bodies.

In the image on the left, Nicholas-Williams says, “It’s all well and 
good putting my image back up but why do you continually take 
them down from everyone else’s stories and grid when support wants 
to be given so that CHANGE can be implemented?” In the image in 
the center, the CEO of Instagram, Mosseri, responds to the news 
coverage around the campaign by saying that “people cannot be free 
to express themselves if they do not feel supported”; Nicholas-
Williams posted this response to her story. In the image on the right, 
Nicholas-Williams describes her interaction with Instagram around 
policy change and how she intends to combat the discrimination 
faced by the plus-sized and Black community. The language she uses 
in these posts around protecting and expressing demonstrates the 
emotional and embedded ways Instagram content is, for some people, 
an expression of self, and that policies around algorithmic content 
moderation need to be careful to protect minoritized groups from 
being further marginalized or excluded. The quote also points to the 
ways algorithmic processes and policies feed back into user 
interpretation of the platform.

This series of interactions between the user (Nicholas-Williams) 
and the platform (Instagram) shows how the layers of control and 
agency are negotiated differently for marginalized people entangled in 
algorithmic systems (Duguay et al., 2020). Bucher and Helmond (2017) 
describe this relationship as a “feedback loop” which builds a protocol 
for interacting through the “generative role of users in shaping the 
algorithmically entangled social media environment” (p.  28). The 
notion of feedback loops conceptually highlights the complex, 
non-linear structure of automated content moderation. “While 
algorithms certainly do things to people, people also do things to 
algorithms” (Bucher, 2019, p. 42). As I point out through my analysis 
of the #IWantToSeeNyome campaign, “the social power of 
algorithms—particularly, in the context of machine learning—stems 
from the recursive ‘force-relations’ between people and algorithms” 
(Bucher, 2019, p. 42). Therefore, the ways that users like Nicholas-
Williams approach platform usage is affected by how they engage with 
algorithmic processes. In turn, since social media environments are 
also affected by algorithmic processes, such as content moderation, 
everyday platform usage is reflective of normative assumptions made 
by users. Put simply, it is not a matter of placing blame on the user or 
the platform for issues of racialized or sexualized content moderation, 
but rather, seeing this type of moderation as part of an iterative and 
entangled relationship which is based on (often racist and sexist) 
societal norms. My analysis of the #IWantToSeeNyome social media 
campaign, and the ways Nicholas-Williams and Mosseri discuss the 
process of content moderation and its socio-technical elements of 
inclusion/exclusion, shows the nuanced ways we  need to think 
through, as a collective community of scholars and social media users, 
the impacts and the affective responses that over moderating content 
has on certain marginalized bodies. Rather than look at content 
moderation through a lens of risk and safety, platforms might also take 
up the call to allow for more user agency in content creation. As creator 
expression is what drives platform profit and engagement, their needs 
and discontents should be taken seriously.
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Conclusion

Content moderation at Instagram is both a human and automated 
process. Moderation and machine-learning algorithms, users that flag 
content, and people who work as content moderators have agency in 
deciding what content gets flagged or deleted from people’s pages. This 
process is reflective of normative biases around bodies. In response to this 
action of content moderation of certain bodies over others and this 
feeling of “powerlessness” (Are, 2022) over “my body being censored” 
(Nicholas-Williams), influencers learn how to do what Cotter (2019) calls 
“playing the algorithm game” (Cotter, 2019) where they make content 
that fits within the content moderation rules in order to remain visible 
and keep their account access. Through my case study analysis, I present 
an example of how this creates a conflicting discussion around agentic 
flows which dictates not only creator’s Instagram use, but more broadly, 
how creators might feel about their bodies. I make this point through 
drawing on the work of Bucher (2018) and Barad (2007). While the 
contrasting alignments between freedom of expression and normative 
representation around bodies is not a new one—the Instagram 
assemblage of content moderation presents a new lens with which to view 
this issue as a broader societal issue which needs to be addressed both by 
platforms and through user agency and engagement.
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FIGURE 4

Nicholas-Williams’ responses to Instagram. Reproduced from Instagram with permission of @curvynyome.
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