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Floods are prevalent disasters in the United States (U.S.), with escalating risks due 
to climate change-induced factors like rising sea levels and erratic rainfall patterns. 
While organizational efforts to mitigate the social and economic impacts of floods 
exist, there is a continued need for innovative approaches to flood management, 
particularly in flood risk communication. Currently, flood risk communication remains 
largely one-directional (i.e., communication comes from organizational entities such 
as emergency services or the media and is not necessarily informed or updated by 
community need, which can limit preparedness and response capabilities). Prior studies 
have found that social media platforms offer valuable opportunities for more interactive 
and real-time dialogue during disasters, including flood events. Additionally, there is 
an established body of research exploring the communication relationships between 
communities and organizational entities, respectively; highlighting opportunities 
to better develop pathways for two-way communications. Our study builds upon 
this literature by examining the alignment between community and organizational 
messages on social media during a series of flooding events affecting nine U.S. 
states from July 2022 to August 2022. Specifically, the study uses Natural Language 
Processing (NLP) to compare the content, sentiment, and emotion of messages 
from each entity to assess whether organizational communications reflect public 
needs and effectively foster two-way communication. Results reveal key temporal 
and spatial trends in message frequency and topic focus across communities and 
organizational entities, from which we develop five targeted recommendations 
designed to support the execution of more effective two-way flood communication. 
Future work will provide further insights into tailoring communication strategies to 
more diverse populations and circumstances.
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1 Introduction

Floods are one of the most common weather-related natural disasters in the United States 
(NOAA National Severe Storms Laboratory, 2024). Seventy-five percent of all Presidential 
Disaster Declarations in the United States can be attributed to flooding (National Weather 
Service, 2018). As climate change continues to contribute to rising sea levels and unstable 

OPEN ACCESS

EDITED BY

Rob Grace,  
University of Cincinnati, United States

REVIEWED BY

Salvatore Micciche’,  
University of Palermo, Italy
Enzo Loner,  
University of Trento, Italy

*CORRESPONDENCE

Christin Salley  
 cjsalley@umich.edu

†These authors have contributed equally to 
this work

RECEIVED 31 December 2024
ACCEPTED 03 April 2025
PUBLISHED 09 May 2025

CITATION

Salley C, Fox N and Schubert A (2025) 
Bridging the gap in flood risk communication: 
a comparative study of community and 
organizational social media posts using 
natural language processing.
Front. Commun. 10:1553746.
doi: 10.3389/fcomm.2025.1553746

COPYRIGHT

© 2025 Salley, Fox and Schubert. This is an 
open-access article distributed under the 
terms of the Creative Commons Attribution 
License (CC BY). The use, distribution or 
reproduction in other forums is permitted, 
provided the original author(s) and the 
copyright owner(s) are credited and that the 
original publication in this journal is cited, in 
accordance with accepted academic 
practice. No use, distribution or reproduction 
is permitted which does not comply with 
these terms.

TYPE Original Research
PUBLISHED 09 May 2025
DOI 10.3389/fcomm.2025.1553746

https://www.frontiersin.org/journals/Communication
https://www.frontiersin.org/journals/Communication
https://www.frontiersin.org
http://crossmark.crossref.org/dialog/?doi=10.3389/fcomm.2025.1553746&domain=pdf&date_stamp=2025-05-09
https://www.frontiersin.org/articles/10.3389/fcomm.2025.1553746/full
https://www.frontiersin.org/articles/10.3389/fcomm.2025.1553746/full
https://www.frontiersin.org/articles/10.3389/fcomm.2025.1553746/full
https://www.frontiersin.org/articles/10.3389/fcomm.2025.1553746/full
https://www.frontiersin.org/articles/10.3389/fcomm.2025.1553746/full
https://www.frontiersin.org/articles/10.3389/fcomm.2025.1553746/full
mailto:cjsalley@umich.edu
https://doi.org/10.3389/fcomm.2025.1553746
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/Communication#editorial-board
https://www.frontiersin.org/journals/Communication#editorial-board
https://doi.org/10.3389/fcomm.2025.1553746


Salley et al. 10.3389/fcomm.2025.1553746

Frontiers in Communication 02 frontiersin.org

rainfalls, the risk of floods is increasing (Tabari, 2020). The 
U.S. National Flood Insurance Program experienced a 660% increase 
in dollars paid out for flood insurance claims from 2000 to 2020 
compared to the claims from 1980 to 2000 (FEMA, 2021).

Beyond flood damage to physical systems, floods have been 
documented to substantially impact communities’ physical, mental, 
and financial health, causing long-term changes to the quality of life 
that can persist for years after the flood event (Van Ootegem and 
Verhofstadt, 2016). For example, studies have shown increased 
instances of anxiety, depression, and post-traumatic stress disorder in 
people who have experienced a flood compared to a control group 
(Van Ootegem and Verhofstadt, 2016). Additionally, those affected by 
floods have been reported to experience long- or short-term injuries, 
such as respiratory and gastrointestinal illness due to exposure to 
pathogens via contaminated drinking water, unsafe conditions for 
food preparation, or lack of access to hygienic practices, and, in some 
cases, carbon monoxide poisoning (Burger and Gochfeld, 2014; 
Mulder et  al., 2019; Sampson et  al., 2019; Van Ootegem and 
Verhofstadt, 2016; Waite et al., 2014). Moreover, these effects are not 
experienced independently of one another; a systematic review of 
factors related to one’s vulnerability before, during, and after a flood 
event determined that the effects of floods can be compounded by 
other risk factors, such as the frequency and severity of floods 
experienced or health, socioeconomic, and educational status (Lowe 
et al., 2013; Sampson et al., 2019).

Given the ongoing, multifaceted nature of floods, it is crucial to 
examine the current state of flood communications to better protect 
society, explore communication mediums that can provide real-time 
insights into unfolding events, and apply emerging technological 
advances to analyze this data effectively.

2 Background

2.1 State of flood communications

The magnitude and widespread effects of floods, as well as their 
increasing risk of occurrence, have motivated studies to examine the 
information available to those experiencing a flood before, during, 
and after the event. The primary means through which communities 
receive information about a flood is via flood risk messages from an 
organizational entity, such as public health, weather service, or 
emergency management agencies on a federal, state, or local level. 
However, studies investigating the effectiveness of flood risk messages 
from these sources have found that they are inadequate for improving 
individual self-efficacy, adaptive capacity, and flood preparedness 
(Forsyth et al., 2023; Haer et al., 2016; Scott and Errett, 2018; Rollason 
et al., 2018). For example, a study examining the information available 
on social media via the government during the 2016 Louisiana floods 
found that, while most messages had  information about recovery 
resources and updates about the status of the disaster and response, 
few contained “actionable requests” or requests that were substantial 
and relevant enough to those experiencing the flood that they 
increased self-efficacy (Cooper et al., 2022; Mostafiz et al., 2022; Scott 
and Errett, 2018). Furthermore, while some agencies release “Get 
Ready” checklists as a tool for preparedness before a flood, they do not 
adequately cover the long-term impacts on mental health and overall 
well-being that may be experienced (Forsyth et al., 2023). Current 

flood risk communication practices are still primarily based on a 
knowledge- or information-deficit model, which perpetuates 
one-sided communication from an organizational entity to the 
community (Maidl and Buchecker, 2015). These models are based on 
the assumption that the public does not understand the risk and that 
simply providing more information will result in “better” decision-
making (Maidl and Buchecker, 2015; O’Sullivan et al., 2012). This 
assumption emphasizes the need for using a platform that facilitates 
two-way communication for risk messages, enabling organizational 
entities to share actionable and relevant flood risk information while 
actively engaging with community-driven discussions.

2.2 Social media and flood 
communications

Flood research highlights two primary channels for disseminating 
risk information: traditional media and emerging social media 
platforms (Feldman et al., 2016). Social media has increasingly been 
recognized as a valuable source of information during disasters 
(Houston et al., 2015; Intrieri et al., 2020; Reuter et al., 2018; Wukich, 
2016), including floods. Indeed, to improve flood mitigation and 
management practices, several studies have demonstrated the 
effectiveness of community-based social media messages as early 
warning indicators of floods (Cools et al., 2016; Villagrán De León 
et al., 2013). For example, Starbird et al. (2010) published a study 
examining online interactions on Twitter/X during a flood in 2009, 
just 3 years after Twitter/X was launched. A study analyzing the 
content of 60,000 tweets over a 5-day flood period found evidence of 
early and local detection of multiple flood events (Shoyama et al., 
2021). Additionally, a method for identifying flood events globally 
using social media messages to build a real-time and historic database 
has been created (de Bruijn et al., 2019), advancing the use of social 
media as a reliable source of critical information related to floods. 
Research has also illustrated that social media can significantly reduce 
flood-related losses (in U.S. dollars) for households that use such 
platforms (Allaire, 2016), by simply having access to additional 
information not typically provided by traditional outlets.

Common concerns for decision-makers regarding the use of 
social media as a credible communication channel include the spread 
of misinformation and disinformation and the prevalence of fake 
news, among other challenges (Aïmeur et al., 2023). However, social 
media has long been recognized by the public as a reliable source of 
information, often considered on par with traditional media outlets, 
and has become a societal norm for staying informed and accessing 
news, even amid concerns about potential biases or inaccuracies 
(Flanagin and Metzger, 2000). Furthermore, studies have found that 
social media users often actively addressed these challenges, such as 
misinformation, during past disaster events (Zubiaga et al., 2018). 
Typically, social media users are more likely to critically evaluate and 
question false information than to accept it (Mendoza et al., 2010), 
thus challenging the common narrative about the unreliability of 
social media and providing more confidence in its usability in risk 
communication opportunities. Research examining messages 
disseminated by organizational entities on social media has identified 
the tendency for such entities to favor a one-sided communication 
strategy, which may not effectively address the needs of the public 
during disaster (Graham et al., 2015; Lovari and Bowen, 2020; Lovari 
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and Parisi, 2015; Pourebrahim et al., 2019; Scott and Errett, 2018; 
Salley et al., 2024a; Waters and Williams, 2011). The use of social 
media as a channel for risk communication provides the opportunity 
to critically examine messages from both the community and 
organizational entities to better understand if these messages align 
for productive risk communication. Natural Language Processing 
(NLP) provides an effective means to examine such 
messages efficiently.

2.3 Natural language processing 
techniques for analyzing social media

NLP techniques like Named Entity Recognition (NER), topic 
modeling, and sentiment and emotion analysis offer powerful tools 
for automating the analysis of social media responses to flood events. 
NER is a method used to automatically identify and classify key 
information in text, such as names of people, locations, organizations, 
or other relevant categories (Li et  al., 2020). This helps extract 
structured data from unstructured social media posts, allowing 
researchers to pinpoint areas affected by flooding, identify 
organizations involved in relief efforts, or highlight key individuals 
mentioned in discussions.

Topic modeling is an NLP technique that generates structured text 
data from unstructured text data inputs, and in doing so, allows for 
the discovery of latent topics in the text. Analyzing social media 
messages for content using topic modeling has been well-established 
in literature. In the disaster space, for example, topic modeling has 
been used to identify the sentiments and thoughts of populations 
during flood events (Choirul Rahmadan et  al., 2020), hurricanes 
(Mihunov et al., 2022; Zhou et al., 2023), and earthquakes (Vo and 
Collier, 2013). A recent study applied BERTopic modeling to draw 
information from German tweets about floods between 2014 and 
2022, tracking topic frequency over time (Veigel et al., 2024). The 
advent of Artificial Intelligence (AI) NLP models, such as transformer-
based models that use attention mechanisms to improve language 
understanding, allows researchers to harness AI to more efficiently 
and more accurately analyze and interpret large text corpora for flood-
related events (Devlin et al., 2019). Social media data and AI NLP 
models can aid in, for example, assessing flood severity (Kanth et al., 
2022), gauging public sentiments (Li et  al., 2023), and informing 
rescue and search activities (Wang et al., 2020).

Lastly, the analysis of sentiment and emotion (i.e., what we deem 
as overall disposition in this paper) provides more information about 
the opinion or affect within the message. In the analysis of risk 
messages, it is important to distinguish between sentiment and 
emotion. In this study, sentiments are defined as indicators of opinion 
that express a judgment about something. Sentiment is important to 
consider in the context of risk messages. For example, the sentiment 
(negative, positive, or neutral) of messages from organizational 
channels can both communicate opinions to message receivers and 
potentially influence their perspectives, regardless of whether this 
influence is intentional. Furthermore, the sentiment of messages from 
the public can help evaluate how well disaster response and recovery 
efforts were received (Ragini et al., 2018) or provide a sense of the 
societal impacts of the disaster itself (Fan et al., 2020). Emotions, on 
the other hand, are affective states. Emotional appeals have been used 
in risk communication to persuade the public to alter their behavior 

or take a specific action (Ho et al., 2024). For example, risk messages 
during the COVID-19 pandemic contained emotional appeals related 
to hope, fear, anger, humor, among others (Ho et al., 2024). There is 
evidence that risk communication that is too neutral or lacking 
empathy hinders the efficacy of the risk message (Campbell and 
Babrow, 2004). By utilizing a combination of NLP techniques, such as 
NER, topic modeling, and sentiment and emotion analysis, it is 
possible to efficiently analyze large volumes of social media data to 
understand entity reactions, identify hotspots of concern, and gauge 
the overall disposition toward emergency efforts.

The primary purpose of this study is to conduct a comparative 
analysis of social media messages from community members and 
organizational entities during a major flooding event between July 
2022 to August 2022 that impacted multiple areas to (1) understand 
similarities and differences in their content and disposition and (2) 
inform recommendations for best practices. This work is motivated 
by literature identifying the tendency for risk communication to 
be one-sided, which can result in the failure to actively engage with 
community knowledge, needs, and concerns (Demeritt and Nobert, 
2014; Lovari and Bowen, 2020). Advanced NLP techniques such as 
NER, topic modeling, and sentiment and emotion analysis offer the 
opportunity to study this phenomenon by enabling the rapid analysis 
and comparison of social media messages between communities and 
organizational entities. This approach can uncover insights into how 
flood communication strategies can better align with the lived 
experiences and priorities of affected communities, fostering more 
effective, inclusive, and responsive flood management. To that end, 
we aim to answer the following two-part research question: How do 
social media messages from community members and organizational 
entities during a flood event differ in content and disposition, and how 
can these insights inform recommendations to bridge gaps between 
organizational messaging and community needs?

3 Methods

3.1 Case study

To investigate the research question and address the 
aforementioned gap, an illustrative case study analysis of nine states 
(Arizona, California, Illinois, Kentucky, Mississippi, Missouri, Nevada, 
Virginia, and West Virginia) that were affected by flash floods 
occurring between July 2022 and August 2022 was performed (FEMA, 
2022a). This cluster of flash flood events was chosen because it 
provides a unique opportunity to analyze multiple instances of risk 
communication (1) within a well-defined and cohesive timeframe of 
significant flash flood occurrences, and (2) across similar or, in some 
cases, interconnected flood events of comparable severity. Three of the 
included states (Illinois, Missouri, and Kentucky) had declared 
disasters listed by the Federal Emergency Management Agency 
(FEMA) during the selected period (FEMA, 2022a). Additionally, a 
state of emergency was declared in Missouri, Kentucky, West Virginia, 
Arizona, Nevada, and Illinois (AFSPA, 2022; FEMA, 2024). The first 
flood event started on July 24, in Illinois and Missouri, and resulted in 
a new record 24-hour rainfall in St. Louis, Missouri, beating the 
previous record set by the 1915 Galveston hurricane (National 
Weather Service, 2022). Historic flooding in the Appalachia area, 
including Kentucky, West Virginia, and Virginia, began on July 26, 
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resulting in 38 deaths directly related to the flooding (Associated 
Press, 2022a). In Las Vegas, Nevada, an unprecedented flash flood 
began on July 28, with more flooding affecting Arizona, California, 
and Kentucky between July 30 and August 1 (Gilbert, 2022). For many 
of these events, there were record rainfalls, widespread power outages, 
significant damage to buildings and homes, road closures, and at least 
one injury or fatality, which may have prompted discussion by those 
throughout the affected states on social media. In the following 
section, we detail our approach for analyzing these series of severe 
flooding events, providing a step-by-step walkthrough of our 
methodology, as depicted in Figure 1.

3.2 Data collection and filtering

Data were gathered through a multi-step filtering process. First, 
data were filtered based on language (English) and geographic location 
(the nine selected states). Then, data were filtered to include only the 
specified dates encompassing the flood events included in the case 
study. The first flood event began on July 24, marking the starting 
point of active floods occurring in this study. Notably, the last incident 
to be included in this analysis was the July 26 to August 11 series of 
severe storms, floods, landslides, and mudslides in the state of 
Kentucky. This series triggered a FEMA Disaster Declaration (FEMA, 
2022b). In previous disaster studies, flooding is a prime example of 
what is known as a short-notice disaster (Chiu and Zheng, 2007). This 
means agencies typically have only 24–72 hours to send out important 
risk communication messages, such as advisories or evacuation 
notices (Wolshon et al., 2001). Therefore, the date range was selected 
to capture the average time frame typically associated with a short-
notice disaster response period (i.e., 48 hours), and also 7 days after 
the end of the last recorded incident similar to a previous study (Salley 
et al., 2024b). Thus, Twitter/X data (i.e., tweets) were collected for each 
of the nine affected states between July 22 (48 hours before the start of 

the first flood event) and August 18 (7 days post the end of the last 
flood event) using archived data from a Twitter/X streaming API built 
in the Network Dynamics Lab (Wang and Taylor, 2016). After filtering 
for language, location, and date, the final step in the multi-step 
filtering process was to identify tweets directly related to flooding. To 
achieve this, we constructed and then applied a glossary of 70 flood-
related terms, consistent with methodologies used in previous 
research (Salley et al., 2024b) (i.e., based on common words found 
within  local to federal agencies and documents related to floods) 
(Supplementary Table S1). After all filtering steps were completed, 
118,146 tweets from between July 22 to August 18 were captured for 
further analysis.

3.3 Topic modeling

To explore the thematic content of tweets related to flooding 
events, the BERTopic framework, which combines transformer-based 
embeddings with clustering techniques to extract coherent topics 
from textual data, was employed. Given the scale and complexity of 
the dataset, we opted for dimensionality reduction and clustering 
techniques to efficiently group tweets into meaningful topics. The 
BERTopic workflow involves embedding documents, reducing their 
dimensionality with Uniform Manifold Approximation and Projection 
(UMAP), clustering the embeddings using HDBSCAN, and creating 
topic representations from those clusters (Wang et  al., 2023). For 
dimensionality reduction, we  utilized the UMAP algorithm. The 
choice of 10 neighbors ensured that each point is influenced by its 
local context, capturing the nuanced relationships between 
semantically similar tweets. Reducing to 5 components allowed us to 
retain the most critical dimensions while filtering out noise, which is 
particularly important when dealing with high-dimensional 
embeddings generated by transformer models (Dalmia and Sia, 2021). 
Additionally, setting the minimum distance to 0.0 helped maximize 

FIGURE 1

Research workflow outlining the sequential steps from data gathering via Twitter/X Streaming API (archived data) to advanced NLP analyses to 
transform data, culminating in comparative insights and actionable recommendations.
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cluster density, ensuring that similar tweets are tightly grouped. Using 
the cosine metric enabled the model to focus on the angular distance 
between data points, which is well-suited for high-dimensional text 
embeddings. Following dimensionality reduction, we  applied 
Hierarchical Density-Based Spatial Clustering of Applications with 
Noise (HDBSCAN) to identify clusters within the reduced data space. 
We set the minimum cluster size to 295 (0.25% of all Tweets) to ensure 
that only robust, meaningful clusters were retained, reducing the 
impact of noise and small, spurious groupings (Campello et al., 2015). 
The minimum sample parameter of 20 controlled the sensitivity of the 
clustering process, determining how conservative the algorithm is in 
classifying points as outliers.

These choices were guided by the need to balance computational 
efficiency with the interpretability of the resulting topics (Wang et al., 
2023). By optimizing UMAP and HDBSCAN parameters, we ensured 
that the model could identify well-defined topics that captured the 
diverse ways entities responded to flooding events on Twitter/X. The 
resulting 64 topics were further refined by merging semantically 
similar clusters or excluding topics that were deemed to be unrelated 
to floods (e.g., “Lakers,” which appeared due to its similarity to the 
keyword “lake,” was excluded as it pertained to a basketball team 
rather than flood-related content), enhancing the coherence and 
relevance of the final topic set (Supplementary Figure S1). We excluded 
42 topics from the initial 64 and clustered all of the remaining 22 
topics into five topics related to “Traffic,” “Weather,” “Operations,” 
“Society,” and “Power.” The categorization process involved manually 
analyzing the words and phrases associated with each topic. First, 
individual labels were assigned based on the most prominent terms 
within each topic. Then, commonalities across topics were identified, 
and broader labels were applied to form the five final classifications. 
Joining topics in topic modeling is useful when closely related topics 
are fragmented, which makes interpretation and thematic continuity 
(e.g., two topics on power outage blackouts/brownouts) difficult. This 
helps create more coherent and semantically meaningful topics while 
preserving distinctions in other topics (Hu et  al., 2014). While 
automatic topic naming can be carried out through methods such as 
generative AI, these labels are often less cohesive than manual labels 
from experts (Porturas and Taylor, 2021). Therefore, the three authors 
collectively clustered the 22 initial topics based on the given words 
into 5 representative topics, following established approaches utilized 
in literature (Fox et al., 2021; Rahmadan et al., 2020). A complete list 
of each of the sub-topics assigned to one of the five manually labeled 
topics is available in Supplementary Table S2. After these steps, a total 
of 17,214 tweets were available for analysis.

3.4 Named entity recognition and 
disposition analysis

After collecting and filtering the data and identifying the thematic 
content of discussions surrounding the flood event (i.e., the tweets), the 
next step was to perform the comparison of the content and disposition 
(i.e., sentiment and emotion) of tweets from the public and 
organizational entities. To accomplish this, NER was employed to 
classify tweets into entities. Two entities were of primary interest: those 
originating from community members and those from organizations, 
including federal, state, and local agencies responsible for emergency 
services, natural disaster response, weather or environmental data, 

news outlets, and other channels. To carry out NER, we utilized the 
pre-trained bert-large-cased-finetuned-conll03-english model from 
the Hugging Face transformers library, optimized for recognizing 
grouped entities (Staatsbibliothek, 2020). We  extracted entity 
information from usernames associated with tweets within each 
identified topic. The NER process was applied to categorize entities into 
four groups: organizations (ORG), persons (PER), locations (LOC), or 
miscellaneous (MISC). Tweets could be double counted in this process; 
for example, if a username included “California” and “Environmental 
Protection Agency,” the tweet would be assigned to both LOC and 
ORG. This step provided insight into how various entity types 
contributed to the online discourse surrounding the flooding events.

To assess the sentiment expressed in tweets, we employed a fine-
tuned Bertweet-base-sentiment-analysis model from the Transformers 
library, specifically designed for sentiment analysis of social media 
content (Pérez, 2021). The model classified tweets into positive, 
negative, or neutral sentiments. The sentiment classifier accounts for 
emojis and emoticons (e.g., the smiley face emoticon “:)” is 
acknowledged as a positive sentiment). We applied this model to the 
text content of tweets, capturing both the sentiment label and the 
associated confidence score. This approach allowed us to quantify the 
sentiment of tweets linked to specific entities and topics. To explore 
how sentiment varied across entity types, we aggregated the NER and 
sentiment analysis results. We explored the dataset to associate each 
targeted entity type (e.g., organizations, individuals) with the 
corresponding tweet sentiment. This enabled a comparative analysis 
of how different entities expressed positive, negative, or neutral 
sentiments. The results were normalized to present the distribution of 
sentiments as percentages, highlighting distinct patterns in responses. 
To analyze emotional responses to the Weather topic, we used the 
cardiffnlp/twitter-roberta-base-emotion model (Cardiff NLP, 2020), 
which categorizes text into four emotions: anger, joy, optimism, and 
sadness. Compared to assessing sentiment polarity of positive to 
negative, this approach can provide a more nuanced understanding of 
public reactions in response to the flood events.

4 Results and discussion

Table 1 contains the five manually clustered topics. The Traffic 
topic encompassed discussions about road incidents and conditions. 
The Weather topic was the most directly related to the flood events 
themselves, including representative words such as “warning,” 
“thunderstorm,” and “severe.” The Operations topic contained tweets 
related to flights and helicopters. For context, the flood event in 
Nevada resulted in delayed or canceled flights (KNTV Las Vegas, 

TABLE 1 Topic word scores for the five manually labeled topics produced 
from BERTopic modeling of all tweets containing at least one of the 70 
keywords.

Topic Top 5 words

Traffic Accident, traffic, on, blocked, rd

Weather Warning, until, thunderstorm, pm, severe

Operations Structure, n530jl, reported, flight, at

Society Gas, prices, homeless, home, is

Power Outage, power, eventgtgt, ting, detected
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2022), while residents in Kentucky were rescued from flooded homes 
via helicopters (National Guard Bureau, 2022). The Society topic 
included tweets related to homes and gas, which were likely related to 
damaged or destroyed homes, or issues obtaining gasoline as a result 
of the floods (Associated Press, 2022b; Belleville News-Democrat, 
2022; Jenkins and Bivens, 2022). The Power topic focused on outages 
resulting from the floods.

Importantly, none of the five topics, nor their sub-topics 
(Supplementary Table S2), were labeled with words indicative of 
directives for action or behaviors that community members should 
take. For example, the sub-topics did not prominently feature 
representative words related to containing information about 
evacuation, sheltering, resilience, or how to stay safe before, during, or 
after the flood. A 2018 study examining the content and dissemination 
of risk messages via Facebook and Twitter/X during a series of floods 
found that most of the analyzed posts from organizational channels 
contained information about situational awareness and recovery 
resources, but there was a lack of messages with actionable requests or 
behavioral resources (Scott and Errett, 2018). Our analysis is in 
agreement with these findings.

These 5 topics (“Traffic,” “Weather,” “Operations,” “Society,” and 
“Power”), were further analyzed for spatial and temporal trends for 
both (1) all data together and (2) a comparative analysis between the 
community and organizational entities (i.e., PER and ORG in the NER 
model described in the Methods section, respectively). For the 
Weather topic, tweet disposition over time for the PER and ORG 
entities was also analyzed. Figure 2 below shows the comparative 
analysis process and outputs produced, which we will describe in the 
coming sections.

4.1 Spatial density of posts

Figures 3a–c illustrate the geographical variation in the location 
and density of tweets regarding the analyzed flood events, where 
areas that are warmer toned (i.e., yellow hues) have a higher density 
of tweets than those that are cooler toned (i.e., blue hues). The nine 
states included in this study are outlined in black and are primarily 
clustered in the West, Midwest, and Southeast portions of the 
United States. Figure 3a shows tweets from all entities, Figure 3b 

shows tweets from the ORG entity, and Figure 3c shows tweets from 
the PER entity. Unsurprisingly, the locations with the highest density 
of tweets are primarily the urban areas that were most affected by the 
flooding, such as Los Angeles, California, and Las Vegas, Nevada, and 
this trend holds independent of entity type. There are fewer regions 
of high density in states that have more rural populations, such as 
Missouri, Mississippi, and Kentucky. Despite the relatively centralized 
locations of the flood events within each affected state, most states 
also had tweets originating from regions not directly impacted 
(Figure 3a). These posts, distributed widely across the state, suggest 
that severe flooding events can resonate, even on a small scale, 
beyond the immediately affected locations, garnering attention and 
concern from neighboring areas. This broader engagement may stem 
from ties or connections to the affected areas, or from genuine 
concern for fellow residents within or around the state.

An examination of tweet density between the PER and ORG 
entities suggests that tweets from the ORG entity (Figure 3b) covered 
more areas outside of the directly impacted locales than the PER entity 
(Figure  3c). This suggests that there is likely interdepartmental 
communication from several local or state organizational entities 
across an impacted state, and organizations from different regional 
areas within a state may be  providing updates to their local 
constituents. While tweets from organizational channels appear to 
be more widely distributed in general, there do not appear to be as 
many hotspots as there are for the PER entity. Tweets from the PER 
entity are much more clustered around the specific areas in each state 
that are directly affected by the flood.

4.2 Temporality of posts

To understand the temporal trends of tweet content over time, 
we first examined the frequency of tweeted topics over time across all 
entities. Then, we repeated the analysis by separating the topics by the 
PER and ORG entities to better understand similarities and differences 
in the content tweeted over time by each entity.

4.2.1 Topics/content pertaining to flood over 
time

Figure 4 illustrates the trends in how frequently each topic was 
tweeted over time for all entities. From this figure, it is clear that the 
Weather topic was most frequently tweeted about for almost the entire 
duration of all flood events, followed by Traffic, with Society, Power, 
and Operations closely tied. Weather being the dominant topic is not 
unexpected and indicates that weather-related information draws the 
most attention of Twitter/X users during this time frame. Additionally, 
of all the topics, Weather appears to be most aligned with the dates on 
which the flood events began. For example, local maxima of Weather 
tweets occurred on July 24 (the start date of floods in Missouri), July 
27 (the start date of historic flooding in Kentucky), August 2 (one to 
two days after floods began in Arizona and California), and August 
10th. The presence of local maxima supports findings from prior 
scholarship around social media as an early warning or 
communication network during disasters (de Bruijn et  al., 2019; 
Shoyama et al., 2021). There is a noticeable decline in the frequency of 
tweets about Weather after August 9th. The last included flood event 
in this analysis has an end date of August 11th; this suggests that 
conversation around Weather was largely contained to the pre- and 

FIGURE 2

Schematic of comparative analysis for the 17,214 tweets related to 
floods.
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during-flood time periods, with less discussion in the post-
flood phase.

Although tweets about Traffic were less frequent, there is good 
alignment between the local maxima and minima of the Weather 
topic with the Traffic topic, which suggests that the tweets labeled with 
Traffic, such as traffic accidents or road closures, are related to the 
floods. This is also true for the Society topic, although the peaks and 
troughs are slightly time-lagged. In contrast, we see a lasting increase 
in tweets related to Operations approximately halfway through our 
chosen time frame, suggesting that there may be a time delay between 

the start of flood events and the impact of Operations-related tweets. 
Overall, the presence of distinct patterns in discussed topics over time 
aligns with prior work using BERTopic modeling for tweets about 
floods in Germany, which found that it was possible to map trends in 
topic progression and shifts in the discussed topics over time (Veigel 
et al., 2024).

Figure 5 illustrates the differences in absolute count of tweets over 
time for the PER (dashed lines) and ORG (solid line) entities per topic. 
Overall, there were consistently more tweets over time from the PER 
entity for the Society and Weather topics, whereas the ORG entity 

FIGURE 3

Heatmap of tweets, associated with “Traffic,” “Weather,” “Operations,” “Society,” and “Power,” distributed across the affected states during the July to 
August 2022 floods. (A) Tweets from the PER and ORG entities combined. (B) Tweets from the ORG entity only. (C) Tweets from the PER entity only. 
Warmer-toned areas (i.e., yellow hues) had a higher density of tweets. Cooler-toned areas (i.e., blue hues) had fewer tweets.
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FIGURE 4

Temporal trends in tweet frequency per topic for all entities.

FIGURE 5

Temporal trends in tweet frequency per topic. Tweets from the PER entity are mapped by a blue dashed line. Tweets from the ORG entity are mapped 
by an orange solid line.
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tweeted more frequently for the Operations and Traffic topics. Both 
PER and ORG entities tweeted relatively similarly about Power over 
time, with a peak from PER occurring after August 14. Notably, the 
absolute number of tweets related to Power were less than any other 
topic; this was surprising, as we expected tweets about power outages 
or restoration services to be  frequent in the post-flood periods. 
Because the number of tweets about Power are relatively low for both 
the PER and ORG entities, there does not appear to be  a gap in 
communication by ORG about power. However, it is possible that 
discussion about Power is occurring more frequently on social media 
platforms other than Twitter/X.

The relative abundance of tweets from the PER entity about the 
Society and Weather topics indicates that the public are focusing more 
on human-centered topics and immediate impact. For example, the 
emphasis on Weather reflects public concerns and discussion around 
the floods and storms. Furthermore, the Society topic contains tweets 
about survival and safety needs, such as gasoline prices and 
homelessness. Thus, the data suggest that the public are focused on the 
personal and societal impacts of the flood events. In contrast, tweets 
from the ORG entity are more frequent for the Operations and Traffic 
topics, which are more centered around logistics, such as mobility, 
transportation, and infrastructure. These topics indicate a focus on 
coordination efforts around the flood impacts. For instance, there was 
a significant increase in the number of tweets related to Operations by 
the ORG entity starting on August 1. The flash floods in Eastern 
Kentucky occurred from July 26 to August 11, which brought extreme 
flooding with up to 10.4 inches of rain in parts of the state (Finch, 
2022), driving widespread road closures. The Operations topic 
includes tweets related to flights and helicopters; recovery efforts in 
Kentucky included rescue operations from flooded areas via helicopter 
(U.S. Department of Commerce et al., 2023). Additionally, the Traffic 
topic contained tweets related to traffic stops, traffic accidents, road 
closures, and injuries. The majority of tweets in Traffic originated from 
an organization, with a critical mass issuing from “Los Angeles 

Incident Tracker” and “LA Structure Fire Alerts.” Thus, the large 
number of tweets in Traffic are likely influenced by the inclusion of 
large urban areas, such as Los Angeles, in the tweet dataset.

The differences in tweet frequency between topics for the PER and 
ORG entities indicates a potential mismatch between risk messages 
from organizational channels and public concerns. For example, the 
limited focus on the Society topic by the ORG entity suggests a relative 
lack of communications about public needs or societal impact not 
related to infrastructural issues covered by the Operations topic. The 
gap between tweet frequency for the PER and ORG entities is less 
pronounced for the Weather topic as local maxima and minima follow 
similar trends between the two entities. This alignment highlights the 
potential of the Weather topic as a strong candidate for targeted 
content analysis to determine whether differences in tweet frequency 
are indicative of a communication gap.

4.2.2 Disposition pertaining to flood over time 
(Weather topic only)

Figure 6 contains time series results for the emotions of Weather 
tweets over time for the ORG entity (left panel) and PER entity 
(right panel).

The left panel in Figure 6 contains the emotions over time in the 
Weather topic for the ORG entity. Notably, sadness is the primary 
and most frequently detected emotion, followed by joy, optimism, 
and anger. Sadness as the primary emotion suggests that messages 
from organizational channels may be acknowledging loss or the 
impact of flood events. While emotion classifications are limited by 
the constraints of the model, it is possible that some of the messages 
classified as sadness could be  expressing sympathy, concern, or 
empathy. Empathy is an important concept in risk communication. 
A paper articulating five themes around studies of empathy defines 
them as an identification with another person, an understanding of 
the context or situation, a sharing of emotions with another person, 
an expression of concern for another person, and a belief that the 

FIGURE 6

Temporal trends in emotion for the Weather topic for the ORG entity (left panel) and PER entity (right panel).

https://doi.org/10.3389/fcomm.2025.1553746
https://www.frontiersin.org/journals/Communication
https://www.frontiersin.org


Salley et al. 10.3389/fcomm.2025.1553746

Frontiers in Communication 10 frontiersin.org

information or situation is true or real (Campbell and Babrow, 
2004). Studies suggest that empathy can improve the efficacy or 
persuasion of risk messages by bolstering credibility and fostering 
a positive relationship with the message receivers (Seeger and 
Schwarz, 2024). Therefore, some frequency of sadness is expected 
and likely useful in messages coming from the ORG entity during 
the flood events in this study. However, sadness as the primary 
emotion is somewhat surprising. An overemphasis of sadness could 
result in conveying hopelessness or amplifying public distress. As 
organizational entities, risk messages during disaster should ideally 
strike a balance between acknowledging the severity of the flood 
events without excessively conveying sadness, such that public 
panic or worry is minimized.

Emotions over time for the PER entity are in the right panel of 
Figure 6. In similarity to the ORG entity, the primary emotion of 
messages from the public is sadness, but joy is also expressed at a 
similar frequency. In fact, there is a sharp decline in the number of 
tweets classified with sadness on August 6, after which joy is the 
primary emotion. The majority of the flood events in this analysis 
had occurred and were in the post-disaster phase by August 6. The 
trends in emotions over time, therefore, suggest two key findings. 
First, a decrease of tweets labeled with the sadness emotion 
occurred as most of the flood events were moving into the post-
disaster phase, which suggests that the number of tweets expressing 
sadness may be a useful barometer for the severity of the flood 
events, and may correlate with the success of post-disaster recovery 
efforts. A recent study (Kim, 2021) examining the relationship 
between emotions and perception of risk related to fine dust 
pollution found that feelings of sadness, anxiety, and anger were 
positively correlated with the perception of risk; in other words, 
study participants who expressed these feelings perceived the risk 
of fine dust pollution as higher than those who did not. Second, in 
this analysis, messages expressing joy actually remain relatively 
stable over time and do not increase, even as sadness decreases. 

Therefore, joy is not as effective of an indicator of public reaction to 
the floods in this study as are the more “negative” emotions, such 
as sadness. Overall, the identifiable trends in emotion from the 
public over time suggest that real-time or near-real-time analysis of 
public emotion may be useful for organizational entities to tailor 
their risk messages and address waves of emotion more effectively 
and proactively as a disaster progresses.

Figure  7 contains time series results for the sentiments of 
Weather tweets over time. The left panel contains results for the 
ORG entity and the right panel contains results for the PER entity. 
Overall, the neutral (NEU) sentiment is most prominent for both 
the PER and ORG entities. The prevalence of the neutral sentiment 
in tweets from organizational channels is not unexpected and 
suggests that the tweets generally maintain a neutral tone with little 
expression of judgment or opinion. On the other hand, there are 
more tweets from the public that have a negative (NEG) or positive 
(POS) sentiment than there are from organizational entities. The 
higher variation in sentiments in tweets from the public indicate a 
broader expression of judgment about the topics at hand. 
Interestingly, for the PER entity, the frequency of negative 
sentiments is greater than those that are positive in roughly the 
middle of the analyzed time frame, from around August 1 to August 
9. The subsequent decline in negative sentiment occurs 
approximately around the same time as does the decline in 
frequency of tweets about the Weather topic, suggesting that the 
public are generally discussing the floods less in the period 
immediately after the end of the last flood event. This is not 
surprising, given that for the majority of the public included in this 
analysis, the flood events they experienced have either finished or 
are entering the post-flood phase. This suggests that sentiment is 
somewhat related to time, and tracking sentiment over time before, 
during, and after a flood event can be a useful data for tracking the 
impact of disasters and disaster recovery efforts (Neppalli 
et al., 2017).

FIGURE 7

Temporal trends in sentiment for the Weather topic for the ORG entity (left panel) and PER entity (right panel).
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4.3 Recommendations

Based on our comparative analysis and relevant literature, 
we propose a range of actionable steps for risk communicators to 
enhance information dissemination and community engagement 
during disaster events. These strategies, grounded in the demonstrated 
potential of social media and NLP from our study, can be customized 
to align with the unique goals and capabilities of a stakeholder. Table 2 
presents our recommendations.

Our results reinforce the relevance of themes identified in 
previous studies on flood risk communication, while contributing to 
a more comprehensive understanding of the alignment of messaging 
between the public and organizational entities. For example, our 
recommendation to provide actionable content aligns with prior 
findings, such as a study examining perceived flood map usability and 
accuracy, which found that maps with a clear legend using general risk 
language were rated as most useful (Stephens et  al., 2024). 
Furthermore, our results support existing calls in the literature for 
investigating baseline engagement metrics (Salley et al., 2024b), and 
exploring the role of emerging influential users (e.g., professionals, 
popular users, etc.) on social media during disasters (Li et al., 2022; 
Yang et al., 2019). Given the use of social media as early warning 
networks during disasters (Cools et al., 2016; Shoyama et al., 2021; 
Villagrán De León et al., 2013), risk communicators may also consider 
working with community members that have or are gaining a high 
visibility platform and influence during such events to aid in 
engagement efforts. Additionally, this second outlined 
recommendation aligns with standardized practices to better facilitate 
communication online, such as those outlined in Intrieri et al. (2020), 
who recommend standardizing the use of hashtags as part of an 
operational framework for flood risk communication.

The evidence of varied emotion and sentiment in messages from 
both entities suggest the need for careful consideration of tone during 
disaster (Visschers et al., 2012), which can aid balance in messaging. 
Neppalli et al. (2017) and Kim (2021) find that the sentiment and 
emotion, respectively, of risk communications can be important and 
useful indicators of public experiences and perceptions during a 
disaster. The temporal trends we found in our disposition analysis 
align with these prior works and motivate our recommendation to 
adapt messaging in real-time. Lastly, barriers to practical 
implementation should be considered, such as a shortage of time or 
resources available to engage in meaningful conversation (Demeritt 
and Nobert, 2014; Hinata et al., 2024; Lovari and Bowen, 2020) and 
the heterogeneous needs of the community (Haer et al., 2016; Martens 
et al., 2009).

When studying flood risk communication, there are different 
models that one can follow (Demeritt and Nobert, 2014). The 
recommendations we outline most closely align with following the 
risk instrument (RI) or risk dialogue (RD) models. The RI model 
prioritizes interactions between attitudes, behavior, and information, 
redefining successful communication away from just the transfer of 
information and instead toward changing the attitudes or behaviors 
of those receiving the communication. However, the RI model still 
implies a one-way exchange of information with a specific distinction 
between “senders” and “receivers.” The RD model moves away from 
this approach, instead emphasizing two-way exchanges of information. 
Tensions involved in the RD model include questions around whose 
voices should be included and what kind of dialogue should occur. 

Our recommendations, bolstered by the cited literature, provide 
suggestions that can move the needle toward more practical and 
feasible implementation of the RD flood risk communication model.

5 Conclusion

While our analysis using topic modeling, NER, and sentiment and 
emotion analysis provided valuable insights, limitations should 
be noted. The BERTopic model, despite its effectiveness, is highly 
sensitive to parameter settings. The unsupervised nature of topic 
modeling can result in topics that are overly broad or fragmented, with 
interpretations that may not always align with human intuition. Also, 
while pre-trained transformer models like those used in our analysis 
are powerful, they do not always generalize well to other contexts 
without additional fine-tuning, which could affect their applicability 
to different events or domains. Therefore, if used for other analyses, 
each flood event would require a tailored approach to ensure the 
analysis is both accurate and contextually relevant. For NER, the 
pre-trained model we used was developed for general text and can 
struggle with the informal, context-specific language commonly 
found on social media. This is why incorporating human 
interpretation, as we did in this study, is a valuable and necessary step 
to ensure contextual understanding. Additionally, it’s important to 
note that extracting entities from usernames rather than tweet content 
can sometimes lead to inaccuracies, as usernames may not always 
correspond to verified organizations, individuals, or places. 
Recognizing and addressing these nuances helps enhance the 
reliability and applicability of NER in social media analyses.

The study also reflected certain biases. The reliance on English-
language tweets introduces a linguistic bias, limiting the 
generalizability of our findings to non-English-speaking communities. 
Furthermore, social media data itself is inherently biased toward more 
active user groups, which can disproportionately amplify certain 
voices or perspectives. As such, it should not be relied upon as the sole 
metric for representing community voices as it reflects only a subset 
of the population. While the data are still valuable, this limitation 
highlights the importance of complementing social media analyses 
with other data sources for a more comprehensive understanding. 
Researchers should diversify their sources of data to ensure its 
continued use in addressing environmental challenges (Ghermandi 
et al., 2023).

Future work should, therefore, analyze data from multiple social 
media platforms and aim to understand if, and how, the needs of 
different populations during floods can be understood from social 
media messages. Additionally, we did not include information about 
viewership, comments, likes, or retweets in our analysis. A next step 
in future work should include this information to draw conclusions 
about how frequently or effectively the intended audience is engaging 
with the risk messages. Our analysis was performed using Twitter/X 
data, and does not include any messages related to floods that may 
have been communicated on other social media platforms. Studies on 
population-specific use of social media platforms find that certain 
populations have preferences for which social media platforms they 
use; for example, a Pew Research study found that 70% of adults aged 
50–64 years old reported using Facebook, whereas only 15% reported 
using Twitter/X (Pew Research Center, 2024). Therefore, future work 
should aim to replicate our approach across different or multiple 
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TABLE 2 Recommendations for enhancing risk communication based on key study insights.

Key insights from study Recommendation Step(s)

Similar to previous work (Stephens et al., 2024; Scott and Errett, 2018), 

our findings suggested a lack of actionable recommendations or 

keywords/phrases in the messages associated with the flood events.

 1. Provide actionable content  - Include clear, actionable guidance in all messaging. For example, messages can include specific instructions on 

evacuation routes, sheltering options, and safety measures

In our analysis, there was an observed lack of engagement or 

interaction between the ORG and PER entities, suggesting that 

strategies to better facilitate and implement more engagement may 

be needed (Intrieri et al., 2020; Salley et al., 2024b; Yang et al., 2019).

 2. Develop and implement strategies for engagement  - Conduct an analysis of engagement metrics (i.e., likes, replies, retweets, link clicks, etc.) to understand baseline 

engagement and identify content that generates the most user interaction

 - Consider partnering with influential community entities or individuals with a prominent social media 

presence and/or are sharing information during disasters on such platforms. Partnering with these voices can 

extend the reach of critical updates, amplify key information, and help mitigate the spread of misinformation

 - Continue to encourage the use of hashtags or standardized phrasing to streamline information flow

The primary emotion for tweets from the ORG entity was sadness. 

One’s response to risk communication can be influenced by the tone of 

the risk message. Risk communicators should be aware of the emotion 

or sentiment they communicate in their messages, whether it is 

intentional or not (Visschers et al., 2012; Turner, 2010).

 3. Balance how and when to incorporate sentiment or 

emotion

 - Risk communicators could balance more serious or logistical updates with narratives that highlight resilience 

and recovery. Sharing stories of community strength and recovery can foster feelings of hope and solidarity

The disposition analysis suggested that an event’s timeline can 

be tracked based on the effect on community sentiment and emotion, 

in line with literature (Feldman et al., 2016; Neppalli et al., 2017; Kim, 

2021).

 4. Adapt messaging in real-time  - Use sentiment and emotion analysis tools to gage public dispositions and adjust messaging accordingly

 - Ensure communications evolve with the disaster’s timeline, addressing preparedness before events, immediate 

responses during events, and recovery efforts afterward. Time-sensitive updates can enhance relevance and 

audience trust

The results of the sentiment and emotion analyses suggested that there 

are varied dispositional responses to a disaster. Prior work, for instance, 

has highlighted the lack of resources available to cope with the mental 

impacts of a disaster, such as a flood, which can be a barrier to receiving 

support (Scott and Errett, 2018). Additionally, there is evidence that 

different demographic groups prefer different social media platforms, 

which should be considered in order to effectively reach a wide 

audience.

 5. Acknowledge barriers to action  - Design messages that consider diverse factors affecting people’s ability to receive aid, such as emotional states, 

resource access, social media platform preference, and personal circumstances

 - Offer practical steps that reduce barriers to action
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social media platforms to enhance the applicability and scope of the 
findings. Lastly, future research should incorporate advanced models 
for fake news detection (Chauhan, 2024; Fu, 2022; Konet, 2024) to 
further enhance the reliability of messages collected and analyzed 
within such a system, benefiting both community and 
organizational messaging.

In conclusion, our comparative study of community and 
organizational social media posts contributes to the growing body 
of literature examining the relationship between social media, risk 
messages, and the sending/receiving entities. The comparative 
analysis completed in this study emphasizes the potential of social 
media platforms to enhance real-time information dissemination 
and community engagement and provides insight into temporal and 
spatial trends in messages from the public and organizational 
entities. Throughout the time frame for our analysis, hotspots of 
Twitter/X activity were centralized primarily around cities that were 
directly affected by the floods; however, a spatial density analysis 
revealed that tweets from organizational entities were occurring 
across affected states, suggesting interstate coordination or updates. 
Overall, Weather was the most frequently tweeted topic over time. 
Temporal trends in tweet frequency for Weather aligned well with 
the start of each flood event included in this analysis, and Traffic 
tweets demonstrated time-lagged alignment with peaks in tweets 
about Weather.

In general, there was more discussion about the Weather and 
Society topics from the public than from organizational entities; 
whereas the ORG entity tweeted more about Traffic and 
Operations. While this is not an unexpected result, further 
analysis should be performed to closely examine the content of 
the tweets within these topics to better understand if these 
differences are indicative of more risk communication gaps. For 
example, are the public not tweeting as much about Traffic 
because they are experiencing more immediate or pressing flood-
related challenges related to Weather and Society? If so, then the 
frequency of tweets about Traffic from the ORG entity may 
be  disproportionate and indicative of a communication 
misalignment. Temporal trends in sentiment and emotion 
provided insight around the dispositional responses by both 
entities to the flood events. Analyses for both entities indicate 
changes in emotions and sentiment over time, both of which 
align with a shift from active floods to the post-flood phase. 
Other literature suggests that trends in emotion and sentiment 
over time can be  useful data for targeting recovery efforts, 
crafting more effective risk messages, and learning about public 
concerns (Neppalli et al., 2017). The results from our analyses 
support these findings. Further analysis will be  performed to 
examine the emotion and sentiment of tweets from both entities 
over time separated either by flood severity or by state. In this 
way, the dispositional analysis can be better understood in the 
context of different population densities, state politics, agency 
mobilization efforts, and flood impacts.

Lastly, we presented five targeted recommendations to foster more 
actionable, two-way risk communication. In doing so, we effectively 
addressed our two-part research question: critically comparing how 
social media messages from community members and organizational 
entities differ in content and disposition during a flood event, and 
exploring how these insights can inform strategies to foster more 
effective risk communication. Overall, the findings from this study 

highlight the need for a paradigm shift toward more collaborative and 
responsive flood communication strategies, designed to better address 
community needs and strengthen the interactions between 
organizational entities and the public during flood events.
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