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Writing with machines?
Reconceptualizing student work
in the age of AI

Mark F. Hau*

Department of Communication and Arts, Roskilde University, Roskilde, Denmark

The rise of generative artificial intelligence (GenAI) such as ChatGPT

fundamentally challenges traditional assumptions about student authorship

and assessment in higher education. Drawing on Michel Foucault’s notion

of the “author function” and Roland Barthes’ critique of textual authority, this

paper argues that AI chatbots expose critical tensions in how we understand

and evaluate student work. After examining why conventional approaches

to ensuring assessment integrity have become obsolete, I propose a ’tapas

model’ of assessment that combines di�erent evaluation types: pure human

work, bounded AI use, and full AI integration. This model moves beyond binary

notions of AI detection and cheating, instead embracing AI as a co-participant

in knowledge production while ensuring students develop both traditional

and AI-enhanced competencies. The paper argues for shifting from punitive

AI detection to transparent AI declaration, treating AI as a methodological

consideration rather than a threat to academic integrity. This approach

acknowledges that knowledge creation has always involved complex networks

and suggests that education must evolve beyond simplistic notions of individual

authorship to embrace more nuanced forms of assessment suited to an

AI-augmented world.
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Introduction

“Write a ten-page essay on the impact of digital platforms on public discourse. Your

response must include references to Habermas, van Dijck, and Stiegler, and demonstrate

engagement with at least two sources from the syllabus. The essay should present a clear

argument and follow APA citation format.”

Questions like these are staples of higher education. The wording might change, and

the requirements vary, but written take-home exams (THE) are a common assessment

because they ostensibly promote higher-order thinking skills and allow time for reflection

(Bengtsson, 2019, p. 13). We use essays as instruments for evaluating students’ ability

to articulate arguments, analyze texts, reflect critically on ideas, and demonstrate subject

competence. But the rise of generative artificial intelligence (GenAI) such as ChatGPT,

unmoors student writing from traditional assumptions about authorship, blurring the lines

between originality and copy and even between human and machine.

Since AI chatbots can produce a competent response to essay prompts in minutes

(Scarfe et al., 2024), what exactly are we assessing in a take-home written essay? More

importantly, what does it mean for students to “write” in an era when a machine can do
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it for them? The questions are both painfully real for educators

having to figure out what AI-safe assessment means in their

classes. It is also theoretically intriguing beyond practical concerns

about plagiarism.

Drawing on Michel Foucault’s notion of the “author function”

and Roland Barthes’ critique of textural authority, I argue that AI

chatbots expose fundamental tensions underpinning contemporary

assessment in higher education. The goal is not to examine

whether students should or should not use AI—I argue this ship

has long sailed—but rather to explore how these tools force a

fundamental reassessment of how educators understand student

work, intellectual labor, and valid authorship.

When essays write themselves

One of the most pressing issues of GenAI in higher education is

the potential for academic dishonesty, with students using the tool

to complete assignments without understanding the underlying

concepts (Kim et al., 2024, p. 389). As Kim et al. argue, it

is impossible to prevent the use of ChatGPT or AI writing

among students considering both the obvious benefits of these

technologies and the lack of effective AI writing detection tools

(ibid). Traditional methods for ensuring assessment integrity such

as designing complex questions, plagiarism detection software,

and proctoring have long been used to deter dishonest practices

(Bengtsson, 2019). However, the advent of ChatGPT has rendered

many of these measures ineffective almost overnight, forcing

educators to reconsider their approach to student work.

One of the strongest historical defenses against take-home

exam plagiarism has been designing questions requiring deep

engagement with course materials (Bredon, 2003). The argument

follows that if answers require genuine understanding rather than

just regurgitation, students cannot easily outsource them. Yet, when

properly prompted, AI chatbots can synthesize complex theoretical

arguments, identify logical connections, and even mimic human

reasoning patterns at a very high level (Hubert et al., 2024). The

requirement for direct references to coursematerials may introduce

a minor obstacle, but students can simply feed the chatbot relevant

course content to circumvent this.

Strategies aimed at ensuring individual accountability such as

honor codes (Frein, 2011) and grading penalties for unreferenced

copying (Freedman, 1968) function only insofar as students

perceive a realistic threat of detection or ethical responsibility.

However, GenAI introduces a gray area in which students may not

perceive their use as cheating but rather as “assistance,” like using

a thesaurus.

The few measures that impose direct friction such as requiring

handwritten responses (López et al., 2011) or watermarking printed

exams are among the least scalable and practical solutions, and do

not prevent students from using GenAI to generate answers before

transcribing them. Similarly, statistical cohort analysis of similar

responses (D’Souza and Siegfeldt, 2017) are unreliable as chatbots

generate slightly varied but fundamentally equivalent answers for

different users.

Lastly, traditional plagiarism detection mechanisms (Williams

and Wong, 2009) are inadequate as AI-generated content is novel

at creation. Although many AI detectors have been proposed such

as Originality AI or ZeroGPT, these detectors are fundamentally

unreliable (Gorichanaz, 2023, p. 184). Neither chatbots nor humans

can correctly identify AI-generated text (Rathi et al., 2024),

the detectors are easily circumvented through precise prompting

or by instructing ChatGPT to rewrite a passage using less

predictable language patterns (Sadasivan et al., 2023), and they

show considerable bias against non-native English speakers (Liang

et al., 2023). An arms-race of AI detection between faculty and

students is therefore not only futile but damaging, as it may steer

institutions away from implementing more collaboration-oriented

and transparent approaches to human-AI interaction (Oravec,

2023, p. 214).

As such, the capacity of chatbots to generate tailored,

plausible, and contextually appropriate writing necessitates a

fundamental reconsideration of assessment design, moving beyond

reactive security measures toward novel forms of evaluation that

either integrate GenAI use transparently or emphasize forms of

knowledge demonstration that chatbots cannot easily replicate,

such as oral defenses, in-class problem-solving, or project-

based assessments.

However, switching fully to oral exams may marginalize

students who process information differently or need

more reflection time (Sequeira, 2021), and requires careful

implementation to avoid disadvantaging ethnic minorities and

foreign-born students (Roberts et al., 2000).

In sum, the written essay is deeply compromised, detection

of AI-generated content is unfeasible, and simply reverting to

all oral exams is unsustainable. Locking out GenAI fails to help

students engage productively and responsibly with the technology

(Liu and Bates, 2025), and as Fernando Juárez and Rudick (2025)

argue, discussions surrounding AI in communication education are

often too narrowly focused on student cheating and plagiarism,

overlooking the significant transformative potential of AI (p. 123).

While we may scramble to understand the practical uses of AI

chatbots in both teaching and assessment, larger, more fundamental

questions must be addressed: how should human-AI collaboration

be understood, valued and evaluated? This question will shape the

evolving role of GenAI in higher education.

Author-gods and author-functions

When AI generates text, who—or what—is the author? Is

ChatGPT a method, a source, or something else entirely? These

questions expose fundamental tensions in how we conceptualize

authorship, originality, and textual ownership. Two theoretical

frameworks, developed well before the advent of GenAI, offer

surprisingly relevant analytical insight: Roland Barthes’ dissolution

of the author-god and Michel Foucault’s “author-function”.

Barthes (1977, p. 148) famously stated that the Author must

die so that the reader may live. To Barthes, a text does not reveal

a single, “theological” meaning or message, but is “a network

of quotations, drawing from countless foci of culture” (Barthes,

1977, p. 146). The writer does not invent the text, but reenacts,

combining earlier fragments in juxtaposition to create a palimpsest.

This understanding transforms the written work from “book” to

“text”, with the reader and not the writer acting as the authority

(Barthes, 1977, p. 148). Just as Barthes suggests that texts are woven
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from cultural quotations, GenAI outputs are pastiche, bearing the

imprint of countless contributors who have provided the data—

freely or not—on which it was trained. AI chatbots do not originate

ideas but rather “remix” the vast corpus of human-generated text

it has been fed. If the author as an individual creative force is a

construct, then ChatGPT as a “source” to be cited is even more so.

AI chatbots challenge the idea of authorship by diffusing the notion

of creative agency across algorithms and datasets, in turn prompted

and molded by users in dialogic creation.

Foucault likewise challenges us to think beyond the simplistic

understanding of the author as the creator of a given text,

arguing they instead fulfill a specific role in organizing knowledge,

controlling the text. The so-called “author-function” is tied to

“legal and institutional systems that circumscribe, determine and

articulate the realm of discourse” (Foucault, 1998, p. 215). The

idea of an author, therefore, is a regulatory construct that can

both validate and marginalize ideas, acting as a node of power. As

Foucault notes, only certain texts have authors: “a private letter may

have a signatory, but it does not have an author; a contract can have

an underwriter, but not an author; and, similarly, an anonymous

poster attached to a wall may have a writer, but he cannot be

an author” (Foucault, 1998, p. 211). Authorship is ownership, and

connects to themes of transgression, punishment and property

(Wilson, 2004, p. 349).

Critically, Foucault turned the question of the author from a

“who” into a “what” (Wilson, 2004, p. 342), opening the “Author”

as a site of enquiry. This is immensely valuable for understanding

writing under the pressure of AI chatbots, but raises new questions:

Is prompting an act of authorship, or a displacement of it?

GenAI tools fragment the author into a series of inputs and

collaborative interactions. Chatbots do not simply assist the human

author but become part of the authorship itself, challenging the

traditional notion of the author as a unified, singular creator. Users

interacting with an AI chatbot are also not passive recipients; they

may shape the output through their prompts, their feedback, and

their modifications. The resulting “voice” is a chorus of absorbed

voices, a digital echo of discourses and training data combined with

human prompting and dialogue. Generative AI reshapes the very

nature of what it means to create, as the boundaries between human

and machine, and author and tool blur.

This has significant implications for higher education, where

we work with individual assessments and value original authorship.

To assess a student, we need to make sure they and they alone

can write a text that demonstrates their competences. Concretely

in education, when our students use ChatGPT to generate essays

or exam responses, they find themselves in a liminal space. They

are neither the sole authors nor bystanders in the creation of text.

This blurring of lines challenges the very notions of ownership

and authorship that Barthes and Foucault critique, making the

questions about plagiarism in the academic setting more complex

than ever before.

Writing in an AI-mediated world

Traditionally, plagiarism is viewed as the appropriation of

someone else’s work, thoughts, or ideas without proper attribution,

grounded in the belief in a singular author whose rights over a

text must be respected. However, if the text is a “multi-dimensional

space in which a variety of writings, none of them original, blend

and clash,” as Barthes (1977, p. 146) wrote, then perhaps our

notions of plagiarism and originality must be reevaluated entirely.

Human ideas are an amalgamation of countless influences, shaped

by everything from scholarly articles to casual conversations.

Some of these influences lend themselves easily to the established

academic practice of citation; an article or a book can be cited quite

straightforwardly. Yet others—half-remembered conversations,

personal experiences, cultural mores, or algorithmic suggestions

from a machine like ChatGPT—are far more nebulous and defy

conventional forms of attribution.

Just as Foucault questioned who is an author, we are now

confronted with a different but related question: what constitutes

independent student work? Does using GenAI to refine expression

dilute or deepen a student’s intellectual agency? Unlike traditional

plagiarism, AI-generated content is original at the point of

output yet unoriginal in origin. If a student produces an essay

with GenAI but actively interrogates, rewrites, and reshapes

it, are they not performing a more sophisticated cognitive

task than a student who writes a passable, but less critical

human-only draft?

As the student moves from being a writer to a mediator

in a broader circuit of textual production, our prevailing moral

economy of authorship based on individual originality is challenged

by hybrid forms of composition. Might there be pedagogical value

in embracing co-authorship not as a threat to be policed, but as a

method to be cultivated?What would it mean to design assessments

that acknowledge the entangled realities of writing in the age of

generative AI?

The Tapas model: reimagining
assessment after ChatGPT

AI in education is often framed either as an ethical hazard that

must be policed or as a convenient tool for student support. But

it is becoming something more fundamental: a co-participant in

meaning-making, reshaping how knowledge is produced, cited, and

valued. As Fernando Juárez and Rudick (2025, p. 124) note, a more

holistic, forward-thinking approach is necessary. The goal is to

make assessments AI-safe without undermining students’ learning

process. This challenges our current pedagogical structures with

fixed curricula and content learning, which is precisely what

chatbots excel at.

First step is to shift from a focus on AI-detection to

AI-declaration. Students should be required to disclose and

discuss GenAI use transparently, just as they would any other

methodological consideration. A well-crafted student response is

not one that is untouched by AI, but one that demonstrates the

ability to interrogate, refine, and expand upon machine-generated

text with intellectual autonomy.

However, transparency alone does not resolve the issue of

students misrepresenting their engagement with GenAI tools. Our

assessment models also must account for cases where students

falsely claim AI collaboration. One approach is to implement
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multi-step assessments that require students to document their

process, such as submitting evolving drafts, or ongoing portfolios.

Another option is to incorporate synopses with both written and

oral components, ensuring students engage more deeply with

material rather than relying solely on AI output. These strategies

provide instructors with concrete evidence of student authorship

while still allowing AI to function as a legitimate aid rather than

an undetectable shortcut. Another solution is to embed reflexive

engagement with AI chatbots into the assessment itself, requiring

students to produce metacognitive commentaries explaining their

use of AI tools such as specific prompt strategies and decision

points in their writing process. Peer feedback structures can also act

as an internal accountability system, where students critique each

other’s use of AI, reinforcing ethical engagement while providing

evidence of AI integration.

Long term, I suggest a shift toward a “tapas model” of

assessments, including a wide spectrum of exams without AI (such

as in-class discussions and oral presentations), exams that permit

delineated AI-use (for instance in copy-editing and preliminary

research synthesis), and assessments that fully integrate AI in

project design and collaborative writing (like AI-human co-

authored analyses and iterative feedback loops).

In a communication theory course, for instance, student

learning might be evaluated through multiple small assessments:

an in-class debate on media effects theories, a take-home essay

analyzing platformization (with declared AI use permitted for

editing), a group presentation on audience research methods, a

real-time analysis of a news story’s framing, and a final project

exploring GenAI’s impact on journalism that explicitly incorporates

AI tools. Each assessment serves a distinct purpose, making it

harder to rely solely on AI while creating multiple opportunities

for students to demonstrate competence. Some tasks require pure

human reasoning and real-time synthesis, others benefit from AI

assistance in specific ways, while still others explicitly examine AI’s

role in communication.

As Kim et al. (2025, p. 106) write, “AI will produce whatever

is requested by the user”. Therefore, students’ capabilities in

communication are paramount. Fostering these requires educators

to focus on cultivating uniquely human skills, such as critical

thinking and creativity, while emphasizing ethics and responsible

AI use (ibid.). The integration of AI into university life

represents ongoing negotiation among faculty, staff, students,

and administrators, and as Fernando Juárez and Rudick (2025)

note, this process is not only technological, but fundamentally

communicative (p. 124).

The tapas model, like its namesake dining style, emphasizes

variety and combination rather than one single, “AI-safe” approach

to assessment. By diversifying assessment methods, we can better

evaluate students’ ability to work both with and without AI

assistance. A tapas model emphasizes choice and flexibility, as

opposed to a more binary assessment scale approach “which

suggests that one can restrict or control AI use (one cannot), or that

there is a linear gradation of AI use (there is not)” (Liu and Bates,

2025).

Perhaps the deeper challenge lies in fostering an academic

culture that values authentic intellectual growth and meaningful

engagement, while acknowledging that knowledge creation has

always been dialogic. We might instead use this moment to

reimagine assessment practices that value critical engagement

over illusory originality. This requires developing new forms of

assessment that look at students’ ability to evaluate, contextualize,

and build upon AI-generated content, preparing them for a

world of work characterized by human-machine communication.

The future will requires us to develop collaborative human-AI

projects, where students work alongside AI to produce creative

and analytical outputs; AI-assisted peer supervision, where AI

bots act as critical participants in cluster feedback and provide

initial feedback on student work, shared authorship models, where

students and AI are recognized as co-creators of knowledge; and

increase our focus on critical AI literacy, teaching students not only

how to use AI tools but also how to evaluate their outputs and

understand their limitations.

Conclusion

This paper has explored how AI chatbots challenge traditional

notions of authorship, originality, and assessment in higher

education. As GenAI becomes increasingly integrated into

academia, educators are forced to reconsider not only how we

assess students but also how we define creativity and originality in

student work.

The discussion acknowledges what Barthes and Foucault

suggested decades ago: authorship is more complex than our

traditional academic practices admit. When students use AI to

generate, refine, or analyze text, they engage in forms of intellectual

labor that blur conventional boundaries between original and

derivative work. Rather than fighting this reality through detection

tools or blanket prohibitions, we may embrace the opportunity

to develop new forms of assessment that value both traditional

competencies and emerging AI-enhanced capabilities.

The tapas model proposed here offers a practical framework

for reimagining assessment in an age where AI is increasingly

integral to knowledge production. By combining different types of

evaluation—from pure human work to full AI integration—we can

better capture the complex reality of contemporary learning and

knowledge creation. This approach transforms the challenge of AI

verification from a technical problem of detection to a pedagogical

opportunity for developing critical AI literacy. Students learn

to document their thinking process, justify their AI usage, and

demonstrate meaningful engagement rather than just delegation

of tasks.

Traditional academic notions of individual authorship were

always a simplification of how knowledge emerges. Now, AI

tools make visible and urgent what was already true: ideas

arise through complex networks of influence, technology, and

human agency.

The question is not whether GenAI will change education and

assessment—it already has—but how we will respond.
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