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The rise of artificial intelligence (AI) has been accompanied by extensive reporting 
by news media, serving as a forum for public debate about its risks and potential 
for society. This study sheds light on this AI debate in news media by using the 
theoretical concepts of standing and framing and by combining manual and 
automated content analysis [reversed Joint Sentiment Topic model (rJST) and 
Named Entity Recognition (NER)]. Based on news articles published in Swiss, 
German, UK, and US quality and tabloid outlets between November 2020 and 
November 2022, we examine which actors have standing in the AI debate, which 
frames they use, and which positions they hold. We also compare manual and 
automated methods as a methodological contribution. We see that economic 
and scientific actors have a high standing in reporting and journalists themselves 
provide a considerable part of contextualization as speakers. As in previous studies, 
the progress and economic consequences frames dominate, with mostly pro 
positions. The ethics and morality frame, however, is underrepresented. More 
diverse voices could enrich the AI debate. Comparing the two methods, we see 
that the automated analysis (via rJST) detects topics relatively reliably. By contrast, 
there are differences between the results of the two methods regarding the framing 
of these topics which are mainly due to the lack of sensitivity of the automated 
analysis regarding nuanced contextual information such as individual positions. 
Further, the automated analysis overestimates political actors in the debate and 
underestimates journalistic actors, as named entities do not necessarily act as 
speakers.
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1 Introduction

Artificial intelligence (AI) is developing rapidly and has increasingly become part of 
everyday life. As the public lacks expert knowledge, it relies on media content to form its views 
on AI (Nader et  al., 2022; Zhai et  al., 2020)—much like it has with previous emerging 
technologies (Nisbet and Lewenstein, 2002; Scheufele and Lewenstein, 2005). Therefore, 
understanding news media reporting on AI is crucial to understand public perceptions. 
Various studies (e.g., Brennen et al., 2018; Chuan et al., 2019; Cools et al., 2024; Ouchchy et al., 
2020; Sun et al., 2020) have analyzed AI reporting in news media. However, they often focus 
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on general themes without considering how different perspectives 
from distinct actors shape the public debate about AI. In complex 
issues (like AI), there is a greater risk that the public debate will 
be one-sided and that the leaders of the debate will be less able to bring 
social, long-term interests into the debate than economic interests 
(Hänggli, 2020). Therefore, understanding the diversity and prevalence 
of actors’ views is key to assess their impact on opinion formation and, 
ultimately, policy-making.

Before AI technologies became the focus of attention, nuclear 
power, information technology, biotechnology, and nanotechnology 
were the primary areas of scientific and public interest (Metag, 
2019). What these technologies have in common is that they 
develop rapidly, affect multiple areas of life and society, and are 
accompanied by new regulations. Therefore, various actors try to 
have standing in the debate and make their voices heard. In 
technology coverage, such actors include politicians, economic 
actors, scientists, experts, interest groups, and ordinary citizens 
(Gurr and Metag, 2023). In the media, risks and benefits are 
weighed against each other. This means that dystopian and utopian 
media portrayals can be  in direct competition (Kitzinger and 
Williams, 2005). For many technologies that are generally less 
controversial, such as nanotechnology or digital platforms (Metag, 
2019), positive portrayals in the media predominate (Arceneaux 
and Schmitz Weiss, 2010; Metag and Marcinkowski, 2014) However, 
this optimism depends on the technology and can be  observed 
especially when there are no known major accidents or damages 
(Metag, 2019).

AI’s growing societal and scientific relevance is reflected in media 
attention. Until the early 2010s, AI was a latent issue on the media 
agenda (Fast and Horvitz, 2017; Sun et al., 2020). Afterward, there was 
a drastic and continuous rise in AI news coverage, indicating that the 
debate became increasingly important. The exact reasons for the 
increase are unclear but could be linked to “a renaissance in the use of 
neural nets (“deep learning”) in natural language and perceptual 
applications” (Fast and Horvitz, 2017, p. 966). The number of articles 
addressing artificial intelligence (Figure 1) illustrates this increase 
in importance.

Several studies that specifically examine AI frames use a 
computational approach. They either do so by using automated 
analysis, such as topic modeling, alone (e.g., Nguyen and Hekman, 
2024; Sun et  al., 2020), or by combining automated and manual 
content analysis (e.g., Bunz and Braghieri, 2022; Cools et al., 2024). 
While computational methods allow to analyze a high number of 
articles, they often miss nuances and context (Fogel-Dror et al., 2019), 
and often lack testing and reporting of reliability and validity (Hase, 
2023; Nelson, 2019). While existing work has discussed the advantages 
and disadvantages of manual and automated content analytic 
approaches in more general terms (e.g., de Graaf and van der Vossen, 
2013; Hase et al., 2020), there are only a few studies that explicitly 
combine and compare the two approaches in empirical applications 
(Hase et al., 2020). Referring to framing research, Hase (2023) states 
that the main issue with automated content analysis lies in the absence 
of a clear link to theoretical concepts. She further argues that it is 
questionable whether automated approaches simply detect diffuse 
issues covered in media reporting or, if clustered and aggregated, can 
capture conceptually bounded frames. Though both variants of 
content analysis are established in analyses of AI media debates, there 
is currently little understanding of how the methodological choice 
between manual or automated approaches affects key conclusions.

Building on the existing research on AI in news coverage, this 
study aims to (a) trace which actors have standing in the mediated AI 
debate, (b) investigate which frames become how prominent using 
theory-driven manual and automated content analysis, (c) link the 
detected frames to different actors to assess which actors bring up 
which arguments in the AI debate, and (d) compare the manual 
content analysis to automated content analysis.

2 Voices and frames

For our theoretical framework, we first introduce the concepts of 
standing and framing based on the approach by Ferree et al. (2002). 
We will then present the state of research on AI in reporting before 
finally presenting our own typology with generic AI frames as a basis 
for analysis.

2.1 Standing and framing in 
communication research

For shaping a debate, it is important to have a voice in the media. 
This is called standing (Ferree et al., 2002). It makes a person or group 
treated as an agent, not merely as an object. By this, an agent argues 
for themselves, instead that they are discussed by others. However, not 
every actor has a voice. The chance of having a voice in the news 
media is unequal. Powerful actors have higher chances of this (e.g., 
Ferree et al., 2002; Hänggli, 2011). In addition to power, their activity, 
prominence, resources, and goals, as well as context matter (e.g., 
Hänggli, 2020). In Germany, parties dominate (Ferree et al., 2002; 
Kriesi et al., 2019). In the US, UK, and Switzerland, the standing of 
state actors can be expected to be lower than in Germany, whereas 
standing of associations, companies, movements, and individuals can 
be expected to be higher than in Germany.

The public debates we are investigating here are largely “event-
driven” (Lawrence, 2023; Livingston and Bennett, 2003; Hänggli 

FIGURE 1

Number of articles mentioning “Artificial Intelligence.” The graph 
depicts the increase of reporting on AI. Data was retrieved from the 
Factiva Database using the keyword “artificial intelligence” (English) 
for all publications, authors, companies, subjects, industries, regions, 
and languages.
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Fricker and Beck, 2024). The institutions do not set the agendas of 
news organizations in these debates. Accordingly, they are less 
anticipated, planned and administratively managed. Events play a key 
role in triggering public debate and increasing coverage. In other 
words, these debates take place in the public without an institutional 
driver (such as an election, a direct democratic campaign, or a 
parliamentarian debate). Journalists have more say in those debates 
(Hänggli and Trucco, 2022).

There are different understandings of frames in communication 
(for an overview see Hänggli Fricker, 2025). We adopt a content-
related perspective (not a formal one, such as how a frame is presented 
for instance) and look at what the story is about. In this way, “frames 
are interpretive storylines that set a specific train of thought in motion, 

communicating why an issue might be a problem, who or what might 
be responsible for it, and what should be done about it” (Nisbet, 2009, 
p. 15). Any frame can include pro, anti, and neutral positions, though 
one position might be more commonly used than others (Dahinden, 
2002; Ferree et al., 2002; Hänggli, 2020).

Frames can be categorized as issue-specific or generic (de Vreese, 
2005; Semetko and Valkenburg, 2000). We are dealing with generic 
frames here. Frames that can be identified concerning different topics 
are labeled generic (e.g., economic consequences, morality, or 
responsibility). By contrast, issue-specific frames are pertinent only to 
a specific topic. Some generic frames are fully universal and usable 
across all topics, whereas others are tied to topic areas but still 
transcend a single issue. For our deductive typology (see Table 1), 

TABLE 1 Generic AI frames and positions.

Frame Position Source

Boon and Bane Pro:

Euphoric: Framing as a revolutionary breakthrough technology 

leading us into a bright future; AI as a panacea for various problems

Contra:

Apocalyptic: AI as the downfall of humanity; loss of control; AI 

rising above humans, takeover of power; superiority of AI over 

humans

Euphoric (Sun et al., 2020), gate to heaven (Cools et al., 2024), key to the 

future, panacea (Köstler and Ossewaarde, 2022), apocalyptic (Sun et al., 

2020), Pandora’s box, Runaway train (Dahinden, 2002), Pandora’s box/

Frankenstein’s monster/runaway science (Nisbet, 2009), Kasparov syndrome, 

Frankenstein monster (Cools et al., 2024), creepy technology (Brennen et al., 

2018), runaway train, Pandora’s box, threat to human existence, misuse, 

privacy concerns (Chuan et al., 2019)

Progress Pro:

Pragmatic: AI as a helping hand with everyday problems; emphasis 

on practical benefits

Contra:

Damage and Danger: AI as a dangerous technology that can 

be misused to deliberately cause harm (e.g., criminal or immoral 

acts with the help of AI; inductively added)

Progress (Dahinden, 2002), social progress (Nisbet, 2009), massive changes 

(Brennen et al., 2018), human interest (Semetko and Valkenburg, 2000), 

pragmatic (Sun et al., 2020), helping hand (Cools et al., 2024), solution to 

on-going problems (Brennen et al., 2018), improving human life and well-

being (Chuan et al., 2019)

Economic 

Consequences

Pro:

Economic Optimism: AI as a driving factor for the economy; 

positive impact on jobs and national economy; emphasis on 

qualities and importance of country-specific AI (e.g., German AI, 

American AI)

Operation Optimization: Saving money, optimizing work processes, 

and increasing productivity

Contra:

Economic Pessimism: AI has a negative impact on job availability 

(replaces humans); and dependence on other countries (e.g., China)

Economic consequences (Semetko and Valkenburg, 2000), economic 

prospects, globalization (Dahinden, 2002), Economic development and 

competitiveness (Nisbet, 2009), economically optimistic (Sun et al., 2020), 

social progress and economic development (Cools et al., 2024), economic 

benefits (Chuan et al., 2019), country-specific (German) AI (Köstler and 

Ossewaarde, 2022), international competition, economically pessimistic (Sun 

et al., 2020), job loss (Chuan et al., 2019)

Scientific and 

Technical 

Uncertainty

AI as an uncertain technology or black box with an unclear future 

and limited possibilities; development is not fast enough or not good 

enough yet

Scientific and technical uncertainty (Nisbet, 2009), conflict (Semetko and 

Valkenburg, 2000), uncertainty, shortcoming, conflict (Cools et al., 2024), 

relativizing (Sun et al., 2020), black box, uncertainty as main menace (Köstler 

and Ossewaarde, 2022), limitation (Brennen et al., 2018), shortcoming 

(Chuan et al., 2019)

Ethics and Morality Ethical questions and weighing of values; classification as right or 

wrong; search for good, reasonable, or responsible use of AI; 

(human) values of AI and human-centered AI; discussion of 

diversity and bias, such as the representation of minorities, different 

race, culture, or gender

Morality (Semetko and Valkenburg, 2000), ethical (Dahinden, 2002), 

morality and ethics (Nisbet, 2009), ethics, public accountability (Cools et al., 

2024), ethical AI as fig leaf (Köstler and Ossewaarde, 2022), ethics, biases, 

reducing bias (Chuan et al., 2019)

Public 

Accountability

Call for legal, regulatory, educational, or self-regulatory measures 

(e.g., by politics, science, educational institutions, media)

Responsibility (Semetko and Valkenburg, 2000), public accountability/

attribution of responsibility (Dahinden, 2002), public accountability and 

governance (Nisbet, 2009), public accountability (Cools et al., 2024), 

political/regulatory criticism, government support (Sun et al., 2020)

This table demonstrates generic frames applicable to AI coverage, positions within these frames (if applicable) with examples, and the source of literature for each frame.
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we relied on frames identified across technology- and science-related 
policy debates (Dahinden, 2002; Gamson and Modigliani, 1989; 
Nisbet, 2009; Nisbet and Scheufele, 2009), as well as Semetko and 
Valkenburg's (2000) fully universal frames. For the examples on each 
frame, we also relied on the frames found in the analyses on AI (see 
the following paragraph).

2.2 Standing and framing in the AI debate

To our knowledge, there are only a few studies specifically 
addressing the standing of different actors in the AI debate. In the case 
of the UK, Brennen et al. (2018) found that economic voices dominate 
the debate. The authors conclude that a “wider range of voices in 
discussions of AI” (p. 10) is needed. This is contrary to other debates 
on emerging technologies, such as nanotechnology, where scientists 
also have high standing in the debate (Metag and Marcinkowski, 2014).

When it comes to framing in the AI debate, there are more 
findings, as many studies use a framing approach (e.g., Brennen et al., 
2018, 2022; Bunz and Braghieri, 2022; Chuan et al., 2019; Cools et al., 
2024; Köstler and Ossewaarde, 2022; Sun et al., 2020). Frames and 
positions used in these studies will be  addressed in detail in the 
following section. At this point, we first want to say more about frames 
and positions in the AI debate from previous research. Media coverage 
on AI proves to predominantly contain economy and social progress 
frames (Brennen et al., 2018, 2022; Chuan et al., 2019; Cools et al., 
2024; Fast and Horvitz, 2017; Köstler and Ossewaarde, 2022). In 
addition to the economy and progress orientation, these studies found 
the debate to be mainly positive (i.e., containing more pro positions). 
Common examples of such pro positions are the interpretation of AI 
as a promising solution to a variety of problems (e.g., Brennen et al., 
2018; Bunz and Braghieri, 2022; Cools et al., 2024; Sun et al., 2020) 
and interpreting AI as boosting the economy (e.g., Köstler and 
Ossewaarde, 2022; Sun et al., 2020). Chuan et al. (2019) note that with 
the general increase in AI coverage, the proportion of negative 
coverage (i.e., contra positions) is also increasing. Examples of 
negative positions are economic pessimism (e.g., job loss) or 
portraying AI as a threat to human existence.

There are also frames with no clear (i.e., ambivalent or neutral) 
position, such as the scientific and technical uncertainty frame. Sun 
et al. (2020) found a relativizing position on AI, pointing out its limits, 
to be one of the most present in media coverage. Another frame with 
ambivalent positions is the ethics and morality frame. Chuan et al. 
(2019) note that while ethic frames played a subordinate role in early 
AI coverage, ethical aspects might get more attention with the 
increasing importance of AI. However, there are mixed findings. 
Brennen et al. (2018) found ethics to be one of the most discussed 
issues in UK news coverage, although this was more common in left-
leaning outlets. The extent to which ethics are discussed could also 
be topic-specific, as it has been shown that ethics frames are used 
more frequently in the context of military and AI (Cools et al., 2024).

2.3 AI frames and positions

Drawing on the literature on emerging technologies 
(Dahinden, 2002), science communication (Nisbet, 2009; Nisbet 
and Scheufele, 2009), and framing (Semetko and Valkenburg, 

2000), we identify six generic frames that can be linked to previous 
findings in AI coverage. (1) A boon and bane frame; (2) a progress 
frame; (3) a scientific and technical uncertainty frame; (4) an 
economic consequences frame; (5) an ethics and morality frame; and 
(6) a public accountability frame. Table 1 provides an overview of 
all the frames and their positions. If there is no clear pro or contra 
position (i.e., ambivalent/neutral position), only one position is 
listed. The last column contains the corresponding origin 
in literature.

The boon and bane frame involves in the pro position a very positive, 
euphoric interpretation of AI (Sun et al., 2020) that sees it as a gate to 
heaven (Cools et al., 2024), key to the future or panacea (Köstler and 
Ossewaarde, 2022), or predicts massive changes leading to a new age 
(Brennen et  al., 2018). In the contra position, it manifests as an 
apocalyptic (Sun et al., 2020) or dystopian (Cools et al., 2024) view. It is a 
portrayal of AI as a creepy technology (Brennen et al., 2018) that might 
overrule humans and possibly lead to extinction. Descriptions of 
corresponding frames in literature often stem from mythology or religion 
(Dahinden, 2002). For various technologies and scientific issues, authors 
use a Pandora’s Box (Chuan et al., 2019; Dahinden, 2002; Durant et al., 
1998; Nisbet, 2009), runaway train (Chuan et al., 2019; Durant et al., 
1998; Gamson and Modigliani, 1989; Nisbet, 2009; Nisbet and Scheufele, 
2009), or Frankenstein’s Monster frame (Cools et al., 2024; Nisbet, 2009). 
As those frames all include framing new technologies as a substantial 
threat or glorifying them, we chose to combine them in one frame. To 
demystify AI, we use the term boon and bane instead of the existing terms 
used in other studies to describe corresponding frames.

Several aspects of progress are discussed in the AI debate. Pragmatic 
perspectives (Sun et al., 2020) highlight the technology’s usefulness in 
everyday life. This includes interpretations of AI as a helping hand (Cools 
et al., 2024) or a solution to ongoing problems (Brennen et al., 2018). This 
also includes portraying AI as improving human life and well-being 
(Chuan et al., 2019). However, the contra position points out concrete 
threats of damage and danger, such as the misuse of AI or privacy 
concerns (Chuan et al., 2019).

The economic consequences frame emphasizes the economic 
aspects of AI. Economic consequences is a common generic frame 
that can be  applied to several debates (Semetko and Valkenburg, 
2000), and similar frames were used in several technology and science 
communication studies (Dahinden, 2002; Nisbet, 2009). For the AI 
debate, we see two aspects of a pro position. First, economic optimism 
(Sun et al., 2020), which is the portrayal of AI as a positive economic 
development (Cools et al., 2024), bringing wealth and possibly leading 
to a new industrial revolution. Second, we  also see a business 
application of pragmatic aspects. We  summarize it as operation 
optimization, which includes increasing productivity, saving money, 
and optimizing business processes. The contra position consists of 
economic pessimism (Sun et al., 2020), pointing out possible job loss 
(Chuan et al., 2019), and dependence on other countries, if a country 
does not keep up with the global AI competition. This goes in line 
with addressing country-specific AI [e.g., German AI (Köstler and 
Ossewaarde, 2022)] or international competition (Sun et al., 2020). 
This can occur as a pro position if a country’s technological and 
industrial strength is emphasized, and as a contra position if the 
country is portrayed as lagging behind.

The scientific and technical uncertainty frame (Nisbet, 2009) covers two 
aspects of AI literature. Due to their similarity, we combined them into one. 
The first aspect is explicit (scientific) uncertainty (Cools et al., 2024). It 
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addresses the fact that AI technologies are still evolving and that a lot is still 
unknown (e.g., how self-learning models exactly work). Köstler and 
Ossewaarde (2022) refer to this as a black box and uncertainty as the main 
menace. The second aspect points out the limits and flaws of AI which can 
be seen as implicit uncertainty. Cools et al. (2024) use a conflict frame 
addressing the conflict of using AI technologies despite certain flaws (e.g., 
to still cut costs), and a shortcoming frame highlighting the flaws and limits 
of the technology. Chuan et al. (2019) also use a shortcoming frame. This 
is also referred to as limitation (Brennen et al., 2018) or relativizing (Sun 
et al., 2020). Here, we do not see clear positions as pointing out potential 
and certain flaws at the same time is ambivalent.

Ethics and morality is a generic frame applicable to many contexts 
(Semetko and Valkenburg, 2000) and often used in studies analyzing 
coverage of emerging technologies (Dahinden, 2002; Nisbet, 2009) As 
with other technologies, this frame is also primarily about weighing up 
right and wrong in the context of AI (Chuan et al., 2019; Cools et al., 
2024). This can include pointing out ethical risks like creating bias, but 
can also be positive, such as reducing bias using AI (Chuan et al., 2019). 
With ethical AI as fig leaf, Köstler and Ossewaarde (2022) provide a 
slightly more nuanced frame. This is a media interpretation of the 
government’s AI strategy, which includes the accusation that ethics is 
only used as a pretext to avert possible skepticism by the public, but that 
ethical AI cannot be implemented with the strategy. As this is a frame 
that is very issue-specific we summarize it in the ethical and morality 
frame. This is also an ambivalent frame with no clear positions.

The public accountability frame (Dahinden, 2002; Nisbet, 2009) 
addresses questions of regulation and governance, as well as responsibility 
(Semetko and Valkenburg, 2000). In the AI debate, this involves political or 
regulatory criticism (Sun et al., 2020) that calls for regulation due to possible 
uncertainties and threats coming with AI. It also involves other public 
responsibilities such as teaching digital skills and media literacy. This frame 
also has no systematic pro or contra positions.

3 Research questions and hypotheses

The main aim of this study is to use a theory-driven framing 
framework and bridge gaps between inductive (i.e., computational) 
and traditional manual content analyses. We  compare the two 
approaches along the following research questions:

First, we want to find out, which actors have a voice in the AI 
debate in the news media:

RQ1: Which actors have standing in the mediated AI debate?

When it comes to actors, Brennen et al. (2018) have shown that 
economic actors are leading the AI debate in news media. Therefore, 
we hypothesize:

H1: In news media coverage on AI, it is mainly economic actors who 
comment on artificial intelligence, while scientific and political 
actors are represented less.

Second, we want to analyze, which framing is evident in news 
media coverage:

RQ2: Which frames of artificial intelligence can be  found in news 
media coverage using a manual, deductive approach to content analysis?

The state of research shows that AI reporting tends to 
be  positive and economy-focused, emphasizes, and 
predominantly containing positions portraying AI as an 
everyday aid or even as a panacea for a variety of problems 
(Brennen et  al., 2018, 2022; Chuan et  al., 2019; Cools et  al., 
2024; Köstler and Ossewaarde, 2022; Sun et al., 2020). Ethical 
aspects are discussed comparatively less (Chuan et al., 2019). 
This leads to the following hypotheses:

H2: In news media coverage of AI, the progress frame is most 
strongly represented.

H3: In news media coverage of AI, the ethics and morality frame 
plays a subordinate role.

H4: In news media coverage on AI, pro positions on AI predominate.

Since previous studies have only addressed the question of who 
comments on AI, we further pose the following exploratory research 
questions without hypothesizing about it:

RQ3: Which actors use which frames and hold which positions in 
the mediated AI debate?

Lastly, for our methodological contribution, we want to compare 
the findings of the manual and the automated content analysis. Our 
last, again exploratory, research question therefore is:

RQ4: To what extent do manual and automated content analyses 
yield different or similar results regarding standing and framing in 
the AI debate?

4 Methods

This article aims to detect frames in AI news coverage, link them 
to different actors contributing to the debate, and compare manual 
and automated content analysis. To address these research interests, 
we conducted a manual and an automated content analysis. Content 
analysis is one of the most used methods to analyze technology 
coverage (Gurr and Metag, 2023).

4.1 Sample

We analyzed media reports from November 14, 2020, to 
November 17, 2022. To be  able to make comparisons to existing 
research, and because it was important that the manual coders fully 
understand the articles, we selected English and German-speaking 
media outlets for analysis. We selected the USA, UK, Germany, and 
Switzerland for variation. They all are highly industrialized and 
technologized countries that are among the most mentioned players 
when it comes to AI (Sun et al., 2020) and therefore are likely to 
be similar regarding AI reporting.

Relevant articles were identified using the keywords “artificial 
intelligence,” “künstliche* Intelligenz,” and “artifizielle* Intelligenz” 
using Dow Jones’ FACTIVA database. The abbreviations “AI” and “KI” 
were not included in the search inquiry because it resulted in too 
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much noise in the sample (e.g., authors’ initials). One quality and one 
tabloid legacy newspaper with wide reach were selected for each 
country. To avoid duplicates, only print versions were included. For 
the US, these were the Wall Street Journal (quality) and the New York 
Post (tabloid), for Great Britain The Guardian (quality) and The Sun 
(tabloid), for Germany, Süddeutsche Zeitung (quality) and BILD 
(tabloid), and for Switzerland Tages Anzeiger (quality) and Blick 
(tabloid). For the defined period, this resulted in a total sample of 
N = 2,594 articles.

4.2 Manual coding and Intercoder reliability

Eleven trained coders coded content at the article (e.g., outlet, 
publication date), and frame level (Who speaks? What are the 
arguments and interpretations?). To increase reliability and validity, a 
first coder training with a following test coding was held. In a second 
training session, the codebook was slightly adapted based on emerging 
insecurities, which was again followed by another round of test 
coding. After the second test coding revealed that there were no more 
issues with the coding system, a third and final test coding was 
conducted. It was used for the reliability test.

Frames were the starting point for the coding. Coders were 
advised to code each frame they found in the article (see 4.3). Building 
on Gamson and Modigliani's (1989) argument that media discourse 
consists of a set of competing interpretative frame packages, we argue 
that multiple frames can coexist within a single article. A frame was 
defined as an interpretation of or a perspective on the topic of AI. If 
no frame was present in the article, the article was excluded. This was 
the case for articles mentioning AI but not containing a concrete 
storyline regarding AI (e.g., event tips or mere mention that a 
company is in the business of AI). This resulted in a final sample of 
1,588 articles.

The reliability test included a total of 747 coded frames and a total 
of 110 articles. We  conducted it using Nogrod (Wettstein, 2019), 
which is a text processing Python script built for complex content 
analyses that allows us to compare multiple coders and variables at the 
same time. We  used Brennan and Prediger’s Kappa coefficient 
(Brennan and Prediger, 1981) which is a chance-corrected kappa 
coefficient more suitable for different distributions, unlikely categories, 
and multiple coders (Quarfoot and Levine, 2016). Intercoder reliability 
for the relevant constructs was satisfactory (see 4.4 for coefficients).

4.3 Automated coding

The goal of the automated coding was to mirror the manual 
approach as closely as possible. The automated content analysis 
consisted of three steps. First, the raw newspaper text along with 
meta-data was subjected to basic text pre-processing (changing words 
to lowercase, removing encoding issues, tokenization) and 
transformed into a document term matrix.

Second, key actors were extracted from the raw text using Named 
Entity Recognition (Nadeau and Sekine, 2007). Traditional NER has 
long been considered as “solving” the task of automated extraction of 
key places, objects, actors etc. (Marrero et  al., 2013). Yet recent 
reformulations of NER models have further enhanced performance 
by leveraging Bidirectional Encoder Representations from 

Transformers (BERT) to understand words in their context, enabling 
the model to effectively capture the nuances of language, including 
both semantic and syntactic information (Devlin et al., 2019). We used 
a pre-trained BERT model for NER, implemented via Hugging Face’s 
infrastructure and accessed through the statistical software R. The 
BERT-based NER model learns to recognize entities based on the 
relationships and patterns present in the data, creating an end-to-end 
framework where the embeddings are used to classify entities directly 
(Souza et al., 2019; Hakala and Pyysalo, 2019). Of note, only named 
entities that were covered as grammatical subjects were retained to 
ensure their relevance as acting instances in the coverage. Two authors 
then manually classified the extracted entities into one of the actor 
types described in 4.4 (κ = 0.91).

Third, we  conducted a reversed Joint Sentiment Topic model 
(rJST; Lin et al., 2012; Pipal et al., 2024) to identify latent topics in the 
corpus of news articles. As an extension of unsupervised traditional 
topic modeling techniques, rJST assumes that each news coverage 
article consists of thematic structures (“topics”) that can have varying 
sentiment attached to them (see Pipal et al., 2024; Lin and He, 2009). 
Traditional approaches to topic modeling look for semantic clusters 
regardless of sentiment. This is problematic, as it may falsely group 
together types of coverage that are quite different in tone, for example, 
euphoric reports of a cure for cancer and alarming reports of rising 
cancer rates. Choosing rJST remedies this problem by mirroring the 
theoretical distinction between favorable and unfavorable positions 
within frames (see Table  1). Empirically, rJST has been shown to 
outperform traditional dictionary-based approaches or Latent 
Dirichlet Allocation models for topic analysis with emphasis on 
sentiment, such as political speeches with varying ideological 
positions (i.e., varying sentiment; Pipal et al., 2024).

The model’s hyperparameters were chosen based on 
theoretical considerations. Specifically, we  initially estimate a 
relatively large number of topics (K = 100) to be able to detect 
more fine-grained semantic structures in news articles that 
conceptually approximate frames (for a similar approach see Ort 
et  al., 2023). We  follow recommended practice (Griffiths and 
Steyvers, 2004) and set a rather symmetric Dirichlet prior 
(α = 50/K) to encourage sparser distributions. We  choose a 
relatively low value for the smoothing parameter (β = 0.001) to 
allow for more concentrated word distributions within topics (i.e., 
more “specialized” topics with distinct word sets). Finally, 
we  choose three sentiment categories (S = 3) to reflect the 
conceptual definition of frames as being either negative (contra), 
positive (pro), or neutral/ambivalent.

After the inductive generation of 100 topics, two authors 
aggregated the topics into frames by manually assigning each topic to 
one of the deductive frames (see Table  1), including positions 
(intercoder reliability: κ = 0.83). For every topic, the authors 
independently coded which of nine deductive frames best 
corresponded to the topic’s most representative 15 words, determined 
by their FREX scores (i.e., a topic metric balancing word frequency 
with exclusivity). For example, a topic with the top words “firm, 
investor, boom, venture, nvidia etc.” was coded as the economic 
optimism frame. As a second source of information, the chosen frame 
was then compared to the standardized mean weighted sentiment for 
each topic across the corpus as a conceptual validity check. For the 
same example, the economic optimism frame was associated with a 
very positive sentiment (M = 1.13), thus corroborating both the 
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content of the frame (i.e., economic consequences) as well as the 
position (i.e., optimism).

4.4 Measures and analysis

Once the coders detected an interpretive storyline in an article, 
they assigned it to one of the six deductively derived frames and 
positions detailed in Table 1 (κ = 0.70). If none of the defined frames 
was suitable, they coded other and described the frame in an open text 
variable. A frame could thus occur not at all or multiple times within 
a news article in the manual coding. In the automated content analysis, 
the output of the rJST yields a probabilistic estimate of the prevalence 
of each frame for a newspaper article (ranging from 0 to 1). High 
estimates suggest that this frame is very likely to be  present in a 
given article.

In manual coding, the speaker and actor type (κ = 0.72) were 
assigned to each frame (i.e., who does the framing?). We relied on 
journalists (i.e., authors of the articles), as a main source of news 
frames in event-driven debates (Hänggli and Trucco, 2022) as well as 
speakers of the areas of politics, science, industry, interest groups, 
non-scientific experts, and citizens, as these groups are relevant for 
technology coverage (Gurr and Metag, 2023). We also identified law 
and order as relevant speaker types (i.e., military and judiciary) 
because they proved to be important in the test coding. For some 
analyses (see 5.2. and 5.3.), we have combined citizens, non-scientific 
experts, and interest groups into a general group of civil society due 
to small case numbers. For the automated coding, the extracted actors 
were used as search strings which were then applied to each article. 
The result is a count variable of the number of occurrences of each 
actor type in each newspaper article—regardless of their link to a 
specific frame. Actors without an active voice (objects) were not coded 
in either content analytic approach.

Two types of analyses were conducted. On the one hand, the 
presence of actors and frames was calculated as shares (see 
Figures 1, 2). On the other hand, the associations of different actors 
to frames were quantified by means of ordinary least squares 
regression models. The prevalence of each frame was predicted in a 
separate model containing all actor types as predictors (see 

Figure  3). The resulting estimates are interpreted in terms of 
co-occurrence of a given actor type and frame in AI news coverage. 
Moreover, we included meta-data as control variables in all models, 
including the date and medium of publication as well as the number 
of words.

5 Results

The results cover two parts. The first relates to the content of the 
articles and the second to the comparison between manual and 
automated content analysis. We will present the content-related results 
and the methodological comparison simultaneously for each research 
question, and we will present the findings for each method collectively 
(i.e., not comparing regions or outlets).

5.1 Actors shaping the AI debate

Figure 2 provides an overview of the share of the actors’ voices in 
the AI debate and shows a direct comparison of the manual and the 
automated content analysis. In the manual coding (see Figure 2, left-
hand side), journalists prove to have the highest standing with almost 
two-thirds (62.6%) of the coded AI frames. This is followed by 
economic actors (13.4%), scientific actors (11.5%), non-scientific 
experts (6.3%), and political actors (3.2%). Interest groups, citizens, 
and law and order actors only reach a marginal share of voices in the 
AI debate. If we  exclude journalists as authors of the articles, it 
becomes apparent that, according to manual coding, economic and 
scientific actors are leading the debate.

Based on the automated analysis (see Figure 2, right-hand side), 
political actors are the most frequent speakers in the AI debate, with 
almost one-third of all voices (32.8%). This is substantially more than 
in the manual analysis. Political actors are followed by scientific actors 
(20.8%), economic actors (18.6%), and journalists (14.6%). The latter 
were remarkably less recognized as speakers in the automated content 
analysis than in the manual one. With a share of less than 10%, the 
automated analysis shows that law and order actors (6.2%), as well as 
citizens (5.8%), have few voices in the AI debate. Here, interest groups 

FIGURE 2

Share of actors in AI coverage based on manual (left panel) and automated (right panel) coding. The graph shows the share of each actor group in the 
AI debate. The manual coding only includes actors who are linked to a frame whereas the automated coding includes all actors who occur as subjects 
in news coverage (see methods for more details).
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and non-scientific experts have almost no standing. Note that a 
chi-square test of independence shows no significant association 
between actor groups and the data source, χ2(7, N = 6,841) = 56.2, 
p = 0.22.

5.2 Frames and positions in AI news 
coverage

Figure 3 depicts the share of each frame and their positions (if 
applicable). Overall, we see that the pro position of each frame is 
more frequent in the manual coding whereas the contra position is 
more frequent in the automated coding. The differences are due to a 
lack of semantic context in the rJST (see Discussion for further 
elaboration). The progress frame is most prevalent in both the manual 
(35.5%) and the automated analysis (29.6%). A proportion test shows 
that these two proportions are statistically different (χ2 = 114.3, 
p < 0.001; see Supplementary Table A1 for detailed results of the 
pairwise proportion tests). However, in the manual coding, pro 
positions of the progress frame predominate, while the automated 
analysis finds more contra positions. In manual coding, scientific and 
technical uncertainty is the second most common frame (16%). This 
frame has a lower share in the automated coding (8.3%; χ2 = 531.1, 
p < 0.001). In the automated analysis, economic consequences is the 
second most common frame (16.7%), which only reaches 13.1% in 
the manual coding (χ2 = 63.5, p < 0.001). Here, as with the progress 
frame, it becomes apparent that contra positions dominate in 
automated coding, while pro positions clearly prevail in manual 
coding. The boon and bane frame has a similar share in both analyses. 
However, pro positions are again substantially more present in the 
automated analysis. The public accountability frame also has similar 
shares in the manual and the automated coding. The same applies to 
the ethics and morality frame which is the least represented 

deductively derived frame in both analyses. A small part could not 
be clearly assigned to one of the frames (others), although this part 
was larger in the automated analysis and almost non-existent in the 
manual coding.

5.3 Association between actors and frames

Looking at the co-occurrence of frames and actors, some frames 
are more likely to be prevalent when certain actors are present as 
speakers. The results vary in clarity and differ in part depending on 
the method used. First, we want to focus on the clear and consistent 
results (i.e., we find the same effect using manual and automated 
coding). There is a link between the use of the public accountability 
frame and political actors. Political actors are also likely to co-occur 
with the economic consequences frame. Economic actors are also 
strongly linked to the economic consequences frame. The boon and 
bane frame, as well as the scientific and technical uncertainty frame 
co-occur with scientific actors. The ethics and morality and the 
progress frame are both linked to journalists and law and order actors. 
The progress frame is also used in the context of civil society actors.

The manual analysis further shows that the public accountability 
frame is likely to co-occur with scientific actors, law and order actors, 
and economy actors; the boon and bane frame with political actors, 
media, economy, and civil society; the economic consequences frame 
with scientific actors, and media; the ethics and morality frame and 
the progress frame with scientific actors, political actors, and economy; 
and the scientific and technical uncertainty frame with political actors, 
media, and economy.

The automated coding, on the other hand, finds unlikely 
co-occurrences between the public accountability frame and science, 
media, as well as economy; the boon and bane frame and politics, and 
economy; the economic consequences frame and science, media, law 

FIGURE 3

The share of frames and positions in AI coverage. The graph depicts the overall share of frames and positions in AI coverage for manual and automated 
content analysis. Values for manual coding (left panel) represent relative frequencies of frame occurrence; values for the automated coding (right 
panel) represent estimated mean frame prevalence with their 95% Confidence Intervals (bars).
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and order, and civil society; the ethics and morality frame and science, 
and economy; the progress frame and politics, and economy; and the 
scientific and technical uncertainty frame and politics, media, and 
economy. Figure 4 shows all the predictions of co-occurrence between 
actors and frames.

To understand which actors stand for which positions of these 
frames, we  take a closer look at the frames with pro and contra 
positions of the manual content analysis. Due to the coding, the 
positions can be precisely assigned to individual actors, and we can 
calculate the exact frequencies. The automated analysis, on the other 
hand, only allows us to calculate co-occurrence within an article. A 
chi-square test of independence shows a significant association 
between the actor groups and the distribution of frames, χ2(30, 
N = 6,841) = 166.55, p < 0.001. The results (Table 2) indicate that for 
a large part of the frames with pro and contra positions, pro voices are 
more frequently represented throughout the different actors. 
Exceptions are civil society actors (i.e., non-scientific experts, interest 
groups, and citizens) holding a relatively high share of contra-
positions of the boon and bane frame and thus providing a more 
apocalyptic than euphoric view on AI. Civil society actors are also 
most critical when it comes to economic consequences, even though 
pro positions slightly dominate. Another exception are law and order 
actors who use more contra positions in the progress and the boon 
and bane frame. However, the case numbers are very small here, 
which is why this should be  interpreted with caution. It is also 
noteworthy that actors from politics and the economy are 
proportionately the most euphoric (boon and bane) when they speak 
and tend to represent an economically optimistic position. Among 
journalists, the proportion of pro-positions of the Progress Frame is 
also relatively high. Scientific actors also tend to speak more in favor 

of AI, although they are also positively associated with the ethics and 
morality frame and the scientific and technical uncertainty frame 
which can both also be more critical or relativizing (see Figure 4).

6 Discussion

Our first research aim was to see who has standing in the mediated 
AI debate (RQ1). We have mixed results on this question, depending 
on the method. The manual analysis showed a clear dominance of 
journalistic voices, indicating that the authors of articles are most 
often contextualizing AI themselves. The automated content analysis, 
on the other hand, found journalists to have way less standing and 
detected political actors as speakers with the highest standing in the 
debate. Possible methodological reasons for this are discussed later in 
this section. However, if we leave aside these contradictory findings, 
both methods show that business and economic actors have a high 
standing compared to all other groups. While this goes in line with 
previous findings showing that the AI debate is led by economic actors 
(Brennen et al., 2018), this finding also highlights the importance of 
scientific actors in the debate, as it is the case for other emerging 
technologies (e.g., Metag and Marcinkowski, 2014). Consequently, 
we also do not find support for our first hypothesis.

Secondly, we investigated how prominent the different AI frames 
are in news media coverage (RQ2). Here, the manual and the 
automated analysis both find a predominance of the progress frame. 
This is consistent with previous findings on AI reporting (e.g., 
Chuan et al., 2019; Cools et al., 2024; Sun et al., 2020) and supports 
our second hypothesis. A consistent result is also seen in the 
occurrence of the ethics and morality frame. It is least represented 

FIGURE 4

Predicting the prevalence of frames in AI coverage by actor type. The plots show predictions for co-occurrence of actor types and frames, both for 
automated (green/circles), and manual (orange/triangles) content analysis. Point estimates represent the marginal difference of the presence vs. 
absence of an actor type along with 95% Confidence intervals.
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in both methods and therefore shows to play a subordinate role in 
the AI debate. Hence, the third hypothesis is also supported. 
We further hypothesized that pro positions predominate (H4). Our 
findings do not clearly support this hypothesis. Possible reasons for 
this difference will also be  assessed in more detail later when 
comparing methods.

Our third research goal was to see which frames and positions 
are associated with which actors in the mediated AI debate (RQ3). 
We identify several actor-frame associations: political actors and the 
public accountability frame; economic actors and the economic 
consequences frame; scientific actors and the boon and bane frame 
as well as the scientific and technical uncertainty frame; and between 
journalists as well as law and order actors and the ethics and morality 
and the progress frame (Figure 4). These findings indicate that media 
reporting tends to link actors to frames that are consistent with their 
domain of expertise. For example, journalists draw from political 
actors to comment on regulatory issues, refer to economic actors to 
discuss economic issues and turn to scientific actors as the voice of 
scientific relativization. Noteworthy is also the association of scientific 
actors and the boon and bane frame, where pro positions seem to 
prevail based on the results of manual analysis. Scientists may frame 
technologies as breakthroughs or highly promising (e.g., AI bringing 
them a great step forward in decoding protein structures). At the 
same time, the prominence of the uncertainty frame indicates that 
such possible exaggerations are also routinely relativized (e.g., stating 
that AI technologies do not work reliably yet to decode protein 
structures). This could be because most of the scientific voices seem 
to come from computer science, likely emphasizing more technical 
aspects. However, based on our data, we cannot conclusively clarify 

which scientist, or disciplines bring in which perspectives. This 
should be subject to future research.

Another remarkable finding is about the ethics and morality 
frame. Despite its relevance for society, it is the least common frame. 
Literature on frame-building shows that it is the powerful, active and 
prominent actors that largely shape the debate (e.g., Hänggli, 2020). 
Journalists, being the actors with the highest standing, therefore have 
the potential to bring ethical and moral aspects more into the debate. 
They could either do this more themselves, which requires AI literacy, 
or include more other voices advocating for ethical AI. Our findings 
show that the ethics and morality frame is most likely to be brought 
up by scientists, or law and order actors. Such speakers could thus 
be integrated more into the AI debate by journalists, especially as law 
and order actors are currently little represented.

The results also show that civil society actors are the most critical. 
Actors speaking in the interest of citizens and the common-sense, 
such as non-scientific experts, are most strongly represented in this 
group. This includes, for example, NGOs advocating for human or 
digital rights. Political actors do not have high standing in the AI 
debate. If they speak, they mostly frame AI as positive progress 
bringing economic benefits or consider it a boon. As we see a similar 
pattern for economic actors, this might indicate a link between 
politics and economy.

Finally, we compared manual and automated content approaches 
for the analysis of technology frames in technology coverage. This 
addresses the current desideratum in framing research concerning 
the suitability of computational approaches for frame detection 
(Hase, 2023). The use of manual content analysis and Named Entity 
Recognition as well as rJST showed in our case of AI coverage some 

TABLE 2 Actors’ share of AI frames with pro and con positions (manual coding).

Standing frame Position Journalists Economy Science Civil society Politics Law and order

4,280 
(62.56%)

916 
(13.39%)

790 
(11.55%) 586 (8.57%)

222 
(3.25%) 47 (0.69%)

Progress

Share of Frames (total)

1724 (40.28%) 338 (36.90%) 293 (37.09%) 190 (32.42%) 78 (35.14%) 9 (19.15%)

Pro 1,369 (79.41%) 281 (83.14%) 215 (73.38%) 124 (65.26%) 52 (66.67%) 3 (33.33%)

Con 355 (20.59%) 57 (16.86%) 78 (26.62%) 66 (34.74%) 26 (33.33%) 6 (66.67%)

Boon and Bane

Share of Frames (total)

641 (14.98%) 165 (18.01%) 118 (14.94%) 115 (19.62%) 29 (13.06%) 11 (23.40%)

Pro 466 (72.70%) 144 (87.27%) 97 (82.20%) 64 (55.65%) 26 (89.66%) 5 (45.45%)

Con 175 (27.30%) 21 (12.73%) 21 (17.80%) 51 (44.35%) 3 (10.34%) 6 (54.55%)

Economic Consequences

Share of Frames (total)

594 (13.88%) 169 (18.45%) 94 (11.90%) 59 (10.07%) 44 (19.82%) 6 (12.77%)

Pro 469 (78.96%) 145 (85.80%) 76 (80.85%) 33 (55.93%) 36 (81.82%) 5 (83.33%)

Con 125 (21.04%) 24 (14.20%) 18 (19.15%) 26 (44.07%) 8 (18.18%) 1 (16.67%)

Scientific & Technical 

Uncertainty (total)
739 (17.27%) 124 (13.54%) 168 (21.27%) 117 (19.97%) 28 (12.61%) 6 (12.77%)

Ethics & Morality (total) 369 (8.62%) 66 (7.21%) 80 (10.13%) 51 (8.70%) 14 (6.31%) 8 (17.02%)

Public Accountability (total) 167 (3.90%) 35 (3.82%) 27 (3.42%) 36 (6.14%) 29 (13.06%) 7 (14.89%)

Other (total) 46 (1.07%) 19 (2.07%) 10 (1.27%) 18 (3.07%) 0 (0.00%) 0 (0.00%)

The table shows the share of AI frames within each actor group based on manual coding. Standing refers to the overall share of voices within the AI debate. Share of Frames refers to the share 
of each frame within an actor group. Share of positions indicates the proportion of pro and contra positions within these frames. Example: Economy actors have a share of 13.39% of voices in 
the AI debate. 18.45% of statements by economic actors use the Economic Consequences Frame with 87.27% pro positions.
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similarities and some differences. For the actors, manual content 
analysis found substantially more journalistic speakers than the 
automated coding did. This can be  explained by the method of 
Named Entity Recognition. Journalists (i.e., the authors of the article) 
almost exclusively do not occur as named entities in the article (as 
there are rarely names as speaking subjects). If they occur as speakers 
and use a frame, it is way more subtle than it is the case for other 
actors such as politicians or economic actors. These actors are often 
marked via their function (e.g., MP, president, CEO) and are therefore 
more likely to be detected using Named Entity Recognition. This 
might lead to an overestimation of the political actors and an 
underestimation of journalistic actors. While this study’s use of NER 
identifies subjects, it does not distinguish between speakers and 
mentions. This might further explain why political actors are 
overestimated using NER.

While the overall shares of the frames are similar for both 
methods, rJST finds more contra positions than the manual 
coding. This may be because rJST only relies on the sentiment of 
certain word combinations but does not consider their semantic 
context. The results are a probabilistic estimate of the prevalence 
of each frame in an article whereas the manual coding provides 
actual frequencies. For the nuanced positions, this might also lead 
to different shares. Computational approaches that rely more 
heavily on transformer-based architectures or leverage large 
language models (LLM) could probably be  used to partially 
overcome these limitations (Chew et al., 2023; Kuang et al., 2025). 
However, they would demand a very large amount of training data 
and would raise additional issues regarding the transparency of 
data processing. Of note, manual coding is not free of limitations, 
either. 11 coders were needed to code a large number of articles. 
Managing volume while ensuring reliability adds cost and 
workload. Automated coding, on the other hand, applies the exact 
same principle to all the articles in less time. Finally, we contrasted 
two computational techniques, NER and rJST, with manual 
coding. Future research would benefit from continued interest in 
comparing state-of-the-art computational and manual approaches 
to media framing research.

There are also some general limitations of this study. First, data 
was collected before the 2023 AI boom caused by generative AI 
such as ChatGPT (see Figure 1). Articles published during this 
period in which AI coverage increased even more were therefore 
not included in the sample. Further, we only included the general 
term of artificial intelligence for our search inquiry. Articles 
reporting on specific AI technologies and only including the 
abbreviation “AI” were not covered. Even though in many articles 
the term is first written out in full and then used with the 
abbreviation, it is therefore possible that not all relevant articles 
have been considered. Also, the selected news outlets do not 
represent the full coverage in each country. Outlets with different 
political positions have proven to report differently on AI with 
left-leaning media reporting more on ethics and right-leaning 
media reporting more on economics (Brennen et al., 2018). Due to 
the focus of this study, that is identifying relevant AI frames and 
speakers in the overall debate and comparing manual and 
automated analysis, the results were presented collectively. The 
study did not aim to compare outlets or regions. However, future 
research is invited to build on this and pursue corresponding 
comparative approaches.

7 Conclusion

This study set out to bring the disparate body of scholarship on 
media discourses around AI closer together in three ways. Conceptually, 
we revisited the framing literature and distilled existing approaches into 
six key frames that integrate different attitudinal positions. We also 
outlined how these frames connect to actor-oriented media analysis. 
Empirically, our study offers an important empirical update on media 
coverage of AI at a crucial time in public AI discourse. Methodologically, 
we propose and test novel operationalizations and procedures to track 
key AI media frames with both manual and automated content analysis. 
This hybrid and comparative approach serves as a point of reference in 
a field that is increasingly grappling with the integration of findings 
from computational and manual content-analytic approaches (see 
Hase, 2023).

The findings overall show support for the dominance of the 
progress frame that pragmatically presents AI as an everyday aid or also 
emphasizes possible dangers. In the manual coding, however, pro 
positions clearly predominated. Even if we can detect a certain economic 
orientation and euphoric future prospects, critical voices are also 
present. The scientific and technical uncertainty frame puts the potential 
of AI applications into perspective and points out possible limits. 
We also find a considerable proportion of the public accountability 
frame, which calls for regulation and responsible use of AI. The ethics 
and morality frame is comparatively little represented.

In the manual analysis, journalists prove to do most of the AI 
framing themselves. To enhance voices addressing ethical and moral 
issues coming with AI, journalists could involve more actors who are 
experts in this field such as social scientists, philosophers, or legal 
scholars. In addition, if the political players do not include the ethical 
aspects in the public debate, these aspects will not (or less likely) 
be included in legislation and will not be considered in any other way. 
We see this as problematic. Generally, the low occurrence of political 
actors in the manual analysis indicates that politics is not yet strongly 
engaged with the topic of AI, or that this has not yet entered the public 
debate. Due to the still increasing importance of AI, an increasing 
politicization of the topic could also emerge. Besides journalists, 
economic and scientific actors have the highest standing in the debate. 
Overall, they rather hold pro positions, even though scientific actors are 
also clearly associated with the scientific and technical uncertainty 
frame. Journalists could therefore include more critical voices from 
these areas to create a more balanced debate.

Methodologically, we  showcase that computational approaches 
using rJST yield mostly similar results as manual content analysis when 
it comes to detecting topics. There are larger differences in the 
recognition of the framing regarding speakers and positions of these 
frames. This indicates that rJST may not be sufficiently attuned to the 
context of frames as they are conceptualized in communication theory 
(e.g., Druckman, 2001; Entman, 1993; Ferree et  al., 2002; for an 
overview see Hänggli Fricker, 2025). In the case of actors, the automated 
analysis (NER) was not able to reliably distinguish between speaking 
subjects (somebody acts as a speaker) and non-speaking subjects 
(somebody is mentioned but does not speak). Further, our approach 
struggles to recognize latent or more implicit entities while 
overestimating clearly labelled entities, such as political actors. This also 
points to certain limits of automated methods in recognizing subtle 
contextual factors. Computational methods may therefore be more 
suitable for content analyses as a complement to manual coding, as far 
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as contextual knowledge is required. But to shed further light on this, 
more research combining automated and manual analyses is needed.
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