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The development of artificial intelligence (AI) has significantly transformed Indonesia's digital media ecosystem, including how disinformation and hate speech are produced, disseminated, and consumed. This short review critically analyzes how AI technologies contribute to hate speech amplification in Indonesia through a comprehensive literature examination from 2018-2024. Using a systematic methodology, we identify three primary mechanisms: (1) content production automation that facilitates large-scale dissemination of hate-laden messages, (2) content personalization that creates echo chambers and reinforces polarization, and (3) multimodal manipulation that enhances the credibility of misleading content. Regional analysis across 15 Indonesian provinces reveals geographic variations in the dissemination patterns and impact of AI-based disinformation, with urban areas showing higher vulnerability to sophisticated visual manipulation. In contrast, rural areas are more susceptible to textual disinformation. This study identifies significant gaps in current research, including a limited understanding of the effectiveness of various intervention strategies in the Indonesian context, a lack of culturally sensitive AI models for detecting hate speech in regional languages, and a scarcity of longitudinal studies on long-term impacts. We suggest future development directions, emphasizing the importance of cross-disciplinary collaboration between linguists, computer scientists, and media researchers to develop solutions considering Indonesia's socio-cultural context.
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1 Introduction

Indonesia's digital media ecosystem has undergone rapid transformation in the last five years, with internet penetration reaching 77.2% of the population in 2023 (APJII, 2023). Concurrent with this rapid digitalization, there has been a significant increase in the spread of online disinformation and hate speech. Surjatmodjo et al. (2024) citing the seminal work of Vosoughi et al. (2018) demonstrates that false news spreads six times faster than accurate information on social media platforms. Similarly, Pangerapan (2023) documents comparable patterns within the Indonesian context, with disinformation propagating particularly rapidly due to emotional responses and algorithmic amplification.

The emergence of increasingly sophisticated generative AI technologies such as GPT-4, Stable Diffusion, and other multimodal-based models has added a new dimension to this challenge. AI technologies have demonstrated unprecedented capabilities for accelerating content production at massive scales. Simultaneously, these systems can now produce increasingly realistic deepfakes with high fidelity. Such synthetic content has become nearly indistinguishable from authentic material (Westerlund, 2019; Ciancaglini et al., 2020). This phenomenon has implications in Indonesia, given the country's linguistic and cultural diversity, with over 700 regional languages and complex socio-political contexts.

This short review aims to critically analyze how AI technologies contribute to hate speech amplification in Indonesia, identify gaps in current research, and propose development directions for future research. Unlike previous reviews that tended to focus on technological or social aspects separately, our analysis integrates linguistic, computational, and socio-cultural perspectives to provide a more comprehensive understanding of this phenomenon.

Specifically, we examine (1) the key mechanisms through which AI facilitates the production and dissemination of disinformation and hate speech, (2) regional patterns in the spread and impact of harmful content across different areas of Indonesia, and (3) the effectiveness of various intervention strategies in the Indonesian context. In doing so, this short review provides a new conceptual framework for understanding and addressing the challenges of AI-based disinformation in Indonesia.



2 Mechanisms of AI-based hate speech amplification article


2.1 Content production automation

AI technologies have fundamentally altered content production in Indonesia, enabling the creation of text, images, and videos at an unprecedented scale and speed. Large Language Models (LLMs) such as GPT can generate fake news, comments, and provocative text that resemble human writing. At the same time, Generative Adversarial Networks (GANs) can manipulate images and videos to create misleading narratives, as demonstrated in a study by Chesney and Citron (2019).

Sonni et al. (2024a) analyzed the transformation of Indonesia's digital news space. They found that along with widespread AI adoption, there was a 43% increase in misleading content on Indonesian social media platforms during 2020–2023. This aligns with findings by Kotenidis and Veglis (2021) identifying four key areas where AI impacts journalism: automated content production, data mining, news dissemination, and content optimization, all of which can be exploited for disinformation.

Indonesia faces distinct challenges in content automation due to its complex sociolinguistic landscape. Al-Zoubi et al. (2024), showed that the multitude of local languages in Indonesia creates unique challenges for content moderation systems that are primarily trained on standardized Indonesian or English datasets. A study by Husnain et al. (2024) further revealed that AI serves not just as a channel but also as a provider and recipient of information, creating significant epistemological problems for journalists and media consumers. These challenges are particularly acute when automated systems attempt to moderate culturally specific expressions that may appear benign in one cultural context but contain harmful connotations in specific Indonesian regional contexts.



2.2 Personalization and echo chambers

AI algorithms underpinning social media platforms and news aggregators are increasingly refining their ability to personalize content based on user's preferences and previous interactions. While this personalization can enhance user engagement, it can also create “echo chambers” that reinforce existing beliefs and accelerate polarization processes, as extensively documented by Sunstein (2018) in his work on group polarization and by Pariser (2012) on filter bubbles.

Research by Pavlik (2023) shows that news recommendation algorithms in Indonesia often prioritize content that triggers emotional reactions, particularly anger and fear, over more neutral factual content. This creates a positive feedback loop where Indonesian social media platform users who are repeatedly exposed to hate speech become increasingly susceptible to similar disinformation, reinforcing rather than counteracting harmful content exposure (Bradshaw et al., 2021). This phenomenon reflects the classic confirmation bias problem, where individuals selectively seek information that confirms their pre-existing beliefs while avoiding contradictory evidence (Nickerson, 1998; Klayman and Ha, 1987). Regarding this pattern, Calvo-Rubio and Rojas-Torrijos (2024) note that this phenomenon highlights the urgent need to strengthen ethical aspects and increase stricter editorial control in using Generative AI in the media ecosystem.

As shown in Table 1, algorithmic personalization mechanisms vary by platform, with different implications for disinformation amplification that includes hate speech content. While the table focuses on hate speech patterns, these mechanisms similarly affect other categories of disinformation through comparable engagement-driven amplification processes. WhatsApp's closed group features create particularly challenging environments for content moderation, while TikTok's engagement-focused algorithm can rapidly amplify emotionally provocative content.

TABLE 1  Algorithmic personalization patterns and their impact on hate speech amplification in Indonesian social media platforms.


	Platform
	Dominant personalization mechanism
	Effect on hate speech
	Penetration rate in Indonesia (2023)





	WhatsApp
	Closed group features and broadcast dissemination
	Rapid spread within homogeneous groups with little moderation
	93.7%



	TikTok
	“For You” algorithm based on watch time and interactions
	Amplification of extreme content that triggers emotional reactions
	69.8%



	Instagram
	Engagement-based algorithm and social connections
	Reinforcement of narrow social perceptions and confirmation bias
	75.2%



	Facebook
	Engagement optimization based on emotional reactions
	Promotion of content that triggers negative emotions and slow clarification
	67.3%



	Twitter/X
	Algorithm based on interactions and controversy
	Amplification of polarization and minimizing context
	35.1%




Source: Penetration rates from APJII (2023) effects analysis synthesized by authors from academic literature, including Bradshaw et al. (2021); Sunstein (2018), and platform-specific studies referenced in this review.





2.3 Multimodal manipulation and deepfakes

Advances in deepfake technology and multimodal manipulation mark the most concerning developments in the AI-based disinformation landscape in Indonesia. Sophisticated generative models can now produce compelling audio-visual content that can be misused to spread hate speech and disinformation.

Sonni et al. (2024b) identified a significant increase in the use of deepfakes in Indonesian political contexts, including during the 2024 general elections. While their bibliometric analysis of 331 scientific articles shows a sharp rise in research on AI and journalism from 41 articles in 2019 to 122 articles in 2023, this reflects growing academic concern but requires careful interpretation, as increased research attention does not necessarily correlate directly with actual occurrence rates of deepfakes (Ecker et al., 2022).

The work of Dinçer (2024) on journalism education in the AI era highlights that despite increasingly sophisticated technology, journalists will always need to understand their feelings and those of others, which allows them to tell stories in a way that connects with people on an emotional level. This research, while not specifically discussing deepfakes, provides important context on maintaining human judgment in an increasingly automated media environment. The impact of deepfake proliferation in Indonesian contexts, as documented by Sonni et al. (2024b), demonstrates the significant real-world implications of this technology for political discourse and media credibility.




3 Regional variations in AI-based disinformation in Indonesia

A comprehensive analysis of AI-based disinformation patterns across 15 Indonesian provinces reveals significant regional variations in the prevalence, types, and impact of harmful content. From the regional analysis, we identify three main patterns:

First, urban areas with high internet penetration, such as Jakarta, Yogyakarta, and Makassar, show higher vulnerability to more sophisticated forms of disinformation, such as deepfakes and visual manipulation. In contrast, rural areas are more vulnerable to simpler textual disinformation. While Amponsah and Atianashie (2024) examined this phenomenon in a global context, similar patterns have been documented specifically in Indonesia by regional studies conducted by the Indonesian Internet Service Providers Association (APJII, 2023). These geographic variations reflect a wider global trend where digital literacy and infrastructure access create uneven vulnerability landscapes (Humprecht et al., 2020).

Second, provinces with higher ethnic and religious diversity, such as Maluku and West Kalimantan, show a higher prevalence of identity-based hate speech, often leveraging existing communal tensions. Surjatmodjo et al. (2024) Found that AI-based disinformation strategically targets identity issues in these regions to maximize impact and spread, a finding that parallels international research on how disinformation campaigns exploit existing social divisions Wardle, 2017.

Third, regions with lower digital literacy, particularly in eastern Indonesia, show lower resistance to disinformation, with trust levels in deepfake content reaching 67% compared to 42% in regions with high digital literacy (Sonni et al., 2024a). This digital literacy gap creates significant vulnerability disparities that must be addressed through targeted interventions (Salaverría et al., 2020).

These regional variations suggest that a “one-size-fits-all” approach to addressing AI-based disinformation in Indonesia is unlikely to be effective. Instead, intervention strategies must be tailored to regional contexts, considering digital literacy levels, local socio-political dynamics, and available technological infrastructure.



4 Intervention strategies and their effectiveness

The challenge of combating AI-generated disinformation requires a multi-faceted approach. Various intervention strategies have been implemented and studied globally, with lessons that can be applied to the Indonesian context. Broadly, these interventions fall into technological, educational, and regulatory categories, each with distinct advantages and limitations (Shu et al., 2017; Paris and Donovan, 2019; Bontcheva, 2020).

Various intervention strategies have been implemented to address AI-based disinformation and hate speech amplification in Indonesia, with varying degrees of success. We classify existing approaches into three main categories: technological, educational, and regulatory.

Technological interventions include developing deepfake detection systems, content verification tools, and AI-supported fact-checking platforms. Several collaborative fact-checking initiatives in Indonesia, such as CekFakta, have integrated AI capabilities to enhance their efficiency and reach. However, as Kotenidis and Veglis (2021) noted, these tools often lag behind disinformation-producing technologies, creating a constant “arms race” in which detection is always one step behind. This technological gap is particularly challenging as deepfake technology becomes increasingly sophisticated (Westerlund, 2019). Additionally, the effectiveness of automated fact-checking is limited by training data biases, language processing limitations, and the challenge of contextual understanding (Graves, 2018). These challenges are amplified in multilingual contexts like Indonesia, where technological solutions that struggle even in single-language environments face exponentially greater difficulties when scaled to handle hundreds of regional languages and dialects.

Educational interventions focus on enhancing digital literacy and critical awareness among media consumers. Dinçer (2024) emphasizes the importance of integrating technical skills with human-centered competencies in journalism education in the AI era. Government-supported programs such as “Siberkreasi” aim to enhance digital literacy across Indonesia, although their reach and effectiveness vary significantly across regions. These educational approaches, while essential for long-term resilience, face implementation challenges including limited reach in remote areas and varying effectiveness across demographic groups (Vraga and Tully, 2019). Research by Lewandowsky et al. (2017) on inoculation theory demonstrates that pre-emptive exposure to misinformation techniques can build resistance, suggesting potential approaches for the Indonesian context. However, inoculation approaches face significant persistence challenges, as the protective effects tend to decay over time according to the forgetting curve phenomenon (Ebbinghaus, 2011; Murre and Dros, 2015), requiring regular reinforcement for sustained effectiveness.

Regulatory approaches involve establishing legal and policy frameworks to govern AI use and combat disinformation. Indonesia has implemented several regulations, including the ITE (Electronic Information and Transactions) Law and the rules on harmful content on digital platforms. However, as noted by Calvo-Rubio and Rojas-Torrijos (2024) current regulatory frameworks often fail to address the full complexity of AI-based disinformation, with significant gaps in enforcement and implementation. These regulatory challenges mirror global experiences where balancing effective content moderation with freedom of expression remains difficult (Parliament and Marsden, 2019).

Table 2 presents a comprehensive assessment of intervention effectiveness based on documented metrics from institutional reports and academic studies. The metrics demonstrate that while technological solutions offer efficiency, they struggle with accuracy in the Indonesian context. Educational approaches show strong effectiveness but limited reach, while regulatory frameworks face significant implementation challenges. The educational category particularly suffers from the persistence problem, where knowledge retention decreases significantly over time without regular reinforcement, limiting the long-term effectiveness of one-time interventions.

TABLE 2  Effectiveness of intervention strategies in addressing AI-Based disinformation in Indonesia.


	Intervention category
	Specific strategy
	Effectiveness
	Main challenges





	Technology
	Deepfake detection systems
	Moderate
	Lag in keeping up with rapidly evolving deepfake creation technology



	Automated fact-checking
	Moderate-High
	Difficulty in detecting linguistic nuances and cultural context



	AI-based content filters
	Low-Moderate
	Misclassification and over-blocking of legitimate content



	Education
	Digital literacy programs
	High
	Reach limitations, especially in rural and remote areas



	Content verification training
	Moderate-High
	Gaps in access and adoption across demographic groups



	Public awareness campaigns
	Moderate
	Difficulty in reaching the most vulnerable audiences



	Regulation
	ITE Law and enforcement
	Low-Moderate
	Potential misuse to restrict freedom of expression



	Platform content moderation
	Moderate
	Inconsistency in enforcement and limited transparency



	Multi-stakeholder collaboration
	High
	Complexity of coordination and conflicting interests




Source: Authors' synthesis based on academic literature cited throughout this review, supplemented by institutional reports from APJII (2023), Ministry of Communication and Information Technology (Pangerapan, 2023), and CekFakta documentation. Effectiveness assessments are derived from comparative analysis of intervention outcomes documented in the referenced studies.





5 Discussion


5.1 Current research gaps

Our review reveals significant gaps in current research on AI-based disinformation and hate speech amplification in Indonesia.

First, there is a limited understanding of the effectiveness of various intervention strategies in the Indonesian context. Although multiple approaches have been implemented, rigorous evaluative research on their impact remains rare. Surjatmodjo et al. (2024) this shows that an effective strategy in one region may fail in others due to sociocultural contexts and technological infrastructure differences, a finding that parallels global research on contextual factors in disinformation resilience (Humprecht et al., 2020; Bradshaw et al., 2021).

Second, there is a lack of culturally sensitive AI models for detecting hate speech in Indonesian regional languages. Most detection algorithms are trained on English or standard Indonesian datasets, leaving significant gaps in identifying harmful content in the many regional languages used throughout the archipelago, an issue that reflects broader challenges in natural language processing for low-resource languages (Bird, 2020; Joshi et al., 2020).

Third, longitudinal research on the long-term effects of exposure to AI-based disinformation on Indonesian society's attitudes, beliefs, and behaviors remains very limited. This is a significant gap, given the evolving nature of disinformation and its potentially prolonged impact on social cohesion and democratic processes, reflecting a broader limitation in global disinformation research (Freelon and Wells, 2020).

Fourth, research on patterns of AI-based disinformation spread beyond major social media platforms, such as within closed messaging apps widely used in Indonesia, remains a relatively unexplored area. Given the popularity of WhatsApp and other encrypted messaging platforms in Indonesia, this represents a significant gap, as these “covert channels” present unique challenges for researchers and regulators alike (Newman et al., 2022).



5.2 Future development directions

Based on the identified gaps, we propose several directions for future research and interventions:

First, a more localized and culturally sensitive approach is needed to address AI-based disinformation in Indonesia. As demonstrated by our regional analysis, intervention strategies need to be tailored to specific socio-cultural contexts, digital literacy levels, and media consumption patterns of various populations in Indonesia. Cross-disciplinary collaboration between linguists, computer scientists, and media researchers is essential to develop effective solutions, like initiatives implemented in other diverse sociolinguistic contexts (Pasquetto et al., 2020; Toff et al., 2021).

Second, greater attention should be paid to developing culturally sensitive AI models that can detect hate speech and disinformation in Indonesia's diverse languages and dialects. This requires the establishment of more inclusive and representative datasets that encompass the linguistic variations existing throughout the archipelago, building on approaches utilized in other multilingual societies (Jurgens et al., 2019; Schmidt and Wiegand, 2017).

Third, a more focused approach is needed to strengthen local media systems and credible journalism to build information resilience. Sonni et al. (2024a) Note that a healthy media environment with trusted and diverse news sources can be a primary bulwark against disinformation, a finding supported by international research on media system resilience (Nielsen et al., 2020; Wardle, 2017).

Fourth, more rigorous evaluation schemes are needed to assess the effectiveness of various interventions systematically. This should include longitudinal studies examining the long-term impact of counter-disinformation strategies on Indonesian society, applying methodological approaches from fields such as public health interventions and behavioral science (Lewandowsky et al., 2017; Walter, 2018).

Fifth, a more holistic approach to digital literacy is needed that focuses on technical skills for identifying disinformation and strengthens critical competencies and ethical awareness in producing and consuming digital content, drawing on established frameworks for comprehensive media literacy (Roozenbeek and van der Linden, 2019; Vraga et al., 2020).




6 Conclusion

This short review has critically analyzed how AI technologies contribute to disinformation that includes hate speech amplification in Indonesia, identifying three key mechanisms: content production automation, algorithmic personalization, and multimodal manipulation. Our regional analysis revealed significant geographic variations in the dissemination patterns and impact of AI-based disinformation across Indonesia, indicating the need for localized approaches.

We have identified significant gaps in current research, including a limited understanding of the effectiveness of various intervention strategies, a lack of culturally sensitive AI models for detecting hate speech in Indonesian regional languages, and a scarcity of longitudinal studies on long-term impacts. Based on these findings, we propose future development directions that emphasize localized and culturally sensitive approaches, the development of inclusive AI models, the strengthening of local media systems, more rigorous evaluation schemes, and a holistic approach to digital literacy.

The challenge of AI-based disinformation that includes hate speech amplification in Indonesia requires an integrated response that combines technological advances, educational efforts, and appropriate regulatory frameworks. By adopting a multidisciplinary approach informed by local socio-cultural contexts, Indonesia can better address these challenges and build a more resilient digital information ecosystem.
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