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Introduction: Digital assistive technologies are transforming social inclusion 
for visually impaired individuals, yet their public health implications remain 
contested. This study aims to examine how interface cues and platform 
algorithms shape affective labor in assistive technologies, and what implications 
this has for health equity. Focusing on the transnational platform “Be My Eyes,” 
we  analyzed how technology-mediated caregiving reshapes social support 
networks and impacts health equity through affective labor.
Methods: The study employed digital ethnography. Semi-structured interviews 
were conducted with 11 volunteers who heavily utilized Be My Eyes. In addition, 
the respondents’ help diaries were analysed.
Results: Four interlinked themes emerged. (1) Feeling rules: interface cues 
(urgency banners, countdowns, re-matching scripts, default anonymity, 
notification cadence) specify when to step in, how fast to act, and what tone to 
use; (2) Surface acting: volunteers manage voice, wording, and pacing to keep 
calls steady under time pressure; (3) Deep acting: stance shifts from “savior” to 
collaborator, using shared metaphors and pacing to co-construct meaning; and 
(4) Emotional dissonance: speed cues, metrics, and modality limits (e.g., tactile 
gaps) can pull felt emotion and displayed composure apart.
Conclusion: Our findings critique “algorithmic altruism,” wherein empathy 
is rendered computable via metrics such as response speed and closure, and 
highlight hidden public health risks, such as emotional exhaustion in volunteers. 
We  identify scope-bounded design levers—tempo flexibility for openings/
closings, minimal opt-in identity cues to allow warmth without losing anonymity, 
and light relational continuity—to support responsiveness and emotional 
integrity. We  also mark boundary conditions (task type, modality demands, 
cultural fit). This study urges a shift toward sensory-diverse, equity-oriented 
design and policy protections for affective labor, advancing health equity by 
centering disabled agency rather than perpetuating market-driven disparities. 
These insights complement Sustainable Development Goals (SDG 3 and SDG 
10) by specifying interface-level mechanisms through which technologies can 
bridge, rather than widen, inequalities.
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1 Introduction

Digital media have significantly improved the daily lives of 
individuals with disabilities (Ellis et al., 2019). For those with visual 
impairments, smartphones and assistive platforms now perform tasks 
such as navigation and entertainment, reducing barriers to social 
participation. In this sense, technological advancements have bridged 
gaps caused by disabilities, mitigating inequalities in social 
participation to some extent (Zyskowski et al., 2015; Khetarpal, 2015). 
Importantly, these tools transcend functional utility—they reshape 
social networks by connecting users beyond homogeneous circles, 
challenging the stigmatized identities imposed on disabled groups 
(Hamraie, 2017; Dobransky and Hargittai, 2016). As argued by Alabi 
and Mutula (2020), virtual environments can temporarily obscure 
disability markers, enabling visually impaired individuals to engage in 
social interactions with greater confidence, reducing communication 
barriers with non-disabled individuals, and strengthen their social 
self-efficacy.

However, this narrative of digital inclusion conceals a paradox: 
while technologies eliminate spatial barriers, they risk consolidating 
new forms of segregation (Badr et al., 2024). As Roulstone (2016) 
cautions, digitally mediated spaces may intensify isolation by trapping 
disabled users in algorithmic echo chambers, reinforcing withdrawal 
and disconnection (Shpigelman and Gill, 2014). Combined with 
persistent infrastructural inequalities, such as inaccessible urban 
design (Imrie, 2012), and an overreliance on smart devices (Ellis et al., 
2019), visually impaired individuals remain caught between digital 
liberation and deeper marginalization.

At the same time, the rapid development of algorithms and 
platform technologies, particularly with the integration of artificial 
intelligence, has made algorithmic care increasingly embedded in 
everyday life, especially in the health domain. Digital accessibility now 
provides unprecedented convenience for disability communities. For 
the visually impaired, assistive platforms such as intelligent voice 
assistants, accessible navigation applications, and telemedicine 
services aim to bridge information gaps and enhance health and 
wellbeing. Yet recent research also highlights new tensions: these 
platforms can foster “enclosed” virtual circles that reinforce social 
isolation rather than integration (Rauchberg, 2025). In contexts such 
as China, where structural barriers such as insufficient transport 
accessibility and incomplete social recognition remain prevalent (Jin, 
2024), reliance on digital platforms has become both a coping strategy 
and a new burden. Thus, platform design does not merely enable or 
constrain use; it actively shapes users’ affective labor in adapting to 
interfaces and negotiating stigma. This dual role positions digital 
accessibility as a key determinant of health equity, with platform rules 
and defaults functioning as hidden mechanisms that may either 
mitigate or exacerbate existing inequalities (Kerdar et  al., 2024). 
Groom et  al. (2024) further propose the Digital Health Equity–
Focused Implementation Research Conceptual Model (DH-EquIR), 
which integrates health equity into each stage of digital health 
deployment—from planning and design to implementation and 
evaluation—highlighting how inclusive frameworks can systematically 
reduce inequities embedded in technological defaults.

Amid these tensions, platforms such as Be My Eyes function as 
socio-technological experiments. Launched in 2015, this 
crowdsourced assistance app connects over 700,000 visually impaired 
users with 7 million global volunteers via real-time video calls, 

providing immediate visual support for tasks like reading labels or 
navigating public transit. Unlike traditional charity models, Be My 
Eyes exemplifies Latour’s (2005) concept of “hybrid collectives,” which 
involve collaborations between human and non-human actors (e.g., 
algorithms, interfaces) to reconfigure social relations. From a digital 
society perspective, the platform successfully integrates grassroots 
volunteer networks with institutional resources via bottom-up, agentic 
communication, creating an efficient and inclusive disability assistance 
system (Oomen and Aroyo, 2011). This model not only provides 
substantial aid to visually impaired individuals but also highlights 
digital media’s potential to foster social inclusion and communal 
wellbeing (Alper  and Goggin, 2017), and transforms “digital 
liberation” from abstract rhetoric into tangible reality (Figure 1).

Recent studies indicate that interface cues and default settings in 
digital health services operate as affective rules that shape users’ 
emotional regulation and engagement, with significant implications 
for health equity (Pettersson et al., 2023). Yet little is known about how 
such mechanisms unfold in assistive platforms for the visually 
impaired, where design choices may carry unique cultural and 
affective implications. However, despite enhancing accessibility 
(Oomen and Aroyo, 2011), the impact of such platforms on public 
health, particularly in mental health and equity, remains 
underexplored. For instance, how does technology-mediated care 
affect emotional wellbeing? Might algorithmic indicators like response 
speed inadvertently reinforce health disparities? These questions 
warrant further discussion in the aforementioned context. In this 
study, we ask how interface cues and platform defaults operate as 
feeling rules that shape pace, tone, and the scope of help; how 
volunteers manage displays under time pressure; when stance shifts 
toward collaboration enable shared meaning; and where misalignment 
between speed cues, metrics, or modality limits produces strain. 
Situated in the Chinese context, where mianzi (face concerns around 
evaluation and social standing), notification-dense mobile ecologies, 
and strong efficiency norms may amplify or soften these dynamics, 
we  treat Hochschild’s concepts as sensitizing rather than a priori 
categories that link environmental factors to participation and sensory 
translation. This framing clarifies not only benefits but also risks (e.g., 
“algorithmic altruism”) and motivates design and policy levers that 
prioritize sensory diversity and affective labor protections.

2 Literature review

2.1 Re-examining digital inclusion

Scholars have long analyzed the relationship between digital 
technologies and disability inclusion through the “digital divide” 
framework, which emphasizes disparities in access to information and 
skills among marginalized groups (Khasawneh, 2024; Lythreatis et al., 
2022; Wei and Hindman, 2011). Early research prioritized material 
barriers like inaccessible interfaces (Goggin and Newell, 2003), whereas 
recent critiques increasingly examine how digital platforms reinforce 
or challenge structural ableism (Hamraie, 2017; Dobransky and 
Hargittai, 2016; Wolbring et al., 2024). For visually impaired individuals, 
smartphones and assistive tools appear to democratize social 
participation, enabling navigation of both physical and virtual spaces 
(Zyskowski et al., 2015). However, as Oliver (2013) argues, disability 
exclusion stems not only from physical limitations but also from 
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socio-material systems that privilege normative abilities. This “social 
model” of disability highlights dual barriers faced by visually impaired 
communities: infrastructural inaccessibility (Kitchin and Law, 2001) 
and attitudinal stigmatization (Shakespeare, 1994), both embedded 
within Campbell’s (2009) concept of the “production of disability.”

The emergence of digital technologies complicates this dichotomy 
by blurring disability markers (Alabi and Mutula, 2020; Alper, 2017) 
and creating a seemingly egalitarian space. For people with disabilities, 
how digital platforms help them find a sense of relational belonging is 
crucial. Baumeister and Leary’s (1995) belongingness theory suggests 
that sustained and effective interpersonal connections are fundamental 
to human motivation. Yet, current technological applications may 
amplify the “algorithmic isolation” described by Roulstone (2016), 
where technological systems structurally exclude people with 
disabilities through interface design, missing training data, and value 
differences. This contradiction also reflects a broader debate in critical 
disability studies: does digital inclusion merely accommodate disabled 
bodies within existing systems, or does it subvert ableist norms 
(Alper and Goggin, 2017; Kim and Park, 2020).

2.2 The affective turn in disability studies

The “affective turn” in the social sciences (Ahmed, 2013; 
Papacharissi, 2015) offers a critical perspective on these contradictions. 
Affectivity, once seen as marginal to technological design, are now 
recognized as central to human-technology assemblages (Latour, 
2005). Emotional communication involves the expression, contagion, 
and sharing of individuals’ or groups’ emotions and associated 
information. With new media technologies and evolving social 
realities, emotional communication mechanisms mainly involve the 

generation (Papacharissi, 2015), transmission (Hatfield et al., 1993), 
and reception (Nabi, 2010) of emotions.

In the context of disability, affective labor—the affective work to 
sustain caring relationships—is both a liberating force and a site of 
control. Building on Hochschild’s formulation of emotional labor as 
the rule-governed management of feeling and display in service 
relations—signaling the broader marketization of affect (Hochschild, 
1979, 2012)—subsequent work highlights emotional expression as a 
core medium of role communication shaped by institutional 
expectations (Morris and Feldman, 1997; Silard et al., 2023). Kim and 
Cameron’s (2011) crisis-emotion processing evidence draws analytic 
attention to how specific events trigger discrete emotions that shape 
information processing and subsequent responses. See also Nabi 
(2010) on discrete emotions in communication.

Read through this lens, digitally mediated, non-institutional 
volunteering for visually impaired users surfaces platform-specific 
“feeling rules” (e.g., urgency badges, countdown timers, notification 
cadence, anonymity, and re-matching) that contour when and how 
care is performed. These strands jointly sensitize our coding to two 
recurrent experiential currents (empowerment and exhaustion) and 
to the structuring role of algorithmic cues, providing the theoretical 
scaffolding for our operationalization in this study (Table 1).

Recent research has expanded this conversation. (Erdoğan et al., 
2025) conceptualize assistive platforms as “affective infrastructures” that 
configure both practical support and emotional rhythms, while van Kessel 
et al. (2024) highlight how digital health governance must incorporate 
“friendly defaults” and readability to reduce inequities. In contrast, Irani 
(2015) analysis of platforms like Amazon Mechanical Turk shows how 
they convert affective labor into quantifiable performance through 
algorithmic metrics like response speed, leading 72% of volunteers to 
sacrifice interaction depth for efficiency-based rewards. Building on this, 

FIGURE 1

Communication and organizational ecosystem of the be my eyes platform.
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Graham and Woodcock (2019) demonstrate how gig economy platforms 
more broadly discipline workers’ emotions by rendering them calculable, 
while Sveen et al. (2023) highlights how digital volunteering embeds “soft 
coercion” through algorithmic prompts that script both timing and tone 
of engagement. Could “Be My Eyes” become another such case? Might its 
volunteers, in maintaining fulfilling interactions beyond transactional 
assistance, be forced to adjust their behavior and attitudes due to platform 
algorithms? Could communication efficiency replace sustained 
emotional connections?

Existing research outlines the functional outcomes of digital 
inclusion, such as skill-learning progress (Dobransky and Hargittai, 
2016), and emphasizes the emotional drivers of disability support 
(Soldatic, 2013), yet rarely explores how affective labor functions 
through technological mediation. How do digital platforms encode 

emotions into quantifiable transactions? Does algorithm prioritize 
efficiency over meaningful connections, and can it accommodate the 
complexity of human care? Could volunteers’ emotional exhaustion and 
users’ dependency risks offset the benefits of expanded social support 
networks? These questions are pressing for health communication.

Accordingly, framing affective labor as a health communication 
process, we  examine how platform logics shape its enactment in 
assistive encounters and what this means for equitable, sustainable 
communication practice.

2.3 Interface cues as feeling rules

Over the past five years, scholars have increasingly recognized that 
interface cues and platform default settings in digital health services 
function as affective rules that shape user behavior. Design features 
that appear neutral—such as persistent reminders, pop-up alerts, or 
default settings—often impose implicit demands for affective labor, 
influencing how users acquire health information, engage with 
services, and sustain social interactions, with direct consequences for 
health equity. For instance, persistent metric reminders and pop-up 
alerts can induce anxiety about being “passively evaluated,” 
subsequently undermining long-term engagement (Milkman et al., 
2021). Similarly, large-scale studies demonstrate that uneven access to 
portals and complex interaction paths disproportionately disadvantage 
users with low health literacy (Anthony et al., 2024).

Moreover, the accessibility and readability of interface prompts 
directly constitute distributive rules. A nationwide survey found that 
individuals with disabilities reported significantly greater difficulties 
across nearly all eHealth services, with variation across disability types 
closely linked to minor design elements such as interface language, icon 
contrast, and process prompts (Pettersson et al., 2023). Visually impaired 
users or those with higher cognitive load often need to invest extra 
patience and self-regulation, thereby incurring elevated affective costs.

In response, recent frameworks in international health and 
informatics have advocated incorporating “friendly defaults,” “easy 
opt-out,” “polite tone,” and “low-threshold readability” into digital health 
governance. This trend underscores that platforms should proactively 
reclaim users’ affective labor rather than outsourcing it to vulnerable 
populations, positioning technological design as an institutional lever 
for health equity (Kim and Backonja, 2025; Bucher et al., 2024).

Building on this foundation, the present study critically examines 
how, in assistive platforms for the visually impaired community, 
interface cues and platform defaults function as implicit or explicit 
perceptual rules that guide affective labor. These mechanisms require 
specific forms of emotional regulation, adaptive learning, and affective 
expression when seeking help, which in turn shape users’ access to 
health information, service utilization, and social interactions, 
ultimately affecting health equity.

3 Methodology

3.1 Research design and epistemological 
foundations

This study is situated within an interpretivist, abductive paradigm 
to examine how volunteers experience and make sense of 

TABLE 1  Key theoretical elements of emotional labor in Hochschild’s 
framework.

Theoretical 
element

Original 
term

Original 
quotation

Theoretical 
background/
positioning

Conceptual Origin
Emotion 

Work

“By emotion 

work, I mean the 

act of trying to 

change in degree 

or quality an 

emotion or 

feeling.”

First introduced in 

The Managed Heart 

(1983), 

distinguishing private 

emotional regulation 

from organizational 

emotional labor

Normative 

Framework
Feeling Rules

“Feeling rules 

are the norms 

that govern the 

appropriate 

emotions at a 

given time, 

place, or 

situation.”

Proposed following 

the concept of 

emotion work, 

highlighting social 

and organizational 

constraints on 

emotional expression

Surface 

Performance

Surface 

Acting

“Surface acting 

occurs when 

we display 

emotions we do 

not actually feel 

inside.”

A key strategy when 

emotion work is 

transformed into 

emotional labor, 

focusing on outward 

compliance with 

emotional norms

Deep Performance Deep Acting

“Deep acting 

involves making 

an effort to 

actually feel the 

emotion one is 

required to 

display.”

A coping strategy to 

reduce emotional 

dissonance resulting 

from surface acting; 

involves internal 

emotional 

adjustment

Emotional Conflict
Emotional 

Dissonance

“Emotional 

dissonance is the 

conflict between 

true feelings and 

those one is 

expected to 

display.”

—
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algorithmically mediated caregiving on the Be  My Eyes platform. 
We operationalize “digital ethnography” as the process of forming an 
in-depth understanding of emotional labor in algorithmic 
environments through emotional documentation supported by 
platform mediation and reflective interviews.

To guide the analysis, we  integrate digital ethnography with 
inductive thematic analysis, treating Hochschild’s concepts—feeling 
rules, surface/deep acting, and emotional dissonance—as sensitizing 
concepts rather than a priori categories. We  thus treat reality as 
socially constructed and interactional, and we trace how platform cues 
(e.g., urgency badges, countdown timers, re-matching, default 
anonymity) shape the intersubjective “feeling rules” that organize help 
encounters and volunteers’ affective regulation. This design is 
appropriate for unpacking the dialectic between structure and 
experience—how algorithmic governance and local cultural norms are 
interpreted, negotiated, and sometimes resisted in lived practice.

3.2 Participants

Primary data were collected between January and April 2025. 
We used purposive sampling via Xiaohongshu to recruit volunteers 
who met three criteria: at least three months of active use, 3–5 
assistance sessions in the prior 30 days, and willingness to keep digital 
diaries. We  recruited 15 volunteers; four were excluded due to 
incomplete diaries, yielding a final sample of n = 11 predominantly 
urban, tech-savvy participants.

While this homogeneity limits generalizability, it strategically 
focuses on the platform’s most active users, offering valuable insights 
into idealized care behaviors.

3.3 Data collection

To enhance methodological transparency and reproducibility, this 
study employed a phased research design that combined semi-
structured interviews with digital diary collection. During the remote 
interview phase, encrypted video platforms were used for audio 
recording, with informed consent obtained from all participants. No 
third parties were present. Ensuring that the interview environment 
was quiet and private, each interview lasted no more than one hour 
and revolved around three thematic dimensions: technological 
affordances (e.g., “How do urgent help notifications affect your sense 
of responsibility?”), relational dynamics (e.g., “Can you  recall a 
moment when the help recipient took control of the interaction?”), 
and algorithmic perception (e.g., “Do you think your response speed 
affects your matching priority on the platform?”). In addition, 
researchers recorded field notes immediately after each interview to 
supplement contextual information.

In the second phase, participants submitted digital diaries via a 
secure app to document real-time emotional reactions, contextual 
specifics, and platform-related reflections following help interactions. 
This method draws on sensory ethnography as proposed by Pink et al. 
(2015), enabling the capture of fleeting emotional residues that are 
often inaccessible in retrospective interviews. Digital diaries served, 
on the one hand, as source triangulation to verify interview accounts 
against in-situ practice, and on the other hand, as fine-grained 
documentation of supportive actions; accordingly, we treat them as 

part of our contextual field observations. Together with interviews, the 
diaries formed an evidentiary chain that captured stage-specific 
dynamics of emotional labor over time. All diaries were normalized 
and coded alongside interviews.

3.4 Data analysis

We employed an iterative–inductive thematic analysis 
(Timmermans and Tavory, 2012), with two principal researchers 
manually and independently completing the first-cycle open coding, 
tagging experiential segments and affective meanings. A second-cycle 
axial coding then grouped categories and examined relationships (e.g., 
“time–pressure cues ↔ emotional strain”). To enhance emotional 
sensitivity and strengthen coding reliability, we  invited a medical 
humanities scholar from Zhongnan Hospital of Wuhan University to 
perform secondary coding (an independent review uninfluenced by 
the first-cycle codes). Discrepancies were reconciled through 
adjudication meetings to harmonize code definitions and consolidate 
a shared codebook and thematic framework.

Throughout the analysis, we monitored thematic saturation; by 
the eleventh case, novel codes had become infrequent, and the final 
case introduced no new core themes, indicating that theoretical 
saturation was largely achieved. Although full member checking was 
not feasible, the team circulated summary memos of key diary themes 
to selected participants to confirm interpretive accuracy and solicit 
clarifications. We did not use CAQDAS; coding was managed with 
spreadsheets and reflexive memos.

To ensure transparency without over-formalizing the process, 
we provide Table 2, a chain-of-evidence that maps raw excerpts → 
initial codes → second-cycle sub-themes → emergent analytic themes 
(e.g., Algorithmic governance); the Sensitizing concept column 
indicates how these themes align with Hochschild’s framework 
summarized in Table 3 (Feeling Rules, Surface Acting, Deep Acting, 
Emotional Dissonance).

As shown in Table 2, we traced a chain of evidence from raw 
excerpts to initial codes, then to second-cycle sub-themes and themes 
aligned with Hochschild’s sensitizing concepts. C3’s line that the app’s 
“urgent request” feels like a moral buzzer was first coded as urgent 
badge, countdown timer, moral pressure, and speed–care trade-off. 
These codes clustered into the sub-theme Algorithmic governance and 
were located under the Feeling Rules theme to indicate how urgency 
cues operate as situational norms. D4’s diary note about keeping a 
calm voice while the timer flashed produced codes such as calm tone 
under stress, scripted reassurance, and outward patience. We grouped 
these into Emotional regulation and interpreted the display as 
Surface acting.

H8’s reflection on “not saving anyone but cooperating” yielded 
role reframing, partner identity, and de-heroization, which formed 
Volunteer role and stance and were read as Deep acting. F5’s account 
of intimacy through a screen yet uncertainty about fabric texture 
generated limits of visual mediation, partial co-presence, and tactile 
gap. This became Emotional co-creation (limits) and was interpreted 
as Emotional dissonance.

Analytic memos documented the links among these steps. A 
memo on time and strain noted frequent co-occurrence of countdown 
cues with reports of panic alongside outward calm, supporting the 
relation between time pressure and surface-acting displays. A memo 
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on role reframing traced how exposure to competent blind creators 
and repeated matches shifted volunteers from a savior posture to a 
collaborative one, consistent with deep acting. A memo on mediation 
limits connected “intimacy at a distance” with the tactile gap, clarifying 
why some encounters produced dissonance despite positive intent.

Through this chain of evidence, themes emerged inductively and 
were mapped onto Hochschild’s sensitizing concepts rather than 
imposed in advance.

4 Results

Our analysis yielded four thematic areas on “Be My Eyes.” Feeling 
Rules captures how urgency badges, countdowns, and default 
anonymity set situational norms of helping. Surface Acting describes 
composed tone and scripted reassurance under time pressure. Deep 
Acting reflects a shift from “savior” to “collaborator” and the use of 
sensory metaphors to co-construct meaning. Emotional Dissonance 
gathers tensions such as metric anxiety, exhaustion, and the tactile gap 
of screen-mediated intimacy. We link quotations to sub-themes and 
state the analytic moves that connect data to interpretation.

4.1 Feeling rules: algorithmic cues as 
situational norms

Volunteers consistently described how interface prompts and 
platform defaults came to define when, how fast, and in what tone help 
should be delivered. Urgency banners, countdown timers, scripted 
prompts, anonymity defaults, and notification cadence were 
experienced not merely as technical features but as normative cues 
that organized interaction tempo and emotional display.

Urgency signals were perceived as moral imperatives. One 
participant explained: “The app’s ‘urgent request’ notifications feel like 
a moral buzzer—hard to ignore, yet clicking too fast makes me 
wonder: am  I  helping or chasing metrics?” (C3, interview). This 
ambivalence captures a recurring tension: the same cue that mobilizes 
attention can narrow the space for exploratory talk, nudging exchanges 
toward brisk reassurance and rapid task completion.

Short scripted prompts and automatic re-matching were also 
reported to compress interaction into a standardized rhythm. As one 
participant put it, these features “make you get in, identify the task, 

finish, and hand off,” with little room for lingering (G7, interview, 
paraphrase). The result is a recognizable cadence—greet, solve, close—
that stabilizes what counts as a proper helping exchange. Volunteers 
read this cadence as an implicit rule about tempo and talk length, one 
that privileges efficiency as the default display of care even when both 
parties might benefit from a slower pace.

Default anonymity also shaped the emotional climate. During 
video calls, volunteers act as “eyes” for the visually impaired via 
cameras to solve specific problems, such as checking medication 
expiration dates or confirming traffic light status. Many appreciated 
anonymity for reducing evaluative pressure: “Platform anonymity 
allows me to help more naturally and makes my actions feel pure, free 
from external judgments” (H8, interview).

In the Chinese context, participants explicitly connected this 
comfort to mianzi concerns: anonymity lowers the felt risk of 
evaluation for both asking and offering help, normalizing help-seeking 
and making interactions feel lighter and less awkward. At the same 
time, a few volunteers observed that full anonymity can mute warmth, 
hinting at a trade-off between reduced face pressure and reduced 
familiarity that we return to in the section on divergent cases.

Notification cadence further produced a background sense of 
obligation. A diary entry described “repeated pings” that make the 
need feel ever-present, leading the volunteer to stay “on” even when 
intending to take a break (J10, diary, paraphrase). This background 
hum functions as a soft rule of availability, cultivating low-intensity 
vigilance and a readiness to respond before a specific request arrives.

Taken together, these accounts show that interface cues do more 
than inform; they organize a local moral order of helping by setting 
tempo, tone, and acceptable scope. Urgency signals and scripted hand-
offs encourage quick, task-first action; anonymity lowers face work 
while standardizing a restrained intimacy; notification cadence 
sustains ambient availability. These normative expectations establish 
the framework within which volunteers manage their displayed 
emotions, laying the foundation for the strategies of regulation and 
adaptation examined in the next section on Surface Acting.

4.2 Surface acting: managing displays 
under time pressure

Surface acting refers to the ways volunteers consciously manage 
their outward tone, demeanor, and verbal displays in order to appear 

TABLE 2  Chain-of-evidence.

Raw data example Initial coding Sub-theme Theme Analytic 
level

“The app’s ‘urgent request’ notifications feel like a moral buzzer—hard to 

ignore, yet clicking too fast makes me wonder: am I helping or chasing 

metrics?” (C3, interview)

urgent badge; countdown timer; 

moral pressure; speed–care 

tradeoff

Algorithmic 

governance
Feeling Rules Semantic

“Videos by blind bloggers… They are living their own lives. This changed my 

view of my role—not saving anyone but cooperating.” (H8, interview)

role reframing; partner identity; 

de-heroization

Volunteer role & 

stance
Deep Acting Latent

“The timer flashed incessantly; despite my panic, I had to stay calm. The user 

thanked me for my patience afterward. Maybe my composure seemed 

genuine?” (D4, diary)

calm tone under stress; scripted 

reassurance; outward patience

Emotional 

regulation
Surface acting Latent

“Helping someone choose clothes via screen feels intimate, but I’ll never 

know the fabric’s real texture in their hands.” (F5, interview)

limits of visual mediation; partial 

co-presence; tactile gap

Emotional co-

creation

Emotional 

dissonance
Latent
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calm, cheerful, and reassuring under conditions of time pressure. Even 
when internally stressed or fatigued, volunteers stabilize the emotional 
atmosphere by treating composure and warmth as essential parts of 
“doing the job right.”

Volunteers often described the timer as an ever-present pressure, 
yet they deliberately maintained steady voices. One diary entry noted: 
“The timer kept flashing; despite my panic, I had to keep a calm voice. 
The user later thanked me for my ‘patience’.” (D4, diary). Here, the 
outward display of steadiness reassured the caller even while the 
volunteer managed hidden stress.

Fatigue also prompted deliberate efforts to sound upbeat. As one 
participant recalled: “After three calls in a row I was exhausted, but 
I  kept my voice bright so they would not worry.” (E5, interview, 
paraphrase). The deliberate use of a cheerful tone functioned as a 
protective strategy, preserving the other person’s experience even at 
personal cost.

Micro-repairs were another common strategy. One diary account 
described: “When I  misread a label, I  apologized quickly and 
reframed—‘let us try that again from the top’—then slowed my 
speech.” (K11, diary, paraphrase). Quick apologies and reframing 
smoothed over small failures and restored order without disrupting 
the overall flow.

Volunteers also relied on scripted reassurance as a reliable display 
rule. As one participant explained: “I find myself using the same 
lines—‘you are doing great,’ ‘we have got this’—because they keep 
people calm, even if I’m not feeling calm.” (B2, interview, paraphrase). 
Familiar phrases signaled reliability and anchored the interaction, 
particularly when timers and prompts heightened pressure.

Taken together, these accounts illustrate surface acting as a 
practical craft: stabilizing tone, employing reassuring scripts, narrating 
steps, and deploying micro-repairs to maintain smooth, predictable 
interactions. These techniques ensure efficiency and stability for 
callers but also create a gap between displayed and felt emotion. This 
gap contributes to the pressures that culminate in Emotional 

Dissonance, while in some cases, the repetition of these strategies 
opens space for deeper alignment, foreshadowing the more authentic 
stance shifts explored in Deep Acting.

4.3 Deep acting: reframing roles and 
co-constructing meaning

Deep acting refers to inward reorientations in stance and feeling 
that move beyond surface display management. Volunteers described 
shifting from a mindset of “helper fixes a problem” toward a 
collaborative posture, aligning their inner attitudes with a partner 
identity. Through reframing roles, deploying metaphors, and 
sustaining familiarity across encounters, volunteers engaged in 
meaning-making that transformed tasks into shared experiences.

Several participants emphasized role reframing as central to their 
shift from one-way aid to joint work. One interviewee recalled: 
“Videos made by blind bloggers… They are living their own lives 
instead of waiting for rescue. This changed my view of my role—not 
saving anyone but cooperating.” (H8, interview). Here, the stance 
change was not only about sounding cooperative but also about 
genuinely internalizing collaboration as the guiding orientation.

Volunteers also described using metaphor and imagery to 
co-construct shared scenes. A diary entry recounted: “When I guided 
a user to ‘see’ cherry blossoms through metaphor—comparing petals 
to ‘strawberry yogurt’—she inhaled and said she could smell 
sweetness.” (D4, diary). By adjusting descriptions until resonance was 
reached, volunteers and users leaned into a sensory frame together. 
Similarly, another participant noted: “I described a sweater’s color as 
‘pre-storm sky gray-blue.’ I wasn’t just naming a hue; it opened space 
for her sadness about her daughter’s last gift.” (F5, interview). In such 
moments, practical description expanded into emotional 
understanding, shifting the volunteer’s focus from task accuracy to 
attending to meaning for the user.

TABLE 3  Subject table of emotional labor in digitally mediated volunteer work.

Coding 
dimension

Definition Excerpt from interview/
paraphrase

Core keywords

Feeling Rules

The platform constructs expectations of the 

“ideal helper” through algorithms, design, and 

prompts, regulating emotional expression and 

behavioral norms.

“Volunteers must perform as the platform’s 

‘ideal helper.’” “Algorithmic altruism 

commodifies empathy via metrics like response 

speed.” “Platform design turns care into 

transactional tasks.”

ideal helper, emotional compliance, algorithmic 

altruism, response speed, platform script

Surface Acting

Volunteers display the emotional states required 

by the platform—such as patience and 

enthusiasm—even when they do not genuinely 

feel them.

“Despite my panic, I had to stay calm.” “Maybe 

my composure seemed genuine?” “Managed 

performance.” “Boost their digital reputation.”

suppress, fake, perform, managed performance, 

appearance of care

Deep Acting

Volunteers attempt to alter their internal 

emotions, achieving authentic emotional 

engagement through cognitive reframing or 

empathy.

“Changed my view of my role—not saving 

anyone but cooperating.” “Seeing a blind user 

operate apps independently shattered my 

stereotypes.” “Sustainable solidarity practice.”

internalize, shift attitude, emotional 

transformation, from savior to collaborator

Emotional 

Dissonance

A mismatch between volunteers’ genuine 

feelings and expected emotional expressions 

leads to pressure and burnout.

“Volunteers’ emotional exhaustion.” “Am 

I helping or chasing metrics?” “Always-on 

empathetic demands.” “Cognitive dissonance 

between altruistic intentions and algorithmic 

rules.”

burnout, emotional fatigue, dissonance, mental 

health risk, pressure to perform
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Continuity across repeated encounters also nurtured deeper 
alignment. One volunteer reflected: “After a few matches with the 
same person, we do not start from zero. They tell me how they like 
directions. I find myself caring about their day, not just the task.” (J10, 
interview, paraphrase). Repeated matching fostered a thin but genuine 
thread of familiarity, allowing volunteers to internalize a partner 
mindset. This relational stance was reinforced through language 
choices. Another participant explained: “I stopped saying ‘do not 
worry, I’ll handle it’ and started asking, ‘how do you want to do this 
together?’ It feels more respectful.” (K11, interview, paraphrase). Here, 
linguistic shifts signaled internal changes in orientation—from control 
to collaboration—described as sincerely felt rather than 
superficially performed.

The broader disability discourse provides further context (Goggin 
et al., 2024). Under the medical model, disability has often been 
framed as an individual defect to be corrected (Garland-Thomson, 
2017), emphasizing narratives of “overcoming difficulties.” In contrast, 
assistive platforms such as Be My Eyes offer a relational model of 
accessibility, where empathy is enacted as reciprocity rather than pity. 
Deep acting thus aligns with this alternative framing, recasting 
caregiving as shared participation in meaning-making rather than 
unilateral aid.

Together, these accounts demonstrate deep acting as an inward 
shift: volunteers reframe roles from rescuer to partner, employ 
metaphor and pacing to co-construct sensory and emotional scenes, 
and carry forward a thread of continuity through repeated encounters. 
These practices buffer strain by infusing meaning and relational depth 
into caregiving. Yet they also depend on conditions not always 
available—time, relational fit, and willingness to slow down. When 
such conditions are disrupted by speed cues, metrics, or modality 
constraints, volunteers experience tensions that manifest as Emotional 
Dissonance, the focus of the next section.

4.4 Emotional dissonance: metric anxiety 
and intimacy-at-a-distance

Emotional dissonance emerges when volunteers’ inner feelings 
diverge from the emotions they are expected to display. On the 
platform, this gap often arises under speed cues, metric pressures, 
screen-mediated intimacy, and technical frictions. While volunteers 
strive to present composure and warmth, the disjunction between 
inward exhaustion and outward reassurance produces fatigue, guilt, 
and second-guessing.

Volunteers frequently highlighted the pressure of metrics. One 
participant reflected: “After a string of ‘urgent’ calls I feel emptied out. 
It starts to feel like keeping my response score up instead of really 
helping.” (E5, interview, paraphrase). Here, efficiency is equated with 
success, but inwardly the work feels hollow. Another participant 
described urgency signals as a moral provocation: “The app’s ‘urgent 
request’ notifications feel like a moral buzzer—hard to ignore, yet 
clicking too fast makes me wonder: am I helping or chasing metrics?” 
(C3, interview). Together, these accounts illustrate how the platform’s 
design—favoring frequent, low-cost interactions—converts care into 
quantifiable outputs, a dynamic volunteers recognized as 
“algorithmic altruism.”

Feelings of guilt often surfaced after efficient exchanges. As one 
diary entry noted: “Even when the person thanks me, I close the app 

and feel oddly guilty, as if I rushed them.” (D4, diary). Gratitude at the 
surface did not erase the unease of having cut short a potentially 
deeper exchange. Volunteers desired authentic reciprocity, yet the 
platform’s optimization for speed and scalability often transformed 
care into transactional tasks.

Participants also described the limitations of screen-based 
intimacy. One interviewee explained: “Helping someone choose 
clothes via screen feels intimate, but I’ll never know the fabric’s real 
texture in their hands.” (F5, interview). Here, the missing tactile 
dimension created a sense of incompleteness—an embodied reminder 
of the limits of visual mediation. Despite claims of inclusivity, such 
design reinforces what Hamraie (2017) terms “sensory imperialism,” 
privileging vision at the expense of multisensory experience. The 
example of ubiquitous QR codes in urban China further illustrates how 
design choices in digital cities normalize able-bodied assumptions, 
requiring renewed reflection on accessibility infrastructures.

Technical disruptions compounded these tensions. One participant 
recalled: “When the connection lags I catch myself speaking faster to fill 
the space, and then I hear the user getting tense. Afterward I feel off.” (H5, 
interview, paraphrase). Such adjustments to mask technical issues 
inadvertently heightened anxiety on both sides. Another diary entry 
captured the lingering pull of availability norms: “I mute notifications to 
rest, then worry I’m letting someone down.” (J10, diary, paraphrase). Even 
efforts to protect energy were shadowed by guilt, showing how 
expectations of constant availability extended beyond the app itself.

Taken together, these accounts illustrate how algorithmic signals, 
scripted closures, missing sensory modalities, and technical frictions 
create dissonance between outward warmth and inward feeling. This 
misalignment often surfaced after calls—as fatigue, guilt, or self-
doubt—and sometimes during calls when glitches forced volunteers 
into inauthentic displays. While some participants described coping 
strategies such as brief resets, slower pacing, or step-by-step narration, 
these depended on time and relational fit. Where such conditions were 
absent, strain accumulated, highlighting the fragility of emotional 
equilibrium under algorithmic care.

5 Discussion

This study demonstrates that digitally mediated care is neither a 
neutral inclusion tool nor merely an extension of charity logic, but 
rather a contested space where affective labor, algorithmic governance, 
and disability politics collide. Building on the four themes reported in 
Section 4, we show how interface cues operate as feeling rules that set 
pace, tone, and scope; how volunteers stabilize calls through surface 
display work; when deeper stance shifts support collaboration; and 
where dissonance emerges under speed cues and modality limits. 
Together these patterns explain when care tilts toward speed and 
closure, and when it can remain relational and meaningful.

5.1 From platform cues to feeling rules

Urgency banners, countdowns, scripted prompts/re-matching, 
default anonymity, and notification cadence do more than pass on 
information; they specify how help should feel in the moment—fast, 
composed, task-first, restrained in intimacy, and generally available. 
Reading these interface features as feeling rules extends Hochschild’s 
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framework to platform-mediated, non-institutional volunteering and 
clarifies why the same surface techniques (steady prosody, micro-
repairs) recur across calls, when deep acting becomes possible, and 
where emotional dissonance accumulates.

These findings resonate with Graham and Woodcock’s (2019) 
observation that platform architectures render emotions calculable 
and measurable, thereby disciplining workers’ affective performance 
(Griesser et al., 2024). Beyond interface discipline, our findings also 
align with JD–R evidence that high demands and work–home 
interference predict volunteer burnout, indicating that efficiency-first 
configurations can erode affective resources over time (Magrone 
et al., 2024).

5.2 Algorithmic altruism

The concept of “algorithmic altruism” reveals how empathy is 
commodified through quantifiable metrics like response time and task 
completion rates. Volunteers’ poetic descriptions of invisible colors 
and textures serve dual purposes: moral care and performative data 
points. When empathy becomes computable, volunteers internalize 
platform efficiency standards to boost their digital reputation. This 
process risks reducing human connections to transactional efficiency, 
masking the depth of relationships between volunteers and people 
with disabilities, and exacerbating participants’ emotional exhaustion.

Our findings resonate with recent work on assistive platforms as 
affective infrastructures. Pai et al. (2023) argue that platforms like 
Be My Eyes not only deliver practical support but also configure the 
affective rhythms of everyday life for disability communities. By 
showing how volunteers recalibrate their speech, metaphors, and 
tones in response to algorithmic prompts, our study extends this 
insight to demonstrate how platform governance codifies affective 
reciprocity into calculable outputs.

At the same time, design choices such as interface language, icon 
contrast, and readability directly shape users’ participation. Pettersson 
et  al. (2023) found that accessibility barriers in eHealth services 
disproportionately taxed users with disabilities, creating uneven affective 
costs. Our participants’ accounts of fatigue and guilt mirror this dynamic, 
as they struggled to meet implicit rules of constant availability and 
composure. Similarly, frameworks proposed by Bucher et al. (2024) on 
“friendly defaults” and “low-threshold readability” reinforce the need for 
governance models that reclaim affective labor for users rather than 
outsourcing it to already vulnerable groups.

Taken together, algorithmic altruism reveals a paradox: while 
assistive platforms expand opportunities for engagement, they also 
risk privatizing welfare responsibilities, shifting burdens from 
collective systems to individuals and intensifying health inequities. By 
situating our findings within these debates, we  demonstrate that 
platform-mediated care is not only about individual goodwill but also 
about institutional design choices that distribute emotional and 
social costs.

5.3 Interplay of surface and deep acting: 
affective infrastructure

Our results suggest a practical division of labor: surface acting 
keeps the call steady under time pressure (calm tone, brief narration, 

quick repairs), while deep acting—role reframing from “savior” to 
collaborator, shared metaphors, paced breathing—makes the work feel 
worthwhile and sustains dignity. The shift from “helping behavior” to 
emotional co-creation reflects broader questions about technology’s 
role in reshaping human relationships.

These dynamics echo Timmermans and Kaufman’s (2020) view of 
algorithmic care as both enabling and inequitable, and van Kessel 
et al.’s (2024) argument that digital health often outsources emotional 
regulation to users. While surface acting secures efficiency at 
emotional cost, deep acting offers meaning but relies on conditions 
the platform does not consistently support. Our findings also resonate 
with Hamraie’s (2017) critique of “sensory imperialism”: by privileging 
visual mediation, Be My Eyes limits multisensory reciprocity and 
reinforces able-bodied assumptions.

From this perspective, Be  My Eyes can be  seen as a hybrid 
collective of humans and algorithms, but one where metrics risk 
outweighing meaningful reciprocity. We therefore argue that assistive 
platforms should be positioned as public health infrastructure rather 
than market-driven tools, designed to redistribute rather than 
privatize affective labor.

5.4 Digital empathy’s duality and 
governance implications

Our most insightful finding is the duality of digital empathy. 
While platforms enable transcendent connections through practices 
such as metaphor-based sensory translation, they also risk reducing 
care to transactional data points. This duality extends Hochschild’s 
framework into algorithmic environments, showing how platform 
cues codify feeling rules and how the oscillation between surface and 
deep acting shapes affective outcomes.

Consequently, volunteers experience both fulfillment and fatigue: 
their labor sustains moral responsibility and self-actualization but is 
systematically devalued as “volunteer” work. These findings clarify 
when care tilts toward speed and closure and when it remains 
relational, highlighting tempo, fit, and relational continuity as key 
determinants of emotional integrity in assistive interactions.

Our results point to governance levers that can redistribute 
affective labor rather than outsourcing it to volunteers alone. These 
include tempo-flexible openings and closings, gentler re-matching 
protocols, minimal identity cues to balance warmth with 
anonymity, light relational continuity through preference memory 
or repeated pairing, and protections such as do-not-disturb 
windows, batched notifications, and post-call resets. Rather than 
framing technology as a means to “fix” disabled users, design and 
policy should address who manages the affective infrastructure. 
Current arrangements privatize emotional data and shift care 
burdens to unstable volunteer forces, underscoring the need for 
regulatory safeguards.

6 Conclusions, limitations, and future 
directions

This study examined how algorithmically mediated care on the 
Be My Eyes platform structures affective labor for volunteers assisting 
visually impaired users. Drawing on digital ethnography and thematic 

https://doi.org/10.3389/fcomm.2025.1628426
https://www.frontiersin.org/journals/Communication
https://www.frontiersin.org


Zheng and Li� 10.3389/fcomm.2025.1628426

Frontiers in Communication 10 frontiersin.org

analysis, we identified four interrelated dynamics: (1) Feeling Rules, 
where interface cues such as urgency banners, anonymity defaults, and 
notification cadences establish normative expectations; (2) Surface 
Acting, where volunteers stabilize calls through composure, scripted 
reassurance, and micro-repairs; (3) Deep Acting, where stance shifts, 
metaphors, and repeated encounters foster collaborative meaning-
making; and (4) Emotional Dissonance, where metrics, sensory gaps, 
and technical frictions generate fatigue, guilt, and strain.

These findings extend Hochschild’s framework of emotional labor 
into the domain of digital accessibility and algorithmic governance, 
highlighting how platform cues codify affective expectations in 
non-institutional caregiving. Empirically, the study provides a 
grounded account of volunteers’ experiences in China, showing how 
cultural norms of mianzi, efficiency, and mobile notification ecologies 
mediate platform interactions. Practically, the results point to 
governance levers—such as tempo flexibility, minimal identity cues, 
relational continuity, and affective protections—that could sustain 
both responsiveness and emotional integrity in assistive platforms. 
Ultimately, digital empathy emerges as a dual phenomenon: enabling 
transcendent connections while simultaneously risking reduction to 
transactional data points. Recognizing this duality reframes assistive 
technologies not as neutral inclusion tools, but as affective 
infrastructures whose design and governance directly influence 
health equity.

Despite these contributions, the study also has limitations. Our 
sample over-represented tech-savvy urban volunteers (72.7% were 
internet professionals/students from cities like Beijing and Shanghai), 
and algorithm-recommended “popular users” were the main focus. In 
addition, those willing to participate in interviews were often “model 
volunteers” with high emotional energy. This reflects the algorithm’s 
“survivorship bias.” Marginalized groups, such as rural elderly users, 
those who abandoned the platform after unsuccessful requests, and 
silent users not showcasing their assistance on social media, remained 
overlooked. This exposes the harsh irony of digital inclusion: 
technologies aiming to “see” minority groups often create new 
blind spots.

In future research, we must address the limitations arising from 
sample concentration in specific regions and occupational 
homogeneity and reflect on the causes of these phenomena. 
Furthermore, future research must investigate how urban–rural 
disparities and Global South contexts reshape platform-mediated 
disability support. For instance, how do infrastructure gaps, such as 
unstable internet, transform emotional reciprocity into frustration?

Longitudinal studies are also essential. Our 4-month study failed 
to capture seasonal emotional cycles (like holiday-related loneliness 
peaks) or platform algorithm updates that quietly restructure 
care practices.

If feasible, we will also compare across disability groups to examine 
similarities and contrasts in platform-mediated caregiving. At the 
cultural level, we  will test transferability through cross-cultural 
comparisons, specifically examining how mianzi, notification ecologies, 
and efficiency norms shape feeling rules in different settings. At the 
platform level, we will pursue design-informed evaluation by piloting 
scope-bounded changes suggested by our findings—such as an optional 
“slow mode,” gentler re-matching windows, minimal opt-in identity cues, 
and lightweight continuity—in collaboration with user organizations. 
Together, these directions clarify the scope and boundaries of our claims, 
situate the findings within disability policy and cultural contexts, and 

chart a feasible path for cumulative, design-relevant research aimed at 
sustaining responsiveness and emotional integrity in assistive platforms.

Finally, this study challenges public health to confront its ableist 
assumptions. As Kafer (2013) reminds us, an equitable future requires 
viewing disability as a generative force that compels us to reimagine 
connection and belonging in a mediated world. The path forward 
demands not only technical fixes but a reconstruction of socio-
technical systems that respect human vulnerability rather than exploit 
it as data capital. Looking ahead, we will broaden participants and 
perspectives by incorporating the accounts of visually impaired users 
alongside volunteers, thereby centering disability as an analytic category.
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