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Rate-splitting multiple access (RSMA) has been recognized as a promising physical layer strategy for 6G. Motivated by the ever-increasing popularity of cache-enabled content delivery in wireless communications, this paper proposes an innovative multigroup multicast transmission scheme based on RSMA for cache-aided cloud-radio access networks (C-RAN). Our proposed scheme not only exploits the properties of content-centric communications and local caching at the base stations (BSs) but also incorporates RSMA to better manage interference in multigroup multicast transmission with statistical channel state information (CSI) known at the central processor (CP) and the BSs. At the RSMA-enabled cloud CP, the message of each multicast group is split into a private and a common part with the former private part being decoded by all users in the respective group and the latter common part being decoded by multiple users from other multicast groups. Common message decoding is done for the purpose of mitigating the interference. In this work, we jointly optimize the clustering of BSs and the precoding with the aim of maximizing the minimum rate among all multicast groups to guarantee fairness serving all groups. The problem is a mixed-integer nonlinear stochastic program (MINLSP), which is solved by a practical algorithm we propose including a heuristic clustering algorithm for assigning a set of BSs to serve each user followed by an efficient iterative algorithm that combines the sample average approximation (SAA) and weighted minimum mean square error (WMMSE) to solve the stochastic non-convex subproblem of precoder design. Numerical results show the explicit max-min rate gain of our proposed transmission scheme compared to the state-of-the-art trivial interference processing methods. Therefore, we conclude that RSMA is a promising technique for cache-aided C-RAN.
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1 INTRODUCTION
1.1 Overview
The dramatically increasing popularity of smart communications devices has driven the current fifth generation (5G) and future beyond 5G (B5G) of wireless communication networks to handle a tremendous volume of mobile data traffics (Ericsson mobility report, 2020). Recently, wireless caching and physical layer multicast transmission have received considerable attention in the research community as two essential techniques to address the associated data-traffic challenges. Wireless caching brings the content closer to users and hence helps reducing latency of the requested content delivery and avoiding network congestion. Moreover, multicast transmission in which the same content is transmitted to multiple users offers an ideal transmit platform that fits the feature of content-oriented services. Hence, in video-on-demand applications such as YouTube and Netflix, the same content is requested by multiple users which leads to a content-reuse request type (Golrezaei et al., 2013; Yang et al., 2019; Saad et al., 2020). In its most general form, multigroup multicast transmission enables simultaneous transmission of multiple distinct messages to several multicast groups of users (Karipidis et al., 2008), which, however, introduces intergroup interference. Conventionally, the interference is addressed by transmitting beamforming design based on treating interference as noise (TIN) strategy at each user (Bandemer et al., 2008; Charafeddine et al., 2012; Tao et al., 2016; Alameer and Sezgin, 2017). However, in general, such a strategy is suboptimal, especially in moderate to strong interference scenarios.
Recently, rate-splitting multiple access- (RSMA-) based transmission strategy in which the transmitter splits the message of each user has been widely studied in the multiantenna broadcast channel (Mao and Clerckx, 2020) and applied in multigroup multicast transmission (Joudeh and Clerckx, 2017) and cloud-radio access network (C-RAN) (Ahmad et al., 2020a). Specifically, in multigroup multicast transmission, by splitting the group-specific messages into two parts and allowing one part (which is known as a common part) to be decoded by multiple users in different multicast groups, RSMA enables partially decoding the intergroup interference and partially treating the intergroup interference as noise. It therefore better manages the intergroup interference. The concept of RSMA dates back to the late 1970s when it was first suggested by (Carleial, 1978). The scheme is shown to attain the best achievable rate region for the two-users interference channel (IC) in (Te Han and Kobayashi, 1981), and later in (Etkin et al., 2008), the authors show that such strategy can achieve to within one bit of the capacity of two-user IC. Note that recent works mostly assume instantaneous (perfect or imperfect) channel state information (CSI) at the transmitter (CSIT). Contrary to that, in this paper motivated by the appealing performance of RSMA in statistical CSIT in (Ahmad et al., 2021; Yin et al., 2021), we focus on statistical CSIT which is more practical as it requires little communication overhead to acquire.
This paper considers the problem of optimizing RSMA-based transmission strategies in a C-RAN and makes use of multicast and caching techniques for efficient content delivery. C-RAN is a promising network architecture, which provides an ideal platform to enable the B5G wireless systems to handle the challenges of mobile communication service applications. Under such an architecture, a central processor (CP) located at the cloud employs most but not all baseband processing functions, e.g., encoding of the private and common messages of RSMA, which allows joint optimization of the resources and enables full cooperation among the set of base stations (BSs) controlled by the CP. The BSs that are distributed throughout the network are connected to the CP through high-speed digital fronthaul links with limited capacity. Through such an architecture, C-RAN allows for a flexible allocation of radio resources and facilitates coordinated and cooperative signal processing among all BSs (Patil et al., 2018). The former is especially practical due to the heterogeneous applications and requirements of B5G wireless systems.
A vital part of the system model is the location of different parts of baseband processing and the use of the fronthaul link; this is referred to as functional split. Functional splits in C-RAN can be divided into two major categories, referred to as compression and data-sharing strategies (Quek et al., 2017). Under each strategy, there are different usages of the fronthaul link and the baseband processing tasks are allocated in a different way. Utilizing the compression strategy, the CP performs every processing task leaving only the radio transmission to the respective BSs. To be more specific, the CP designs the beamforming vectors and performs compression and quantization of the signals to be transmitted. The fronthaul links are then used to forward the signals to the BSs, which thereafter only need to perform transmission. However, the quantization process, necessitated by the limited capacity of the fronthaul links, generates quantization noise diminishing the system performance (Park et al., 2013). As opposed to this, using data-sharing, the CP performs channel encoding and the BSs then continue with the remaining baseband processing tasks (Wei Yu and Yu, 2014). Therefore, under the data-sharing strategy, the BSs have more computational resources and responsibilities. The computational load is balanced between centralized computations at the CP and local computation at the BSs. Apart from that, other functional splits between the CP and the BSs can be employed thanks to the flexibility of the C-RAN system model. To this end, in this paper, we utilize the data-sharing strategy. The authors in (Liu and Yu, 2017) have shown that utilizing the data-sharing strategy results in better performance compared to using the compression strategy, especially when the fronthaul capacity is limited.
Recently, assisting C-RAN with RSMA-based transmission strategies has shown a considerable gain in performance compared to conventional TIN (Alameer Ahmad et al., 2019; Ahmad et al., 2021; Ahmad et al., 2020b; Ahmad et al., 2020c). Next, we discuss the related works and their relation to our setup.
1.2 Related Work
Wireless caching has been studied in many research works as an efficient content-based communication. Motivated by the extreme popularity of video streaming applications, the seminal work (Shanmugam et al., 2013) has shown that small cell dense networks can improve the spectral efficiency of the wireless system. The work (Kakar et al., 2019) studies a cache-enabled broadcast-relay wireless network from a latency-centric perspective. Furthermore, the authors in (Shanmugam et al., 2013) proposed to equip the BSs with local memory to cache the most popular content in order to alleviate the bottleneck of fronthaul/backhaul communications and efficiently provide the video content to users. Such a network architecture is best described by the C-RAN model. Cache-assisted wireless networks have been intensively explored recently. In (Ugur et al., 2016), the authors show that coded caching can significantly reduce the fronthaul and transmit power costs. The authors in (Alameer and Sezgin, 2017) proposed an efficient algorithm to solve the combinatorial optimization problem of content delivery in a cache-assisted C-RAN. In (Ye et al., 2018), the authors investigate a trade-off cache strategy to jointly minimize the outage probability and fronthaul costs in C-RAN. The work (Chen et al., 2017) considers the problem of minimizing the transmit power of cache-enabled unmanned aerial vehicles (UAVs) in C-RAN such that the quality of experience of each user is enhanced by finding an effective UAV deployment. The authors use echo-state networks (ESNs) to predict each user’s content request distribution for an efficient caching strategy. In the research work (Tao et al., 2016), the authors have shown the benefits of integrating multicast transmission with local caching in reducing the network-wide fronthaul and transmit power costs in C-RAN.
Multicast transmission is essential in content-based applications such as video streaming and video on demand (Maddah-Ali and Niesen, 2016), but also in other application areas such as satellite communications (Christopoulos et al., 2015; Joroughi et al., 2017). Yet, the seminal work (Sidiropoulos et al., 2006) has shown that the inherent beamforming vector optimization, even for a single multicast group, is an NP-hard problem. Thus, with multigroup multicast, we need to account for intergroup interference which represents the bottleneck in achieving a good performance in the system (Joudeh and Clerckx, 2017).
Interference is one major research challenge in wireless communication. Nevertheless, the authors in (Etkin et al., 2008) have shown that the RSMA strategy as proposed in (Carleial, 1978; Te Han and Kobayashi, 1981) can achieve within one bit of the capacity of two-users IC. Motivated by the theoretical works, the authors in (Dahrouj and Yu, 2011) show that the RSMA transmission scheme can significantly reduce the transmit power costs in multicell multiusers communication networks. Recently, several works illustrated the benefits of RSMA in flexibly managing the interference in downlink multiple input single output broadcast channels (MISO-BC) (Joudeh and Clerckx, 2016a) (Mao and Clerckx, 2020). In (Mao et al., 2018), it is shown that RSMA generalizes and outperforms other downlink transmission schemes such as TIN and nonorthogonal multiple access (NOMA). Moreover, information theoretical studies have shown that RSMA achieves the optimal degrees of freedom (DoF) in MISO-BC with imperfect CSIT (Joudeh and Clerckx, 2016b; Piovano and Clerckx, 2017; Mao and Clerckx, 2020), thus, making all other strategies achieve only the suboptimal DoF in the same setting. The works (Piovano et al., 2017; Piovano et al., 2019) investigated RSMA cache-aided MISO-BC. In (Piovano et al., 2017), the authors proposed an RSMA scheme combining coded caching and spatial multiplexing in an overloaded MISO-BC, which yields gains in terms of delivery time and CSIT requirements compared to the state-of-the-art schemes. The work (Piovano et al., 2019) characterized the generalized DoF of the symmetric cache-aided MISO-BC under partial CSIT up to a constant multiplicative factor. The setup of multigroup multicast with RSMA in downlink MISO-BC has been studied in (Joudeh and Clerckx, 2017; Tervo et al., 2018). The authors have investigated the problem of maximizing the minimum rate to guarantee fairness among all multicast groups. RSMA with imperfect CSIT and the goal to maximize the minimum achievable rate among all multicast groups was studied in (Yin and Clerckx, 2021) for multigroup multicast and multibeam satellite systems.
Interestingly, MISO-BC represents a special case of C-RAN where the capacity of fronthaul links tends to infinity (Quek et al., 2017). RSMA-assisted C-RAN has been recently studied in several works. In (Alameer Ahmad et al., 2019), the authors show significant gain in terms of spectral efficiency in a downlink C-RAN system where the CP has full knowledge of CSIT. In (Ahmad et al., 2021), RSMA has shown to be robust against imperfections of CSI. In (Yu et al., 2019), the authors apply the RSMA technique in a C-RAN where the CP uses a compression strategy to transfer information from the CP to the set of BSs. Other benefits of RSMA for enhancing the performance of downlink C-RAN have been shown in terms of minimizing the transmit power cost (Ahmad et al., 2020c) and maximizing the energy efficiency of the system (Ahmad et al., 2020b). Departing from all previous works, this paper studies an RSMA-assisted downlink C-RAN where the BSs are equipped with local cache memory. The CP assorts to a multigroup multicast transmission scheme for efficient content delivery and aims at maximizing the minimum rate (a.k.a. max-min fairness (MMF) rate) of all multicast groups. In the next subsection, we discuss the contributions made in this paper in more detail.
1.3 Contributions
In contrast to the recent related literature, to the best of the authors’ knowledge, this is the first work that considers an RSMA-assisted cache-enabled C-RAN. We focus on the multigroup multicast transmission and consider the maximization of the minimum rate of all multicast groups in the network. The major contributions in this work are summarized as follows:
1) Comprehensive System Model. This paper considers a novel C-RAN system model that integrates caching, RSMA, and multigroup multicast transmission. The functional split between CP and BSs is based on a data-sharing strategy. We enable caching at the BSs as they are equipped with local memories to store the popular content closer to the end users. This helps to alleviate the traffic on the fronthaul capacity, as BSs that cache a requested file are able to process the data locally. Multigroup multicasting is considered to account for the properties of content-based transmissions by grouping all users requesting the same content in the same multicast group. To mitigate the intergroup interference that limits the performance, we consider utilizing RSMA. In RSMA, each group-specific message is split and encoded into two streams, namely, a private stream that is decoded by all users in the multicast group and treated as noise by all users within other multicast groups and a common stream that is decoded by multiple users in different multicast groups. Hence, the users are able to not only decode their respective private messages but also decode a subset of common messages dedicated to other users so as to reduce interference throughout the network.
2) Problem Formulation. Herein, we formulate a resource allocation problem to maximize the minimum achievable rate guaranteeing fairness among all multicast groups in the cache-enabled RSMA-assisted C-RAN. Additionally, we consider that the CP only knows the channel statistics; i.e., we consider statistical CSIT, in contrast to the full CSIT assumption adopted by most works in C-RAN literature. The considered problem is a mixed-integer nonlinear stochastic program (MINLSP) which is known to be NP-hard.
3) Proposed Algorithms. To tackle such a challenging problem, we propose an optimization framework consisting of a novel multicast group-based clustering algorithm, the sample average approximation (SAA), and a weighted minimum mean square error- (WMMSE-) based algorithm.
4) Numerical Simulations. Through extensive numerical simulations, we evaluate the performance of our proposed scheme. To benchmark the performance, we compare our proposed RSMA scheme with classical TIN and a single common message RSMA (SCM-RSMA) scheme, which defines a single common message that is decoded by all users. Results imply that the performance gain of the proposed RSMA scheme over the benchmarks increases with fronthaul capacity and also with the number of BSs. The gain is most significant in low fronthaul regime with small cache sizes, as another result shows. Moreover, the MMF rate of the proposed RSMA scheme increases with the utilization of bigger caches and also more transmit antennas. With the increasing number of users, we observe a gain of the multigroup multicast transmission over using a simpler transmission scheme. At last, we highlight the numerical features of our proposed method.
1.4 Notations and Organization
As for the notations of this paper, we denote vectors, matrices, and sets as boldface lower-case, boldface-capital, and calligraphic letters, respectively (e.g., x, X, and [image: image]). The cardinality of a set [image: image] is given by [image: image]. A vectorization operator vec (⋅) is used throughout the paper. To be more specific, [image: image] is a column vector holding all elements of the set [image: image]. It is defined as [image: image] or [image: image] when the elements in [image: image] are scalars or vectors, respectively. Also, [image: image] and [image: image] denote the real and complex field and the expectation of random variable writes [image: image]. The transpose and Hermitian transpose operators are denoted as [image: image] and [image: image], respectively. Finally, [image: image] is the absolute value and ‖⋅‖p is the lp-norm.
Please refer to Table 1 for a list of mathematical notations used throughout this work. We pursue the following structural organization in this paper. In Section 2 we present our system model consisting of signal, channel, cache, and receiver models. The considered optimization problem is formulated in Section 3 followed by the optimization algorithms we propose for solving the problem, including a clustering algorithm to determine the BS clustering, as well as an SAA and WMMSE-based algorithm to optimize the precoders. To evaluate the performance of the proposed algorithm, we conduct numerical simulations in Section 4. Finally, Section 5 concludes the paper.
TABLE 1 | List of mathematical notations.
[image: Table 1]2 SYSTEM MODEL
We consider a C-RAN system operating in downlink mode with a transmission bandwidth B. The network consists of a set of multiple-antenna BSs, [image: image], serving a group of single-antenna users indexed by [image: image]. Each BS [image: image] is equipped with L > 1 antennas and a local cache memory of finite size. BS n is connected to a CP, located at the cloud, via a fronthaul link of capacity [image: image]. The CP has access to the library of files containing the set [image: image], where the total number of files is F. At the beginning of each transmission block, each user in the network submits a request to receive a specific file from the library at the cloud. We assume that each requested content can be fetched and processed by the CP before sharing it with a cluster of BSs for the respective users. The users submit their demands according to a specific demand probability and we assume that the probability distribution of the users’ demands is available at the CP. All users requesting the same content are grouped together and served with a multicast transmission from a cluster of BSs as shown in Figure 1. Without loss of generality, we consider that the CP divides each requested file into several data chunks, so that the transmission of each file may take place on several consecutive transmission blocks and the number of required transmission blocks to transmit each file may be different from other files. Let the total number of multicast groups be G, such that 1 ≤ G ≤ min{F, K}. The set of all multicast groups is given by [image: image] and the set of users in each group g is denoted as [image: image]. We assume that each user in the network can submit a request to one content at a time, such that [image: image] and [image: image]. Let vg(t) be the data chunk of the file requested by group g at time slot t.
[image: Figure 1]FIGURE 1 | A C-RAN system with three BSs serving three groups of users with multicast messages. Private and common messages are encoded at the cloud. As a simple illustration, we show the shared private and common streams of group [image: image].
2.1 Received Signal Model
In downlink C-RAN, the data chunks in time slot t are encoded at the CP into streams sg(t), [image: image]. In data-sharing, due to limited capacity of the fronthaul links, the CP shares private and common parts of sg(t) with a subset of BSs that are in the serving cluster of the multicast group g and that do not cache the content locally. However, the file is processed locally at the BS n if it caches the requested content and participates in transmitting it to the intended multicast group. Hence, by using local caches, the system can balance the traffic load on fronthaul links. Upon receiving these signals, the selected cluster of BSs cooperatively transmits the coded streams by cooperative beamforming. Hence, BS n constructs [image: image] and sends it according to the following transmit power constraint:
[image: image]
where [image: image] is the maximum transmit power available at BS n. Let [image: image] denote the channel vector between BS n and user k and [image: image] be the aggregate channel vector of user k. We can write the received signal at user k as
[image: image]
where [image: image] is the additive white Gaussian noise (AWGN), and we have [image: image]. Without loss of generality, we assume the noise power to be the same for all users; i.e., [image: image].
2.2 Channel Fading Model and CSI Uncertainty
Let us define the instantaneous channel state at time slot t as [image: image]. This paper considers a block-fading model in which the channel state h(t) remains constant over multiple time slots and may vary independently in a random fashion from one block to another according to some stochastic process. Specifically, in block b with length tb, the following relation in the block-fading model is satisfied:
[image: image]
Throughout the paper, we focus on optimizing the transmission scheme’s parameters, e.g., beamforming vectors, and the resource allocation strategy using the available CSI. Hence, we next drop the dependency on the time variable t for the brevity of notation and focus on the channel state in one transmission block.
To this end, we assume that the channel between BS n and user k follows the distribution [image: image], where Qn,k is a symmetric positive semidefinite matrix and depends mainly on the path loss between BS n and user k. Throughout the paper, we consider that the users (the receivers) can always estimate their channel vectors with high accuracy; i.e., we consider perfect CSI at the receiver (CSIR). This assumption is justified in practice, as CSIR can be estimated during the training phase with minimal communication overhead (Tse and Viswanath, 2005; Caire and Kumar, 2007). Concerning the CSIT, the CP obtains the channel estimations from the BSs in the network. The BSs acquire the CSI at the beginning of each transmission block, conventionally through uplink training in time division multiplex (TDD) systems (Hassibi and Hochwald, 2003) or via quantized feedback links in frequency division multiplex (FDD) systems (Love et al., 2008). In contrast to CSIR, obtaining high accuracy CSIT requires huge communication overhead, therefore, assuming full CSIT knowledge is somewhat optimistic, and in practice, it might not be possible, especially in dense networks. In this work, we investigate two cases concerning the CSIT assumption:
• Case 1: The CP estimates the channel state perfectly and the error due to quantized feedback or during the uplink training is negligible; i.e., we assume full CSIT. In this case, the CP has knowledge of all elements in the vector h. Obviously, the full CSIT case involves a large communication overhead between the users and the CP, which requires a considerable amount of communication resources, which may not be affordable in dense networks.
• Case 2: Alternatively, the CP can only access the matrices [image: image]; i.e., the CP knows the channel statistics of all users. This case is referred to as statistical CSIT, as the CP does not know the channel coefficients [image: image] exactly, but their covariance matrix is available to the CP. Note that the perfect estimate of the channel statistics can be easily obtained with minimal communication overhead, as it depends mainly on the user locations, which can be accurately estimated using off-the-shelf global positioning system (GPS) devices (Cui et al., 2019). Note that, in this paper, we focus on statistical CSIT. Integrating imperfect CSIT with modeling the channel estimation error is out of the scope of this work and will be considered in future works.
In the next subsection, we describe the transmission scheme which combines beamforming with RSMA and clustering.
2.3 Beamforming, Signal Construction, and Clustering
The proposed transmission scheme consists of RSMA, BS cluster design for data-sharing, and cooperative beamforming to transmit the private and common streams to the intended multicast groups. The data chunk of the file requested by group g, i.e., vg, is split at the CP (or locally at the BS n) into a private part denoted by [image: image] and a common part denoted by [image: image]. Afterwards, the CP encodes the private and common parts into [image: image] and [image: image], respectively, as illustrated in Figure 1. The encoded streams [image: image] and [image: image] are shared via fronthaul links with BSs that participate in transmitting to the multicast group g and do not cache the requested content. This RSMA strategy is referred to as RSMA and common message decoding (RS-CMD), throughout the paper. Let [image: image] and [image: image] be the beamforming vectors of BS n to serve the multicast group [image: image]. The aggregate beamforming vector from all BSs to a group g can thus be defined as [image: image], where o ∈ {p, c}. Note that the beamforming vectors of some BSs not participating in serving group g are vectors where all elements are zero, i.e., [image: image]. Whether a BS n is selected to be serving group g or not is dependent on the proposed clustering algorithm. The respective rates of the private and common streams of multicast group [image: image] are denoted by [image: image] and [image: image].
The BSs that already cached the requested content perform the required baseband processing tasks locally when participating in transmission to the intended multicast groups. However, we emphasize the fact that the beamforming vectors are jointly optimized at the CP to design the coordinated beamforming strategy. After that, the beamforming coefficients are shared directly with their respective cluster of BSs1.
Let [image: image] be the subset of groups served by BS n with a private or common message, respectively; i.e.,
[image: image]
[image: image]
2.4 Cache Model
In this paper, we consider storing content closer to the users in local cache memories at the BSs. Associated with this content delivery process, we distinguish between cache placement and cache delivery phases (Maddah-Ali and Niesen, 2014; Liu et al., 2017). While parts of recent related literature studied efficient designs of cache placement strategies to improve the overall content delivery, other works aimed at optimizing the cache delivery process for fixed cache placement. Generally, we can say that the cache placement phase spans over a wider time scale than the cache delivery phase, since the requested content’s popularity changes slowly with time. The particular execution of the cache placement phase is done in order to significantly improve the cache delivery phase, especially during peak traffic periods.
Herein, we aim to optimize the cache delivery phase and assume the cache placement to be known a priori at the CP (Ugur et al., 2016). Therefore, we let [image: image] be the binary cache placement matrix where [image: image] means that the file f is cached at BS n and cf,n = 0 means that it is not. All users in the multicast group g request the same file [image: image]. A cache hit means that a BS that caches fg, i.e., [image: image], processes the data locally and there is no need to burden the fronthaul link upon serving group g. Otherwise, [image: image] means that, in order for n to serve group g, it has to receive data from the CP. Utilizing the binary cache placement matrix has an impact on the mathematical formulation of the fronthaul constraint. Based on the instantaneous rates [image: image] and [image: image] and the serving clusters defined in Eq. 4 and Eq. 5, the fronthaul capacity constraint of all BSs in the proposed C-RAN is
[image: image]
Disregarding the caching ability, all common and private rates of messages served by BS n contribute to the sum and burden the fronthaul link of n. This leads to fronthaul congestion, especially when the serving clusters include many groups or the fronthaul capacity is limited. Therefore, in Eq. 6, if the file requested by group g, i.e., fg, is cached by BS n, then [image: image]. Thus, the common and private rates of g do not contribute to the sum saving fronthaul capacity. Next, we elaborate on RSMA and define our receiver model, and also, we further specify the received signal formulation.
2.5 Receiver Model and Instantaneous Achievable Rates
In the context of this paper, common messages are employed for the sole purpose of mitigating interference in C-RAN to achieve better resource allocation. Hence, in a C-RAN system that deploys RSMA, each user in a multicast group is expected to decode multiple messages. Thus, the order in which user k decodes the intended messages plays an important role in assessing the efficiency of the relevant proposed interference mitigation techniques. Although joint decoding of all common and private messages at user k would result in optimized rates, its implementation is complicated in practice. Particularly when the network is large, the intended set of messages to be decoded by each user is large. However, the classical information theoretical results of a two-user IC already suggest that decoding a strong interferer’s common message can significantly improve a user’s achievable rate (Etkin et al., 2008). From this perspective, in this paper, we focus on a successive decoding strategy. User k decodes a subset of all common messages in a fixed decoding strategy, based on the descending order of the interferers’ channel gains, as described next.
Each user deploys successive interference cancelation (SIC) to remove parts of the interference in a successive order. A block diagram of the SIC at user 1 is given in Figure 2. From Figure 2, it becomes obvious that the set of common messages that user k is decoding and the order in which the messages are decoded play an essential role in characterizing the SIC at the users.
[image: Figure 2]FIGURE 2 | A block diagram for an SIC at user 1. In this example, the common messages decoded at user 1 are Φ1 = {1, 2, 4}. The decoding order at user 1 is π1 = {2, 4, 1}.
To this end, let [image: image] denote the set of users decoding [image: image]; i.e.,
[image: image]
Indices of groups whose common messages are decoded by user k are given by
[image: image]
The remaining groups whose common messages are not decoded by user k are included in set Ωk. We note that once the set [image: image] is found, we can determine the set Φk, and vice versa. The choice of Φk (and consequently [image: image]) has a crucial impact on the achievable rate of multicast group g. Consider the following decoding order at user k:
[image: image]
which represents a bijective function of the set Φk with cardinality [image: image]; i.e., πk(g) is the successive decoding step in which the common message of multicast group g, i.e., [image: image], is decoded at user k. In other terms, πk(g1) > πk(g2) (where g1 ≠ g2) implies that user k decodes the common message of multicast group g2 first and then the common message of multicast group g1. Now, we can rewrite yk, the received signal at user k in the multicast group g, as follows:
[image: image]
User k then uses SIC to remove the common messages in set Φk from the received signal yk. The common messages are successively decoded according to the decoding order given by πk. The common message decoding is solely performed to manage the interference and improve the detectability of the private message, which is decoded last. The average power of the messages received at user k when decoding the private stream [image: image] and the common stream [image: image] of multicast group i, respectively, are given as

[image: image]
[image: image]
where [image: image]. Ψi,k is a set including indices of all multicast groups m whose common messages are decoded after decoding the common message of group i, i.e., groups having common messages with higher decoding order πk(m) > πk(i). These multicast groups m contribute to the interference since they have yet to be decoded. Also, [image: image] and [image: image] denote the interference plus noise at user k decoding the private message of multicast group g and the common message of group i, respectively. Based on the expressions in Eq. 11 and Eq. 12, we define the SINR of user k from multicast group g, i.e., [image: image], when decoding the private message of group g and the SINR of user k when decoding the common message of group i as
[image: image]
[image: image]
The instantaneous achievable rate of multicast group g is given as [image: image], where the instantaneous private and common rates satisfy the following achievability conditions

[image: image]
[image: image]
Note that the interference from sending the common message [image: image] does not impact the users in [image: image] as they decode this message. This is the main motivation for employing RSMA in networks that suffer from interference. We emphasize that the instantaneous rate constraints are achievable under the assumption of full CSIT. However, when the CP knows only the channel’s statistical properties, i.e., statistical CSIT, the achievability constraints Eq. 15 and Eq. 16 are not valid, as the SINR expressions become functions of random variables. In this case, we assort instead to the ergodic achievable rate for sending private and common messages, as discussed next.
2.6 Achievable Ergodic Rates
In the statistical CSIT scenario, we consider that the CP has only information about the statistics of channel states. These assumptions are quite general and can model other inaccuracies in CSIT.
The assumption of statistical CSI knowledge, in particular, is reasonable because the path loss information varies slowly and needs to be updated when the users’ location changes only, which significantly reduces the communication overhead due to the CSIT acquisition process at the CP compared to the case in which the CP acquires full CSIT.
In this case, we consider sending the private and common streams of group g at the ergodic rate (Goldsmith, 2005). The total ergodic rate of group g is defined as [image: image], where [image: image] is the ergodic rate to send the private stream and [image: image] is the ergodic rate to send the common stream of multicast group g. The achievability relations of the ergodic private and common rates are
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In the next section, we formulate the optimization problem under consideration and propose our solution approach. To that end, we define the WMMSE-based algorithm for optimal resource allocation in the considered system model.
3 PROBLEM FORMULATION AND PROPOSED ALGORITHMS
This paper considers the problem of system utility maximization in a cache-assisted C-RAN which adopts a multicast group-based transmission scheme combining RSMA and data-sharing. The constraints of the problem consist of per BS limited fronthaul capacity and transmit power constraints, as well as per-stream achievable rate constraints. The fronthaul link is needed to fetch data from the CP for multicast groups whose content is not locally cached at the BSs. The system utility under focus is the minimum achievable rate among all multicast groups. Thus, the resources in C-RAN are allocated to guarantee fairness among all multicast groups being served in C-RAN. The optimization problem to realize this target can be defined as follows:
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[image: image] is the set of optimization variables. Here, we maximize the minimum achievable rate of all multicast groups [image: image] w.r.t. the private and common beamforming vectors, ergodic rates, and serving clusters. Constraint Eq. 19b represents the quality of service (QoS) ergodic minimum rate constraint, where [image: image] is the ergodic achievable rate of multicast group g and [image: image] is the minimum ergodic rate. Eq. 19c is the maximum transmit power constraint per BS, where [image: image] and [image: image] are the beamforming vectors from BS n to serve the private and common message of multicast group g, respectively. [image: image] and [image: image] are the subsets of groups whose private and common messages are served by BS n, respectively. Eq. 19d is the available fronthaul capacity constraint per BS. The achievable ergodic rates of the private and common streams are given by constraints Eq. 19e and Eq. 19f, respectively.
With stochastic coordinated beamforming optimization, the same beamforming vectors, i.e., [image: image], are used for all transmit blocks in which the channel statistics remain constant. The same applies to the serving clusters and the allocated ergodic rates, which remain unchanged over several transmission blocks in which the channel statistics do not alter. Problem Eq. 19 is difficult and challenging to solve. In particular, the constraints Eq. 19e and Eq. 19f are functions of a stochastic quantity. Hence, the achievable rates depend on the current realization of channel fading which is unknown at the CP and the expectations in Eq. 19e and Eq. 19f have no closed form. Moreover, even when considering the deterministic version of this problem, i.e., when assuming full CSIT, the SINR expressions are non-convex functions of the design variables (i.e., the beamforming vectors), and the resulting problem is known to be NP-hard, as shown in (Sidiropoulos et al., 2006, Section 5). Therefore, to tackle problem Eq. 19, we require other optimization tools than those used for solving the counterpart deterministic problem. We use a three-step approach. First, we develop a group-based clustering algorithm to predetermine the serving clusters, i.e., [image: image] and [image: image], in order to simplify problem Eq. 19. Then, we use the SAA method to reformulate the expected value expressions. Afterward, we make use of a WMMSE-rate relationship, to construct a block coordinate ascent algorithm for solving the resulting continuous, deterministic NLP.
3.1 Group-Based Clustering
The authors in (Wei Yu and Yu, 2014) propose a clustering algorithm for assigning a set of BSs to serve each user in the network. It is based on the path loss, which depends on the user location and typically varies on a slow time scale. However, the algorithm is not directly applicable to our problem since it was developed for unicast streams. Specifically, the clustering algorithm originally proposed in (Wei Yu and Yu, 2014) is a user-centric clustering approach not suited for the group-based transmission in this work. The authors in (Ahmad et al., 2020a) extended this algorithm to a more general case, as they considered common messages to be decoded by a subset of users. However, the private messages in (Ahmad et al., 2020a) are also decoded at a single user only. To further extend the algorithm from (Ahmad et al., 2020a), in this subsection, we propose a group-based, rather than a user-based, clustering algorithm suited for the proposed multicast transmission scheme, which is more general since groups may consist of multiple users.
First, we define [image: image] as the maximum number of streams a BS n can serve. Such a constant helps balancing the load, as it prevents BSs from being overloaded. Our group-based clustering approach starts by finding candidate clusters of BSs to serve each multicast group. These clusters are denoted as [image: image] and [image: image], containing all BSs that serve the private and common stream of multicast group g, respectively. We emphasize the multicast nature of our algorithm, as every BS in a serving cluster [image: image] or [image: image] has to have a good channel quality to all users in the group. Since the algorithm is based on path loss, we use a channel quality measure qn,k from BS n to user k that is inversely proportional to the path loss. As aforementioned, we can not use this measure directly in our algorithm. Hence, we define the collective channel quality of all users decoding the private and common message of group g as [image: image] and [image: image], respectively. This collective quality is computed as
[image: image]
Thus, the candidate clusters of BSs serving a group g are given by
[image: image]
The detailed steps of the group-based clustering procedure are listed in Algorithm 1. The first step is determining the candidate clusters of BSs for all multicast groups according to Eq. 21. This is done for each group’s private and common message, respectively. Further, sets [image: image] and [image: image] are initialized, where the former contains all private and common streams and the latter contains all BSs. The algorithm outputs the serving clusters [image: image] and [image: image], initialized as empty sets. The first for-loop assigns BS n from [image: image] with the best collective channel quality to serve the stream [image: image]. Thus, g is added to the serving cluster of BS n, while n is removed from the candidate cluster of stream [image: image]. If there is no candidate to serve [image: image], the message is removed from [image: image]. In the second for-loop, for each BS n, we check if n is overloaded; i.e., the number of assigned messages in n’s serving cluster exceeds [image: image]. If it is overloaded, [image: image] groups with the weakest collective channel quality are removed from the serving cluster. BS n is then removed from [image: image] and from all candidate clusters. This procedure is repeated until all BSs reach their maximum capacity of messages, i.e., [image: image], or all messages [image: image] run out of BS candidates.
At this point, we utilize Algorithm 1 to precompute the serving clusters. Therefore, we can now fix [image: image] and [image: image], which makes problem Eq. 19 more traceable from an optimization perspective. The relaxed problem with serving clusters already precomputed can be stated as
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Now, [image: image] is the new set of optimization variables. Please note that the explicit formulations of problem Eq. 19 and problem Eq. 22 do not differ. These problems are different only in their optimization variables; i.e., problem Eq. 22 utilizes the fixed clustering determined by Algorithm 1, i.e., [image: image] and [image: image]. Therefore, the quality of the solution to problem Eq. 22 depends on the quality of the heuristic Algorithm 1. However, Algorithm 1 provides a feasible solution to the integer part of problem Eq. 19. Considering different clustering algorithms and their impact on the gap between the optimal solutions of problem Eq. 19 and Eq. 22 is an interesting aspect for future works on this topic but left out here since it is out of the scope of this work. Next, we describe the SAA of problem Eq. 22.
[image: ] | Algorithm 1 Group-based Clustering Algorithm
3.2 SAA Reformulation
A similar optimization framework which combines SAA and WMMSE-based optimization is first proposed in (Joudeh and Clerckx, 2016b), where it was developed to solve a sum-rate maximization problem for the MISO-BC. However, in this work, we generalize the algorithm to solve a problem of maximizing the minimum rate for multigroup multicast transmission in cache-assisted C-RAN with RSMA. First, we approximate the expected value in the achievable ergodic rate constraints Eq. 19e and Eq. 19f with the sample average (Shapiro and Ruszczyński, 2009). We use a Monte-Carlo sample size of M. With h as a random vector, we use hm to denote the m-th independent realization of h. Consequently, we denote the SINR from Eq. 15 and Eq. 16 as [image: image] and [image: image], respectively. The corresponding SAA reformulation of problem Eq. 22 is defined as follows:

[image: image]
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At this point, problem Eq. 23 is still non-convex. An additional burden is the dependency on the sample size M. Nevertheless, problem Eq. 23 now comprises the deterministic constraints Eq. 23b and Eq. 23c, which denote the SAA of Eq. 19e and Eq. 19f, respectively. Note that, in the asymptotic regime, the globally optimal solutions of problem Eq. 22 and problem Eq. 23 converge.
Theorem 1. For M → ∞ and in the asymptotic regime, the global optimal solution of problem Eq. 23 converges to the global optimal solution of problem Eq. 22, which is of stochastic nature.
Proof. Please refer to Supplementary Appendix SA.
Problem Eq. 23 is still non-convex and the current formulation works for full CSIT only. In more details, constraints Eq. 23b and Eq. 23c are dependent on the explicit definition of the SINR variables [image: image] and [image: image], respectively. Since these definitions include the channel vector hk for all users, full CSIT is required here. To cope with the statistical CSIT scenario, problem Eq. 23 has to be further reformulated. Therefore, in the next subsection, we will investigate the mean square error (MSE) and find receiver coefficients to minimize the MSE. To that end, we establish a WMMSE-rate relationship to alleviate the current achievable rate constraints.
3.3 WMMSE Rate Relationship
The MSE for user k decoding the private message of its respective multicast group g can be defined as
[image: image]
Here, [image: image] is the linear receiver coefficient at k decoding g’s private message. The middle term in the parenthesis represents the received signal after canceling all common messages j decoded by user k, i.e., j ∈ Φk. In a similar manner, we define the MSE for user k decoding the common message of multicast group i as
[image: image]
where [image: image]. Please note the difference between [image: image] and Ψi,k. The former [image: image] contains all multicast groups (indexed by m) whose common messages are decoded before decoding group i’s common message, i.e., groups having messages with lesser decoding order πk(i) > πk(m). That is, the common messages of these groups are not included in the received signal since they are already decoded. In contrast, Ψi,k includes groups whose common messages are yet to be decoded. Also, [image: image] is k’s receiver coefficient decoding the common message of multicast group i. Utilizing the definition of yk from Eq. 10, we can transform Eq. 24 and Eq. 25 into
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Receiver coefficients that minimize the MSE can be found computing [image: image] and [image: image]. To this end, we obtain the minimum MSE (MMSE) receiver coefficients

[image: image]
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Hence, to obtain the MMSE terms, Eq. 28 and Eq. 29 are inserted into Eq. 26 and Eq. 27, respectively. The MMSE at user k decoding the private message of group g is [image: image]. Equivalently, [image: image] denotes the MMSE at k decoding i’s common message. Next, we observe a specific relation between the achievable rate and the MMSE in a form that is amenable for the WMMSE-based algorithm.
Lemma 1. The achievable rates from Eq. 15 and Eq. 16 can be expressed in another from including the receiver coefficients, the error terms, and error weight variables as follows:
[image: image]
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Hereby, we introduce [image: image] and [image: image] as weights for the MSE terms.
Proof. The partial derivative of the right hand side of Eq. 30 w.r.t. [image: image] is set to zero. We obtain the optimal receiver coefficient at k decoding g’s common message as [image: image], which is the optimal MSE receiver coefficient from Eq. 28. The same procedure for the weight coefficient [image: image] results in [image: image]. Inserting the optimal coefficients into Eq. 30 results in the equivalence of the right hand and left hand side. To prove the equivalence in Eq. 31, the same procedure can be repeated. This completes the proof.
At this point, we obtain a formulation for the achievable rate, which helps in formulating the WMMSE-based algorithm. Note that, for full CSIT, we could now have started discussing the final algorithm. However, as we consider statistical CSIT, the achievable rate relations in Eq. 15 and Eq. 16 become nondeterministic functions. Therefore, we next elaborate on the expressions Eq. 30 and Eq. 31 in the context of statistical CSIT.
Due to the lack of channel coefficient knowledge, we cannot use the rate expressions Eq. 15 and Eq. 16. Hence, we define the achievability relations of the ergodic private and common rates in Eq. 17 and Eq. 18, respectively. In a similar manner, we reformulate Eq. 30 and Eq. 31 as follows:
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In the next subsection, we will describe the following reformulation steps and, to that end, state the WMMSE-based algorithm.
3.4 WMMSE-Based Algorithm
To substitute the WMMSE-rate relationship into the constraints Eq. 23b and Eq. 23c, we apply SAA to the formulations from Eq. 32 and Eq. 33, respectively. Thus, we can define the reformulated optimization problem as
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Here, [image: image] is the set of optimization variables. We explicitly introduce the MSE weights [image: image] and [image: image]. Additionally, we introduce the receiver coefficients [image: image] as well as [image: image]. The constraints Eq. 34b and Eq. 34c explicitly show the channel realization dependence of these variables.
Please note that problem Eq. 34 is convex if we fix the newly introduced variables [image: image]. Also, these variables can be computed for fixed [image: image] using Eq. 28 and Eq. 29, as well as [image: image] and [image: image]. Another advantage of the WMMSE formulation is that we can find a formulation for the optimization problem, which does not depend on the respective channel realization. To achieve such a reformulation, we first define the following set of variables for the WMMSE-based algorithm:
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These auxiliary variables are fixed during optimization, but they are updated after each iteration. The resulting optimization problem utilizing the variables from Eq. 35–Eq. 38 is then given by
[image: image]
[image: image]
[image: image]
Note that the set of optimization variables is now reduced to the set [image: image]. Problem Eq. 39 is a convex optimization problem and thus amenable for solving using standard tools [e.g., CVX (Grant and Boyd, 2014)]. An advantage of problem Eq. 39 is the independence of the Monte-Carlo sample size M, which pronounces the computational complexity advantage of this solution compared to the state-of-the-art algorithms. Typically, M has to be very large in order for the SAA to be an accurate approximation. In order to find a stationary solution to Eq. 39, Algorithm 2 lists detailed steps for the WMMSE-based optimization to maximize the minimum achievable rate of all multicast groups.
Algorithm 2 starts by initializing each multicast group’s beamforming vectors, i.e., [image: image] and [image: image], to feasible values. Additionally, the algorithm generates M channel vector samples for the SAA. The following steps are repeated until convergence. First, the set of auxiliary variables [image: image] is updated according to equations Eqs. 35–38. Then, the algorithm solves problem Eq. 39 using CVX (Grant and Boyd, 2014). The following theorem relates Algorithm 2, which iteratively solves problem Eq. 39 and problem Eq. 34.
Theorem 2 . The solution[image: image]is generated byAlgorithm 2in iterationν. The sequence[image: image]converges to a KKT point of problem Eq. 34.Proof. Please refer to Supplementary Appendix SB.Note that our reformulated optimization problem Eq. 39 is independent of the sample size M. In every iteration of Algorithm 2, we first update parameters that depend on M using equations Eqs. 35–38, and then we solve problem Eq. 39 which is independent of M. Integrating different approaches such as stochastic successive convex approximation are left open for future works.
[image: ] | Algorithm 2 WMMSE-based Minimum Achievable Rate Maximization
3.5 Complexity Analysis
In this subsection, we are interested in the overall computational complexity of Algorithm 2. This overall complexity mainly depends on two factors: 1) the complexity of problem Eq. 39; 2) the solution accuracy of the iterative procedure. Update step 3 of Algorithm 2, which essentially updates the beamforming vectors and the allocated rates and solves the quadratic constrained convex optimization problem (QCCP) Eq. 39. In order to state the worst-case computational complexity for Algorithm 2, we first need to determine the number of constraints and variables. There are [image: image] constraints, with [image: image] being the cardinality of [image: image], and d2 = (2G (NL + 1)) variables. The complexity metric of problem Eq. 39 becomes [image: image], for given solution accuracy ϵ.
4 NUMERICAL SIMULATIONS
In this section, numerical simulations illustrating the performance of our proposed scheme, compared to TIN and the SCM-RSMA scheme, are conducted. We consider a cache-enabled C-RAN over a square area of (−400 400) × (−400 400) m2. Unless specified otherwise, we set the maximum transmit power to [image: image] dBm and the total number of files in the library to F = 50. The noise spectral density is assumed to be −168 dBm/Hz. Also, we set the Monte-Carlo sample size to M = 1,000 and the parameter for Algorithm 1 to [image: image]. The channel model used for our simulations is given as follows (Shi et al., 2014):
[image: image]
with
[image: image]
Here, gn,k is the shadowing coefficient, sn,k is the antenna gain, and PLn,k defines the path loss between BS n and user k given by
[image: image]
where db,k is the distance in km between BS b and user k. The small-fading coefficients [image: image] are modeled as [image: image]. This paper distinguishes between two cases: 1) full CSIT, where the CP has perfect channel knowledge, i.e., the vector hn,k is known; 2) statistical CSIT, where the CP can only perfectly estimate the large-fading coefficient Dn,k, whereas the small-fading coefficient en,k is unknown.
As baseline schemes, we deploy two different approaches contrary to the proposed RS-CMD scheme. As the most basic scheme, TIN is used allowing only private streams to be transmitted. More specifically, the data for each multicast group are encoded into a private stream and then transmitted by the respective serving BSs. As every user in a multicast group only decodes their group’s private message, the rest of the streams are treated as noise. The second baseline scheme, referred to as SCM-RSMA, is based on the concept of (Joudeh and Clerckx, 2016b). In (Joudeh and Clerckx, 2016b), the authors propose an RSMA scheme using one common stream, which is then decoded by all users in the network. More specifically, there are G + 1 streams to be transmitted, one for every multicast group, i.e., the private streams, and one mutual stream to be decoded by all groups, i.e., the common stream.
4.1 MMF Rate vs. Fronthaul Capacity
In this setup, we consider a C-RAN consisting of 7 BSs and 15 users that are randomly placed throughout the network with uniform distribution. The BSs are equipped with L = 2 transmit antennas. The cache memory size is considered to be five files at each BS (10% of the total files).
Figure 3A shows the performance of all studied schemes as a function of the fronthaul capacity in Mbps for statistical CSIT. A general observation from Figure 3A is that our proposed RSMA scheme attains significant gain in terms of the achievable minimum rate, especially in the low fronthaul capacity regime. Specifically, in Figure 3A, the gain compared to conventional TIN is 63.85% when the fronthaul capacity per BS is equal to 20 Mbps and 29.69% when the fronthaul capacity is increased to 70 Mbps. By mitigating the interference more efficiently using RS-CMD, our proposed scheme achieves higher minimum rates compared to both reference schemes. Moreover, when the fronthaul capacity is 30 Mbps and higher, SCM-RSMA performs better than the conventional TIN scheme. These results clearly highlight the need for utilizing RSMA schemes in order to achieve a higher minimum rate. That is, RSMA assists the network to better ensure fairness among all users, especially using the proposed RS-CMD scheme.
[image: Figure 3]FIGURE 3 | MMF rate as a function of different parameters. We consider the proposed RS-CMD scheme, the reference SCM-RSMA, and TIN. (A) shows the MMF rate vs. fronthaul capacity for statistical CSIT. (B) shows the MMF rate vs. number of BSs for full CSIT.
4.2 Minimum Achievable Rate Under Full CSIT
For the following set of simulations, we design a network with 15 users, a fronthaul capacity of 80 Mbps, 5-file cache size, and L = 2 antennas at each BS. The number of BSs controlled by the CP is the parameter under study; we vary the total BSs from 6 to 10.
The minimum achievable rate is plotted as a function of the number of users in Figure 3B. Consistent with the results from Subsection 4.1, our proposed scheme outperforms TIN and SCM-RSMA significantly. This gain is especially substantial when the number of BSs is high.
In contrast to the statistical CSIT case, in Figure 3B, we observe greater gains of SCM-RSMA over TIN, as well as greater gains of our proposed RS-CMD scheme over both baselines. Full knowledge of CSIT obviously results in better rates and thus better performance of all schemes.
4.3 Impact of Caching on the MMF Rate
In another set of simulations, we focus on the impact of different cache sizes on the achievable minimum rate using the RS-CMD scheme in the statistical CSIT scenario. Except for the different cache sizes, the network under consideration does not differ from Subsection 4.1.
In Figure 4A, we fix the cache size to different values, i.e., {0, 5, … , 25} files, and plot the achievable minimum rate for different fronthaul capacities. Matching with previous results, the minimum achievable rate increases with fronthaul capacity. First, in Figure 4A, we observe the gap between the graphs, i.e., the caching gain. Especially in low fronthaul regimes, the MMF rate is better when bigger caches are utilized since the fronthaul capacity is limited and thus transmitting data from the CP to the BSs is a sensible operation. A cache hit reduces the congestion on the fronthaul links.
[image: Figure 4]FIGURE 4 | MMF rate as a function of the fronthaul capacity for the statistical CSIT case. We consider the impact of different cache sizes. (A) considers RS-CMD only. (B) depicts a comparison between the schemes.
Another major observation in Figure 4A is the decrease in caching gain with increasing fronthaul capacity; i.e., the gap between the graphs is decreasing. When a high quantity of fronthaul capacity is available, the importance of using caching lowers. As the fronthaul links are barely congested, there is no need to alleviate the congestion with cache hits. Since low fronthaul regimes are more common in practice, the results herein pronounce the role of caching in the proposed system model as a means to increase the MMF rate among the multicast groups.
In Figure 4B, we show the MMF rate of RS-CMD, SCM-RSMA, and TIN as a function of the fronthaul capacity. A comparison is conducted for three different cache sizes, i.e., {0, 20, 40} files per BS ({0, 10, 20}% of the total files). Generally, RS-CMD outperforms TIN and SCM-RSMA. Interestingly, the performance gain of RS-CMD over the benchmarks changes with different cache sizes. At 25 Mbps fronthaul capacity, RS-CMD gains 18.25, 33.79, and 67.08% over SCM-RSMA with 20, 10, and 0 files in the cache, respectively. In contrast, at 40 Mbps fronthaul capacity, RS-CMD gains 16.28, 16.99, and 25.84% over SCM-RSMA with 20, 10, and 0 files in the cache, respectively. RS-CMD significantly outperforms TIN and SCM-RSMA at low fronthaul regimes with small cache sizes.
4.4 Influence of Transmit Antennas on the MMF Rate
In order to investigate the influence of different amounts of transmit antennas at the BSs on the MMF rate among all multicast groups, we conduct the next set of simulations. We consider the same network as in Subsection 4.1.
The minimum achievable rate as a function of the fronthaul capacity for L ∈{1, … , 5} antennas is shown in Figure 5. As expected, we observe higher rates when utilizing more transmit antennas at the BSs. Interestingly, especially in high fronthaul capacity regimes, the minimum rate of the single-antenna system is considerably lower than the MMF rate in all other networks. This highlights the need for utilizing multiple antennas in the proposed cache-aided C-RAN with the multigroup multicast transmission scheme.
[image: Figure 5]FIGURE 5 | MMF rate as a function of the fronthaul capacity for the statistical CSIT case. We consider different numbers of transmit antennas at the BSs.
Another observation in Figure 5 is the similarity of the minimum achievable rate associated with 4- versus 5-antenna per BS system. Throughout all fronthaul capacities, the rate of the 5-antenna system achieves only minor gains over the 4-antenna system. Therefore, considering the herein defined network parameters, using more than four antennas to increase the minimum achievable rate is not a viable option. This is partially caused by power constraints at the BSs and partially by the fronthaul capacity constraints.
4.5 Comparison to a Simpler Transmission Scheme
Prior to introducing the next set of simulations, we present another state-of-the-art transmission scheme to be used as a performance reference. In this work, we group users into multicast groups based on their requested content; i.e., all users in a group receive the same private and common message. Many related works, e.g., (Ugur et al., 2016; Alameer and Sezgin, 2017), consider a special case of this scheme. More specifically, following the notations of this paper, each group comprises only one user. This is referred to as RS-CMD with G = K, while our proposed scheme is referred to as RS-CMD with G ≤ K.
Now, comparing our proposed multigroup multicast transmission scheme to the conventional scheme, in Figure 6A, we show the minimum achievable rate of all groups as a function of the number of users. The fronthaul capacity is fixed to 30 Mbps; we assume 7 BSs throughout the network and a cache memory size of 10 files (20% of the total files).
[image: Figure 6]FIGURE 6 | MMF rate versus the number of uses for the statistical CSIT case. We consider two different transmission schemes, i.e., RS-CMD with G ≤ K and G = K. (A) shows the MMF rate of RS-CMD with G ≤ K and G = K as a function of the number of users. (B) is the MMF rate gain of RS-CMD with G ≤ K and G = K in percent.
Generally, in Figure 6A, RS-CMD with G ≤ K outperforms RS-CMD with G = K. The performance gap is small when the number of users is low since multicast groups are more unlikely in this regime as the user requests are not coinciding with high probability. Note that RS-CMD with G ≤ K and with G = K are equal if no users request the same content.
As expected, the MMF rate among all groups decreases with the number of users for both schemes. Since the BSs serve additional users under the same power and fronthaul constraints, integrating more users into the same network reduces the MMF rate among the groups. Under RS-CMD with G ≤ K, these additional users may be included in an existing multicast group if they request the same content. Therefore, the proposed scheme suffers less MMF rate decrease as compared to RS-CMD with G = K; i.e., see Table 6b.
4.6 Convergence Behavior
To now illustrate the convergence behavior of our proposed Algorithm 2, we consider the same simulation parameters as in Section 4.5. Figure 7 shows the minimum achievable rate for RS-CMD with G ≤ K and G = K when the network consists of 12 and 14 users in every step of Algorithm 2 until convergence. Since the overall required iterations until convergence is relatively low, the results in Figure 7 exhibit the feature of the high execution speed of our proposed algorithm. Therefore, we observe good convergence behavior for the considered system model which further highlights another feature of the proposed algorithm.
[image: Figure 7]FIGURE 7 | Convergence behavior of the proposed algorithm under statistical CSIT. Two different numbers of users are considered for RS-CMD with G ≤ K and G = K.
5 CONCLUSION
Handling the sophisticated requirements of B5G wireless communication networks is a difficult task. To tackle this task, this paper proposed a promising RSMA-assisted cache-enabled C-RAN under a multigroup multicast scenario. The proposed framework considers a more practical scenario where the CP and BSs operate under statistical CSIT. We aimed at designing the precoders and BS clustering with the aim of maximizing the minimum achievable rate among the multicast groups. The optimization problem is tackled by a novel multicast group-based clustering approach, as well as an effective algorithm based on SAA and WMMSE. Extensive numerical simulations showed the significant max-min rate gain of the proposed RSMA framework over the existing benchmarks in cache-aided C-RAN with various fronthaul capacities and cache sizes. Therefore, we conclude that RSMA has a great potential to enhance user fairness and spectral efficiency in cache-aided C-RAN.
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Notation

Definition
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