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Dynamic routing and congestion control are two major problems in software-defined hybrid satellite-terrestrial multicast networks research. Due to terrestrial users being allowed to join or leave the multicast group at any time and the differences between the satellite and the terrestrial networks, many multicast routing algorithms reroute rapidly and thus increase the rerouting overheads. Meanwhile, the congestion ratio is increased by some hot nodes of satellite-terrestrial link transmission paths. This paper focuses on rerouting overheads and congestion problems in satellite-terrestrial multicast networks. We present a satellite-terrestrial network architecture with the Software-Defined Networking (SDN) features to offer dynamic multicast services for terrestrial users. A Two-Layered Shared Tree Multicast (TSTM) routing algorithm is proposed to achieve efficient dynamic multicast group management, address the trade-off between bandwidth consumption and rerouting overheads. The algorithm also implements congestion control by using a load factor to reflect on the global network bandwidth usage in routing calculations. This algorithm balances the rerouting frequencies of satellite and terrestrial networks to decrease the rerouting overheads and also reduces the network congestion ratio. The simulation shows TSTM decreases rerouting cost, user time delay, and node congestion ratio compared with the locality-aware multicast approach (LAMA).
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INTRODUCTION
Compared with terrestrial communication systems, satellite communication systems have a wider coverage area. Mobile satellite networks can achieve a larger or even a global range of high-speed data transmission. Meanwhile, the number of remote sensing satellites have exploded in recent years. With the continuous improvement of the observation accuracy, more and more observing data are generated. These remote sensing satellites can provide real-time observation data to terrestrial users through mobile satellite networks, expanding the application services of meteorology, hydrology, geological monitoring, transportation, and etc. However, since the amount of remote sensing data to be transmitted has increased greatly, and the communication satellite uplink and downlink are wireless channels with limited power and bandwidth, the remote sensing data cannot all be broadcast directly to individuals, therefore, the terrestrial macro base stations are required to receive satellite information and then transmit them to ground users through terrestrial networks. In addition, compared with unicast, multicast technology effectively reduces the overall bandwidth consumption and is widely used in communication systems, so the integration of satellite networks and terrestrial networks with multicast technology can achieve efficient transmission of satellite information to user terminals in terrestrial networks. However, there are many challenges in designing the hybrid multicast networks because of the differences between satellite and terrestrial networks, such as high dynamic topology changes and time delays in satellite networks as well as large amount nodes and complex transmission paths in terrestrial networks. Consequently, designing efficient multicast protocols from satellites to user terminals in the satellite-terrestrial networks has become an important and hot research topic.
Multicast routing protocols are usually designed for terrestrial networks, such as DVMPR (Waitzman et al., 1988), PIM-SM (Fenner et al., 2016), PIM-DM (Deering et al., 1999), and MOSPF (Moy, 1994). As they are responsible for determining the dissemination paths for multicast packets to avoid loops and prevent information redundancy, routers keep a lot of duplicated states and update routing tables frequently in these protocols. Due to the high dynamic of satellite network topology, the long delay of satellite link transmission, and the shortage of onboard resources, there are many challenges for the design of satellite multicast protocols.
Therefore, some satellite multicast routing algorithms are proposed, such as DRA (Ekici et al., 2001), MRA (Ekici et al., 2002), MCST (Lianzhen Cheng et al., 2005), and DMRBA (Xu Hui et al., 2007). They are suitable for saving satellite channel bandwidth. But they are designed based on the structure of satellites, and the logical address is proposed to calculate routing. Therefore, the satellite multicast routing protocols cannot be directly applied to satellite-terrestrial hybrid networks because of the heterogeneous nature.
In a multicast system, when the ground user requests joining or leaving a multicast group, the routers need to process the IGMP membership reports. In order to create new dissemination paths or delete existing distribution paths for ground users, the satellite-terrestrial network reroutes rapidly and generates a large scale of multicast traffic, and thus increasing the rerouting overheads and congestion ratio for hot nodes. Software-Defined Networking (SDN) is proposed to enable flexible network resource allocations by separating the control plane and data plane (McKeown et al., 2008), which can provide a global platform for better multicast traffic control. There are many studies in multicast networks based on SDN, such as LAMA (Lin et al., 2017), BAERA (Huang et al., 2014), and PVHS (Zhou et al., 2015). This paper focuses on rerouting overheads and congestion problems for software-defined hybrid satellite-terrestrial multicast networks.
In this paper, we establish metrics to evaluate the states and capabilities of hybrid satellite-terrestrial multicast networks. Based on the stability of the network topology, multicast content demands, efficiency of the multicast distribution system and network capability, we jointly optimize the satellite multicast distribution trees and routing paths of the whole network. First, we design a dynamic multicast system with low latency for software-defined hybrid satellite-terrestrial networks. Then a Two-Layered Shared Tree Multicast (TSTM) routing algorithm is proposed. Since the users joining or leaving multicast groups and the handover of satellite links lead to frequent rerouting, which may consume many network resources if the satellite network part and terrestrial network part reroute simultaneously. To address the trade-off between the bandwidth consumption and rerouting overheads, TSTM balances the rerouting frequencies of satellite and terrestrial networks to reduce the rerouting overheads. Considering the congestions caused by some hot nodes of satellite-terrestrial link transmission paths, a load factor for each node is introduced in TSTM to reflect on the bandwidth usage in routing calculations to decrease the congestion ratio. In the dynamic multicast system, the satellite network is integrated with the terrestrial network through macro base stations, and the satellite connected to the terrestrial network at moment is selected according to the longest visible time criterion. When the users request the multicast data streams, they are divided into different multicast groups according to the requesting content. The TSTM includes three phases. First, since PIM-SM is efficient applicable for large satellite-terrestrial hybrid networks, we build dynamic shared multicast trees based on PIM-SM protocol with Tabu search for Rendezvous Point (RP) selection to decrease the average delay of multicast users. Then, when new terrestrial users request joining or leaving the multicast group, considering the long delay of satellite link transmission and the frequent topology changes in terrestrial networks, a cost-aware rerouting algorithm is proposed to determine the topological scope and timing of rerouting to decrease the rerouting overheads. Finally, the bandwidth occupancy-based congestion control algorithm is used to reduce the network congestion ratio. With the feedback of bandwidth usage in routing calculations, the average delay and the congestion ratio are co-optimized. Meanwhile, the one-dimensional search algorithm is used to calculate the optimal value of the load factor. The simulation shows TSTM decreases rerouting cost, user time delay, and node congestion ratio compared with the locality-aware multicast approach (LAMA).
The rest of this paper is organized as follows. Related Work reviews the related work. System Model gives an overview of the system model and problem formulation. Two-Layered Shared Tree Multicast Routing Algorithm presents the TSTM algorithm. The simulation results are demonstrated in Performance Evaluation. Finally, Conclusion concludes this paper.
RELATED WORK
In this section, we describe the related studies concentrated on satellite-terrestrial multicast algorithms and multicast structures based on SDN. The traditional satellite Multicast Routing Algorithm (MRA) (Ekici et al., 2002) is based on the Datagram Routing Algorithm (DRA) (Ekici et al., 2001) to determine the routing direction of the next hop for each node and merge the paths with the same direction, which can effectively reduce the end-to-end delay. This algorithm is designed for LEO satellite multicast networks, but the link utilization is low, and a large amount of satellite resources is occupied. Considering the satellite-terrestrial hybrid networks, the article (Filali et al., 2001) presented a satellite-terrestrial network architecture model suitable for multicast applications. It applied PIM-SM to minimize multicast tree branching for unreliable multicast and multicast packet delay for reliable multicast. But the update cost and congestion ratio will increase rapidly when users join and leave multicast groups dynamically. There is some risk of disruption due to the long delay of satellite links. Therefore, the multicast system in satellite-terrestrial networks requires to consider the routing differences between satellite and terrestrial nodes and applying SDN to multicast systems can facilitate unified control.
To implement the hybrid satellite-terrestrial multicast network in SDN effectively, the article (Yang et al., 2018) proposed a hybrid satellite-terrestrial network architecture based on SDN, providing low-rate multicast for users with low latency requirements. In the structure, three GEO satellites are set to achieve full coverage of the terrestrial network, and each satellite has interfaces for inter-satellite and satellite-terrestrial links. Acting as SDN controllers, the GEO satellites first calculate at the gateway and then send results to the internal network. But controllers as the core of SDN require extensive calculations and large bandwidth. A traffic engineering quality of experience (QoE) feedback application is proposed (Robinson et al., 2017) to improve QoE. The structure has been tested with multicast video, where SDN directly controls multicast groups as well as multicast path computation. SDN can intelligently analyze the network and adjust multicast paths by integrating IGMP group states, QoE, and link utilization, which highlights the advantages of the SDN applied in large-scale network.
The traffic engineering is an important research topic of SDN. In order to decrease the flow entries and bandwidth cost, different solutions in structure and algorithm have been proposed (Lin et al., 2017; Gao et al., 2017; Kuo et al., 2019). The article (Lin et al., 2017) proposes the LAMA algorithm to reduce the computation time of the multicast distribution tree and the number of distribution flows and increase the scalability of controllers and switches. The algorithm is first used to gather several multicast groups nearby into a single multicast group, then a suitable RP is selected according to a locating RP algorithm so that the RP is closest to other multicast sources within the multicast group, and finally, the shortest path from the source to multicast receiving hosts is established. However, the LAMA algorithm has not considered dynamic multicast user management. To satisfy the Qos requirements of dynamic application scenarios simultaneously, the article (Gao et al., 2017) proposed a delay-constrained multicast routing algorithm based on any cast to actively avoid traffic congestion in multicast trees. When a new multicast user tries to join a multicast group, it accesses any of the SDN switches in the multicast tree via the optimal path. And the MRUSA algorithm is designed to provide incremental tree updating and multi-tree update scheduling so that frequent rerouting due to tiny changes of multicast users can be effectively avoided (Kuo et al., 2019). However, the effectiveness of these routing algorithms in the satellite-terrestrial network needs further verification. Consequently, how to reduce traffic cost and apply routing algorithms are important in SDN, which will bring more challenges in software defined hybrid satellite-terrestrial networks.
Therefore, considering the differences between satellite and terrestrial links, as well as avoiding the large cost caused by frequent routing updates in the dynamic hybrid networks, we proposed a two-layered shared tree multicast routing algorithm for satellite-terrestrial networks based on SDN, in order to create a reliable satellite-terrestrial multicast transmission network where a large number of users join and leave the multicast group dynamically. The structure of the two-layered tree can integrate the satellite and ground network as well as serving their characteristics, which have greater flexibility in routing calculations. In the hybrid network structure, the SDN controller collects the global topology information and then performs routing calculations to achieve effective routing and congestion control.
SYSTEM MODEL
Satellite-Terrestrial Networks
The multicast communication system consists of satellite part and terrestrial part as Figure 1. The satellite network is composed of hundreds of LEO satellites. Each satellite establishes communication links with the nearest satellites in adjacent orbits and adjoining satellites in the same orbit, thus a mesh satellite communication network is built in which each satellite can communicate directly with four satellites in its neighborhood. The terrestrial network consists of ground stations and user terminals. In the multicast communication system proposed in this paper, the communication paths can be divided into three parts: satellite routing paths, terrestrial routing paths and satellite-terrestrial communication links. The satellites connected to the terrestrial network are selected according to the longest visual time criterion. When the terrestrial users request the multicast data streams, the satellites send multicast data and routing topology status information to the terrestrial macro base stations, then the terrestrial macro base stations send multicast data to mobile users of the multicast group through terrestrial routing paths.
[image: Figure 1]FIGURE 1 | The satellite-terrestrial networks.
The structure of terrestrial networks is similar to the small cell networks (SCNs) (Andrews et al., 2014). SCNs deploy short-range, low-power, and low-cost small cell base stations (SBSs) operating in conjunction with macro base stations. The SBSs encompass microcell base stations, picocell base stations, and femtocell base stations. They are designed to reduce the distance between users and base stations, enhance network coverage and improve spectral and energy efficiency. The terrestrial network proposed in the paper consists of macro base stations, microcell base stations, and mobile users. The transmitting power of macro base stations is generally more than 10 W and their coverage range is more than 200 m. While for microcell base stations, the transmitting power is 500 mW-10 W and the coverage range is between 50 and 200 m. Connected with satellites, macro base stations receive the multicast data streams and forward them to microcell base stations. After receiving the multicast data streams, microcell base stations forward them to the users. Mobile users are low-speed pedestrians requesting different multicast contents. In this paper, the stochastic model of terrestrial nodes’ location distribution is based on the Poisson point process (PPP) (Saha and Dhillon, 2020). The integrated satellite-terrestrial network has the characteristics of large scale, complex, high dynamic and heterogeneousness. Adopting traditional routing methods in the integrated satellite-terrestrial network will cause problems of poor scalability and large routing overhead.
Software Defined Networks
A Software-Defined Network decouples the control plane of switches and routers from their data plane, enabling the control and orchestration of satellites and terrestrial devices from a central entity. The controller is the core of the SDN, which manages a wide range of data plane resources. Based on the SDSN model proposed by the scholars (Zhu Tang et al., 2014), our SDN deployment model of the satellite-terrestrial hybrid network is proposed as Figure 2. The SDN controller is set as the controller layer located at the ground station, and a Network Operations and Control Center (NOCC) is set as the application layer. The infrastructure layer consists of satellites and terrestrial devices, which perform the basic forwarding functions of multicast communications. The SDN controller can abstract the topology and resources of the network and provide them through the Northbound interface to applications, thus the NOCC can use the network resources more efficiently.
[image: Figure 2]FIGURE 2 | The SDN architecture.
Problem Formulation
The network is modeled as a graph [image: image], where [image: image] and [image: image] denote the set of nodes and links, respectively. There are three kinds of nodes: satellite [image: image] , ground station [image: image], mobile user terminals [image: image]. Let some random satellites be the multicast sources. Each user can join or leave the multicast group i according to the multicast content at the beginning of each time slot t. Let [image: image]denote the distance cost of the link [image: image]. The capacities of node [image: image] and link [image: image] is [image: image] and [image: image], which denote the number of forwarding entries that can be stored in node [image: image] and the maximum data rate allowed for link [image: image].
To address the trade-off between the bandwidth consumption and rerouting overheads, the formulation is based on the Scalable Multicast Traffic Engineering (SMTE) problem (Huang et al., 2016). In time slot [image: image], let [image: image] denote the multicast tree for multicast group i, and let [image: image] be the set of outgoing downstream paths from node [image: image] on the tree [image: image]. Let [image: image] denote whether node [image: image] is the node of the multicast group [image: image], and [image: image] denote whether node [image: image] has the same outgoing downstream paths on the tree [image: image] and [image: image] in two adjacent time slots as follows.
[image: image]
[image: image]
In multicast group i, let [image: image] be the data rate of the multicast source [image: image], and [image: image] denote the cost of packet duplication on link [image: image] in time slot t, which is the number of copies of the packet. The constraints of the nodes and links in the whole network can be described as follows.
[image: image]
To examine the advantages of the proposed algorithm, let the multicast cost, the average delay of users and the congestion ratio be the simulation objects.
For each multicast tree [image: image] in time slot t, the multicast cost includes the tree link cost [image: image], the update cost [image: image] and the transition cost [image: image], which are defined below.
[image: image]
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The tree link cost [image: image]denotes the whole size of multicast trees that combines their link lengths and packet duplications. The update cost [image: image] represents the cost of rerouting when some existing nodes and new nodes need to add new rules. The transition cost [image: image] represents the cost of storing the old and new rules in some existing nodes of multicast trees when the outgoing downstream paths of these nodes change. Then the total multicast cost is defined below.
[image: image]
where [image: image] and [image: image] are the parameters to differentiate the importance of tree link cost, update cost and transition cost. The values of [image: image] and [image: image] can be any number greater than or equal to 0 and they depend on the weight of the three costs according to the actual network. [image: image] is the average of link lengths in the whole multicast systems.
Example 1. Figure 3 represents an example to explain the multicast cost in this paper with one source A and four destinations H1, H2, H3, and H4, where [image: image] and link lengths are specified beside each link. Figure 3A shows that in time slot t, only H2 is there in the multicast group i, thus [image: image]. Figure 3B shows that in time slot t+1, H1, H3, and H4 join the multicast group. The node D is a new switch in the multicast tree. Since the outgoing downstream paths of node B, C have changed, they need to update the restoring rules. Therefore, [image: image] (containing B, C, D), [image: image] (containing B, C). The average of link distances in the multicast tree is 4, then the total multicast cost in time slot t+1 is [image: image].
[image: Figure 3]FIGURE 3 | Example of a multicast tree in two adjacent time slots. (A) the multicast tree in time slot t. (B) the multicast tree in time slot t+1.
The events of the members joining and leaving the multicast group are Poisson processes. Let [image: image] and [image: image] denote the number of users who send reports to join or leave the multicast group in the interval [image: image], respectively. Since the delay in content acquisition has an impact on the routing path selection and congestion ratio calculation, the queuing theory is used to evaluate the average waiting time of users. The input and output node processes traffic in one direction and according to the Markov model, their previous statuses are not dependent. The service process of base stations is abstracted as an M/M/1 queuing system (Leila et al., 2011). According to the queuing system model, the average arrival rate in the interval [image: image] is calculated as follows.
[image: image]
The service time of the RP switch follows an exponential distribution and let the average service time be [image: image]. Since the arrival rate [image: image] and the service rate [image: image] are constants at any moment in the queuing system, they are defined as follows.
[image: image]
[image: image]
Then the average queue waiting time for users is
[image: image]
Finally, the average delay of users in the whole multicast system is
[image: image]
where [image: image] denotes the average propagation delay in the whole network.
The bandwidth occupancy ratio [image: image] of node [image: image] is defined as the ratio of current bandwidth usage to the bandwidth capacity of the node [image: image].
[image: image]
where n denotes the number of multicast trees containing node [image: image]. Then the congestion ratio [image: image] is defined as the percentage of nodes with a bandwidth occupancy ratio above [image: image] among all nodes. [image: image] is the parameter to determine the congestion state of node [image: image] according to [image: image]. The definition is as below, where [image: image] is the number of all nodes in the whole system.
[image: image]
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Given a network topology [image: image], the node constraint [image: image] and the link constraint [image: image], the streaming rate [image: image] of multicast source [image: image], the parameters [image: image] and [image: image], the time interval [image: image], the number of users joining multicast groups [image: image] and the number of users leaving multicast groups [image: image], the average service time of switches [image: image], we aim to 1) build a dynamic multicast system with low latency for satellite-terrestrial hybrid networks, 2) minimize the multicast cost by balancing the rerouting frequency of satellite and terrestrial networks, and 3) decrease the congestion ratio by using bandwidth sensitive adaptive routing calculations.
TWO-LAYERED SHARED TREE MULTICAST ROUTING ALGORITHM
To solve the problem, we propose a two-layered shared tree multicast (TSTM) routing algorithm, which includes three parts: dynamic shared tree building, cost-aware rerouting, and bandwidth occupancy-based congestion control. First, in each time slot, we build the whole dynamic shared trees according to the multicast groups. Then when the handover of the satellites connected to the terrestrial network occurs, the cost-aware rerouting algorithm is adopted to determine the routing method. Finally, the bandwidth occupancy-based congestion control algorithm is used to reduce the network congestion ratio.
Dynamic Shared Tree Building
Since PIM-SM protocol can effectively reduce the routing states and has stronger scalability, the multicast trees are initially constructed based on PIM-SM protocol. Constructing a multicast tree first requires to determine the location of the Rendezvous Point (RP), and the RP selection problem is an NPC problem that requires a heuristic algorithm. The previously proposed methods are broadly classified into two directions: one is to make a selection in a given finite set of candidates, such as LAMA, and the other is to search the optimal solution using the greedy algorithm. In order to optimize the multicast delay, our algorithm uses the idea of the Tabu search (Prajapati et al., 2020) for selection of RPs, and the simulation is compared with the LAMA algorithm’s. The steps to calculate the RP are as follows.
1) Set a forbidden table H to store the local optimal RP-selected solutions. Randomly select an initial node as [image: image], and let [image: image] denote the evaluation value of the node, which is the sum of the distance from multicast source [image: image] to [image: image] and the distance from [image: image] to each other user node [image: image] in multicast group [image: image]. [image: image] is defined as [image: image]. Set the maximum number of iterations N.
2) The neighbouring nodes that [image: image] can communicate directly with are taken as the initial candidate set [image: image]. The final candidate set [image: image] is [image: image] after removing the solutions in the Tabu table H. And let [image: image]denote the optimal solution which has the smallest value in [image: image].
3) Let [image: image]. If [image: image]satisfies the limitation formulations, add both [image: image]and [image: image] into the forbidden table H with increasing the number of iterations by one.
4) If N reaches the maximum number of iterations, go to step 5, otherwise go to step 2.
5) The solution with the lowest evaluation value in the forbidden table H is selected as the final RP selection solution.
In order to optimize the rerouting strategies suitable for both satellite and terrestrial networks, a two-layered shared tree structure is used to determine RPs and construct shared trees in both satellite and terrestrial networks. Firstly, at the beginning of each time slot, we set the connection status of the whole network links and choose the satellite connected to the terrestrial networks through the longest visual time criterion based on terrestrial macro base stations. In the remainder of this paper, we use the terminology Feed to denote the satellite connected to the terrestrial network. Then we set that feed as the multicast destination node of the satellite network to calculate the satellite RP. And Dijkstra’s algorithm is used to establish the shortest paths from the satellite multicast sources to the RP node, as well as the shortest path from the RP to that feed, thus the multicast tree of the satellite network is constructed. In the terrestrial network, the feed is used as the source node to determine the RP node of the terrestrial network. Similar as the satellite network, the Dijkstra algorithm is used to construct the multicast tree from the source node to all multicast group users.
With multicast users joining or leaving multicast groups dynamically, in order to improve the multicast quality and relieve the centralized pressure of RP nodes, when the RP of a multicast group reaches the node capacity limit, the new users will become a new multicast group. In other words, when a new user requests the multicast content, the multicast group is chosen based on its request content in the first. Then at the time slot of joining, determine whether the terrestrial RP of the multicast group has reached the capacity limit, if not, the user communicates with the terrestrial RP and establishes shortest paths to it, and if it has reached the node capacity limit, the multicast group recalculates the multicast tree to ensure the smallest total delay of the multicast group, and the multicast group will not accept the new user. The user will become a new multicast group, then a new terrestrial RP node is calculated based on the new multicast group to build a new multicast tree.
Cost-Aware Rerouting
In the previous research, the routing path of the new user joining or leaving a multicast group has two solutions: one is to recalculate routes based on the new topology, which is defined as full-rerouting, and the other is to directly add branches, pruning or local reconfiguration of the multicast tree, which is defined as partial-rerouting. Compared to the complexity and high dynamics of terrestrial networks, the downlink of satellite networks is more fixed. However, the satellites have higher link latency and fewer onboard resources, which can lead to a great waste of resources if the satellite network and terrestrial network are always allowed to reroute at the same time when a large number of users join or leave multicast dynamically.
Therefore, we propose a cost-aware rerouting algorithm. After constructing the multicast tree according to the previous algorithm, when the handover of the Feed occurs, the total multicast cost [image: image] of full-rerouting system and the total multicast cost [image: image] of partial-rerouting system are calculated according to the formulations in 3.3. Full-rerouting refers to reconstructing multicast trees of the satellite network with the new Feed as the destination node, while partial-rerouting refers to the new Feed directly establishing a link with the previous Feed without changing the basic structure of the original multicast trees. If [image: image], partial-rerouting is selected, and vice versa, full-rerouting is selected.
Bandwidth Occupancy-Based Congestion Control
In the satellite-terrestrial hybrid system, due to the wide coverage of satellites, the uplinks and downlinks connecting satellite networks and terrestrial networks are more fixed for a period of time. Meanwhile, some nodes connected to these fixed links are usually at the central part of multicast transmission paths, thus many multicast paths contain these nodes, which we call hot nodes. Due to the long delay and high packet loss ratio of satellite links, when congestion occurs in these hot nodes, it will reduce the transmission quality of the multicast system much more seriously than other nodes. Therefore, in this paper, a load factor is introduced to weight the real-time bandwidth occupancy of the network topology links to achieve joint optimization of delay and congestion ratio during routing calculation. Bandwidth occupancy ratio is the ratio of the node’s occupied bandwidth to the bandwidth capacity. The load factor is [image: image]. For each network node [image: image], the weight of its neighbor node i as the next-hop in route paths is defined as
[image: image]
[image: image]
where [image: image] denotes the set of neighboring nodes of node [image: image], [image: image] denotes the bandwidth occupancy ratio of the neighboring node i, and [image: image] is the distance from node [image: image] to its neighbor node i. The factor β is 0 means only considering the node bandwidth occupancy effect, and β is 1 means only considering the link distance effect.
Then in order to find the optimal solution for the load factor β, the objective function in time slot t is set as
[image: image]
where [image: image] is the congestion ratio of node [image: image] and [image: image] is the average delay of users in time slot t. The optimization problem turns to find the value of β that makes the objective function minimum. Since it is a one-dimensional problem, the one-dimensional search algorithm based on golden partition method is proposed in this paper. The steps are as follows.
1) Given the initial interval [image: image], the accuracy requirement is [image: image], the golden mean coefficient [image: image], and the number of iterations k. ([image: image] is the value of [image: image] at the [image: image]th iteration)
2) Set the initial parameters as
[image: image]
which denote the objective function values obtained from the simulation when β is [image: image] and [image: image], respectively.
3) If [image: image], go to step (4), otherwise stop searching and the final solution is [image: image].
4) If [image: image], go to step (5), otherwise go to step (6).
5) Calculate as follows, then go to step (7).
[image: image]
6) Calculate as follows, then go to step (7).
[image: image]
7) Let [image: image], return to step (3).
PERFORMANCE EVALUATION
Emulation Environment
The stochastic model of terrestrial nodes’ location distribution is based on the Poisson point process (PPP). In this paper, the terrestrial network contains 2 macro base stations, and the coverage radius of macro base stations is 1000 m. Each macro base station has Poisson distribution (the mean value is 150) of microcell base stations within its coverage area, and the coverage area of a microcell base station is 100 m. The distance between the two macro base stations is 1500 m. The events of the members joining and leaving the multicast group in time interval [image: image] are Poisson processes with the mean value of 40 and 5, respectively. Set the node constraints [image: image], [image: image] , the streaming rate [image: image] for all multicast source, the parameters [image: image], [image: image], the time interval [image: image], [image: image]. the number of users joining multicast groups [image: image] and the number of users leaving multicast groups [image: image], the average service time of switches [image: image]. For the newly joined multicast group members, their geographic locations are randomly generated. The terrestrial environment diagrams are as Figure 4.
[image: Figure 4]FIGURE 4 | The terrestrial environment diagrams.
Consider three connectable states for terrestrial base stations and users: 1) if the mobile user is not in the coverage area of any microcell base station, the mobile user can be directly connected to the nearest macro base station, 2) the macro base station can be connected to micro base stations within 100 m from it. 3) Each microcell base station is connected to its nearest 8 microcell base stations to form a mesh network.
The users are grouped according to the multicast content they request, and the probability of requesting the [image: image] popular content among [image: image] contents is defined as [image: image] according to the Zipf distribution, where [image: image] is the bias parameter. In this paper, set the bias parameter to 0.8 and the number of multicast content types to 4, which are listed as A, B, C, D in order of popularity from high to low. Then their probabilities of being requested are 0.431, 0.248, 0.179, and 0.142, respectively.
In the bandwidth occupancy-based congestion control algorithm, considering the value of [image: image] is between 0 and 1, set the initial simulation value [image: image] and [image: image].
In our experiments, we compare our approach based on LAMA (LAMA-TSTM), our approach based on Tabu search (Tabu-TSTM), LAMA, and the original PIM-SM based on Tabu search. The multicast cost (containing the tree link cost, the update cost and the transition cost), the average delay, the total length of multicast trees, and the congestion ratio are adopted as performance metrics.
RESULTS AND DISCUSSION
Firstly, we investigate the multicast cost generated by several different algorithms. As the simulation time increases, different multicast users joining or leaving dynamically. Figure 5 shows the results of the link cost generated by the multicast system with the number of multicast users. It can be seen that LAMA-TSTM can effectively reduce the link cost, while since the Tabu search algorithm simply finds the distance optimal solution, the link cost of Tabu-TSTM increases slightly than Tabu. The results indicate that the proposed algorithm TSTM can reduce the resource consumption of tree building and the link cost generated by link distance. Figure 6 shows the results of the transition cost generated by the multicast system with the number of multicast users. It can be seen that both LAMA-TSTM and Tabu-TSTM can reduce the transition cost than the original algorithms, which indicates that the transition cost of storing old and new rules in switches during the multicast tree topology changes can be reduced. Figure 7 shows the results of the update cost generated by the multicast system with the number of multicast users, and it can be seen that the update cost of adding new rules in switches generated by rerouting can be reduced after improving both LAMA and Tabu with the proposed algorithm TSTM.
[image: Figure 5]FIGURE 5 | The link cost of multicast trees on different algorithms.
[image: Figure 6]FIGURE 6 | The transition cost of multicast trees on different algorithms.
[image: Figure 7]FIGURE 7 | The update cost of multicast trees on different algorithms.
In addition, we also compare the average delay of users from requesting the multicast information to accepting the multicast information and the total length of the multicast tree under several algorithms, where multicast tree length refers to the sum of the number of individual multicast tree nodes in the multicast system, and the simulation results are shown in Figures 8, 9. Figure 8 presents the same pattern with Figure 6, which shows that TSTM has lower user delay than the original LAMA algorithm, but the shortest paths calculated by direct Tabu search get the smallest delay. However, using the Tabu search algorithm directly will bring the increase of multicast costs, which can be referred to in Figures 5, 7, 9 shows that the total length of multicast trees in TSTM is longer than the original LAMA and Tabu search algorithm, which indicates that TSTM reduces the rerouting overheads of multicast tree at the cost of increasing the size of multicast trees.
[image: Figure 8]FIGURE 8 | The average delay of multicast trees on different algorithms.
[image: Figure 9]FIGURE 9 | The total length of multicast trees on different algorithms.
In the third phase of the TSTM, the bandwidth occupancy-based congestion control algorithm based on load factor has been implemented. The Figure 10 shows the probability distribution of the load factor β. It can be seen that due to the randomness of the simulation system, the values of β are distributed between 0 and 1, but the probability of taking values between 0.37 and 0.38 is obviously higher than other values. In addition, since β taking 0 and β taking 1 represent considering only bandwidth occupancy or only path distance, which are not of great practical significance, these two extreme values are removed from the simulation. Thus, in the system proposed in this paper, using 0.37–0.38 as the β value can achieve the best congestion control. The Figure 11 shows the results of the system congestion ratio with different load factor β. It can be seen that when β takes 0.3869 or 0.6220 for congestion control, the overall congestion rate of the system is lower than when β takes 0 (i.e., no congestion control), and the congestion rate reduction is more prominent when the number of multicast users increases as the simulation time increases. The results also indicate that since β taking 0.3869 is the better coefficient with higher probability, a more comprehensive congestion rate reduction can be obtained than when β takes 0.6220.
[image: Figure 10]FIGURE 10 | The probability distribution of the load factor β.
[image: Figure 11]FIGURE 11 | The congestion ratio of the system with different load factor β.
CONCLUSION
In this paper, we proposed a two-layered shared tree multicast (TSTM) routing algorithm to achieve efficient dynamic multicast group management, address the trade-off between the bandwidth consumption and rerouting overheads, and alleviate the hot node congestion problem. In the proposed approach, there are three phases: dynamic shared tree building, cost-aware rerouting, and bandwidth occupancy-based congestion control. Firstly, the dynamic satellite-terrestrial multicast system is constructed by the dynamic shared tree building algorithm. Then the cost-aware rerouting algorithm is used to implement rerouting balance control. Finally, in the bandwidth occupancy-based congestion control algorithm, a load factor is introduced to reflect on the global network topology bandwidth utilization in routing calculations to reduce the congestion ratio. The emulation results show TSTM can reduce the multicast cost, the average delay, and the congestion ratio to some extent compared with LAMA and Tabu search algorithm.
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