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time-independent input a sinusoidal input with weak amplitude, 
so that the population firing rate will depend linearly on the input, 
and therefore oscillate with the same frequency as the input. One 
can then characterize the dynamics of the network with only two 
functions: the amplitude and the phase of the population firing 
rate modulation as a function of frequency. These two quantities 
together characterize the transfer function of the network, and can 
be used to reconstruct the dynamics of the population in response 
to arbitrary time-dependent inputs, provided the amplitude of the 
time-dependent variations in the input is sufficiently small.

In the present paper, we investigate systematically the properties 
of this transfer function as a function of the connectivity of the net-
work, for networks composed of two-populations, one excitatory 
(E), one inhibitory (I). Such networks have been extremely popular 
as simplified models of local networks in neocortex (Wilson and 
Cowan, 1972; van Vreeswijk and Sompolinsky, 1996; Amit and 
Brunel, 1997), hippocampus (Tsodyks et al., 1997), as well as other 
structures. Surprisingly however, extensive characterization of this 
transfer function is lacking, even for simple models. In fact, the 
goal of the present paper is to study this question systematically in 
two classes of models (1) “firing rate” models in which individual 
neurons are not described explicitly, rather all dynamical variables 
describe population quantities like average firing rates or aver-
age synaptic inputs (Wilson and Cowan, 1972; Ermentrout, 1998; 
Dayan and Abbott, 2001) (2) fully connected networks of leaky 

1 Introduction
Networks of neurons in the central nervous system are driven 
by stimuli that vary on a wide range of time scales, and need to 
encode these stimuli by the pattern of firing of their constituent 
neurons. To understand how this encoding is performed, one needs 
to understand the relationship between the input to the network 
(the set of spike trains of all neurons that are pre-synaptic to a given 
network) and its output (the set of spike trains of all neurons in 
the network). This is a question that is extremely hard to address 
experimentally, since one has typically access only to a very small 
fraction of neurons in a network (with the retina being a nota-
ble exception Pillow et al., 2008), or access to variables that only 
reflect population activity, such as the multi-unit activity (MUA) 
or local field potential (LFP). It is also very hard to address in 
general in theoretical models, since inputs and outputs live in a 
high-dimensional space.

A simpler question, and a useful first step, is to understand 
the relationship between the mean inputs to a network and its 
population firing rate (i.e., average instantaneous probability that 
a neuron in the network emits an action potential). However, even 
this question can be difficult to answer in the space of all possible 
time-dependent inputs. A natural strategy to study this question is 
to start with time-independent inputs. One then computes how the 
mean population rate depends on the mean input (in other words, 
computing a network “f–I curve”). The next step is to add to the 
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integrate-and-fire (LIF) neurons, in the presence of white noise 
(Brunel and Hansel, 2006). These two types of models have the 
advantage that the transfer function can be computed analytically, 
as a function of network parameters, provided the network is in a 
so-called “asynchronous state,” i.e., a state in which the population 
firing rate goes to a stable fixed point for time-independent inputs.

For each network model, we first characterize the region of 
stability of asynchronous states in the space of the parameters 
characterizing the coupling. Instabilities can arise through four 
qualitatively different mechanisms, which have been characterized 
extensively: (i) the “rate” instability (when the firing rate of the 
network can no longer be held at a given value, because of the excita-
tory feedback), present in all models; (ii) an oscillatory instability 
due to the E–I loop (Brunel and Wang, 2003), also present in both 
models; (iii) an oscillatory instability due to the delays in the I–I 
connections (Brunel and Hakim, 1999, 2008; Brunel and Wang, 
2003; Brunel and Hansel, 2006), present in both models, provided 
delays are present in I–I connections, and finally; (iv) instability due 
to single neuron resonances at integer multiples of their firing rates, 
when the noise level is sufficiently small (Abbott and van Vreeswijk, 
1993; Hansel and Mato, 2003; Brunel and Hansel, 2006). The last 
type of instability is only present in networks of spiking neurons.

We then characterize regions with qualitatively different types of 
transfer functions, in the space of coupling parameters, in both mod-
els. Transfer functions are characterized both in terms of the behavior 
of the gain as a function of frequency (i.e., monotonically decaying as 
a function of frequency, or with a single or multiple resonant peaks), 
and in terms of the phase relationship between E and I cells, again as a 
function of frequency. We relate qualitatively different types of transfer 
function with nearby instabilities. Finally, we compare the behaviors 
of rate model and network of integrate-and-fire neurons, and point 
out similarities and differences between both models.

2 Models
We investigate the dynamics of a network composed of two-
populations of neurons, one excitatory (E), the other inhibitory 
(I; see Figure 1). The network received average, time-dependent 
inputs m

E,ext
 and m

I,ext
 to E and I populations, respectively. All types of 

connections are potentially present in the model, with strengths J
EE

 
(E → E), J

IE
 (E → I), J

EI
 (I → E), J

II
 (I → I). We consider in this paper 

two types of models: a rate model and a network of LIF neurons.

2.1 Rate models
In the simplest rate model, the instantaneous firing rates at time 
t, r

E,I
(t) of E and I populations, are given by (see, e.g., Wilson and 

Cowan, 1972; Tsodyks et al., 1997; Ermentrout, 1998; Dayan and 
Abbott, 2001; Murphy and Miller, 2009):

	
t mE

E
E E E ext EE E EI I

dr t

dt
r t F t J r t J r t

( )
( ) ,= − + ( ) + ( ) − ( )( )

	
(1)

	
t mI

I
I I I ext IE E II I

dr t

dt
r t F t J r t J r t

( )
( ) ,= − + ( ) + ( ) − ( )( )

	
(2)

where t
E,I

 characterize the time constant of firing rate dynamics, 
while F

E,I
(x) are the static transfer functions that describe the rela-

tionship between a mean synaptic input and an average firing rate 
in stationary conditions. Various types of response functions F

E,I
(x) 

have been used in the literature. Here, in order to simplify the 
analysis, we take this function to be threshold-linear (see, e.g., Ben-
Yishai et al., 1995; Hansel and Sompolinsky, 1998; Roxin et al., 2005)

	

F x x
x x

E I, ( ) [ ]= =




+

if

else

≥ 0

0
	

(3)

In the simplest rate model [Eqs (1,2)], synaptic time constants 
are ignored. Another class of rate models assumes instantaneous 
firing rate dynamics, and dynamical variables are assumed to rep-
resent average synaptic currents (Ermentrout, 1998). Since synaptic 
time constants are known to play an important role in shaping the 
dynamics of the activity of neurons, we investigate a rate model in 
which both neuronal and synaptic time constants are present. Real 
synaptic currents are characterized by three qualitatively distinct 
time constants: a latency (interval between pre-synaptic spike and 
the beginning of the post-synaptic response), a rise time, and a 
decay time (see, e.g., Destexhe et al., 1998). The simplest way to 
implement such synaptic currents in a rate model is through two 
synaptic variables s

ab
(t) and x

ab
(t) (where a, b = E, I denote the 

post/pre-synaptic population, respectively) whose dynamics are 
described by the following equations

	
trab

ab
ab b ab

dx t

dt
x t r t D

( )
( )= − + −( )

	
(4)

	
tsab

ab
ab ab

ds t

dt
s t x t

( )
( ) ( )= − +

	
(5)

where D
ab

, t
rab

, t
sab

 are the latencies, rise times, and decay times 
of synaptic currents from population b to population a (see, e.g., 
Brunel and Wang, 2003). In this model, Eqs (1,2) are replaced by

	
t ma

a
a a ext aE aE aI aI

dr t

dt
r t t J s t J s t

( )
( ) ,= − + ( ) + ( ) − ( ) +

	
(6)

Figure 1 | Schematic diagram of the network model. An open circle 
means that the connection is excitatory and a bar means that it is inhibitory.
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2.3 External inputs and response of the network
In this paper, we consider external inputs of the form

	
m m ma ext a a

iwtt e, ( ) Re= + ( )0 1 	
(12)

where m
a0

 is a constant external drive, and m
a1

 is the amplitude of a 
sinusoidal modulation in the average input at a frequency v = 2pf.

We assume m
a1

 is sufficiently small so that the response of the 
network firing rate is linear in m

a1
. If this assumption is satisfied, 

then the firing rate response is given by

	
r t r r ea a a

i t( ) ( )= + ( )0 1Re v v

	
(13)

where r
a0

 is a constant firing rate in absence of time-dependent 
modulation in the input (in other words, the background activ-
ity of the network), while r

a1
(v) describes how the instantaneous 

firing rate is modulated by a sinusoidal input at frequency v. It is 
a complex function which describes the gain and the phase of the 
modulation at frequency v. In the following, we call r

a0
 the static 

transfer function of the network, while r
a1

(v) is the dynamical 
transfer function of the network. The motivation for computing 
the response to sinusoidal inputs is twofold: (1) one can then recon-
struct the response of the network to arbitrary-time dependent 
inputs; (2) oscillations are observed in many regions of the central 
nervous system, and are therefore a common type of input for 
post-synaptic structures.

3 Analytical Methods
The analysis of the network response is performed in three steps. (1) 
we compute the background activity as a function of the mean drive 
(static transfer function); (2) we check whether background activity 
with a constant firing rate is stable; (3) we compute the dynamical 
response of the network. The outcome of the analysis is therefore 
both the region of stability of states with time-independent firing 
rate (i.e., asynchronous states in networks of spiking neurons) in the 
space of parameters characterizing the network, and the dynamical 
transfer function as a function of such parameters. We now briefly 
outline how these three steps are performed in practice.

3.1 Static transfer function
3.1.1 Rate models
In the rate model, with constant external inputs (m

a1
 = 0 for a = E, 

I), the stationary firing rates are given by

	 r Ia a0 0= +[ ] 	 (14)

	 I J r J ra a aE E a I0 0 0 1 0= + −m 	 (15)

where I
a0

 is the synaptic input received by population a. In this 
paper, we only consider the situation where both input currents 
are suprathreshold (I

a0
 > 0 for both a = E, I).

When I
a0

 > 0 for both a = E, I, we have

	

r
J J

J J J JE
E II I EI

EE II EI IE

0
0 01= + −

1−( ) 1+( ) +
m m( )

	

(16)

	

r
J J

J J J JI
E IE I EE

EE II EI IE

0
0 0=

+ 1−( )
1−( ) 1+( ) +
m m

	

(17)

where a = E, I. Note that Eqs (1,2) are recovered when D
ab

 = 0, 
t

rab
 = 0, t

sab
 = 0 for all a, b.

We also consider a version of the model where only the latency is 
described (Roxin et al., 2005). In this case, Eqs (4,5,6) are replaced 
by

t ma
a

a a ext aE E aE aI aI aI

dr t

dt
r t t J r t D J r t D

( )
( ) ,= − + ( ) + −( ) − −( ) ++

	
(7)

This model corresponds to a special case of Eqs (4–6) with 
t

rab
 = t

sab
 = 0 for all a, b.

2.2 Network of Leaky Integrate-and-Fire neurons
In this model E and I populations are composed of N

E
, N

I
 LIF 

neurons (see, e.g., Tuckwell, 1988; Dayan and Abbott, 2001), with 
N

E
 + N

I
 = N. Each neuron i of population a is described by its 

membrane potential V
i
(t), which obeys

	

t mma
i

rest i a ext
aE

E

ij
j E

aI

I

ij

dV t

dt
V V t t

J

N
s t

J

N
s

( )
( ) ( ) ( ),= − + +

−

∈
∑

(( ) ( )t t
j I

i
∈
∑ +sh

	

(8)

where t
ma

 is the membrane time constant of neurons in population 
a = E, I, V

rest
 = −70 mV is the resting membrane potential, sh

i
(t) is 

a noise term modeling the variability in external inputs received by 
neurons in addition to the “signal” m

a,ext
(t), where s is the standard 

deviation of the noise and h
i
(t) is a white noise of unit variance, uncor-

related from neuron to neuron. Finally, s
ij
(t) are individual synaptic 

currents from neuron j ∈ b = E, I to neuron i ∈ a = E, I, modeled as 
in the rate model with the help of an additional synaptic variable x

ij
:

	
t t drab

ij

ij ma ab
k

dx t

dt
x t D

( )
( )= − + −( )∑ t t j

k−
	

(9)

	
tsab

ij

ij ij

ds t

dt
s t x t

( )
( ) ( )= − +

	
(10)

where again D
ab

, t
rab

, t
sab

 are the latencies, rise times, and decay times 
of synaptic currents from population b to population a. The sum 
over k represents a sum over all spikes of pre-synaptic neuron j, that 
occur at times t j

k . Note the factor t
ma

 in front of this sum, which is 
chosen such that (i) both x and s variables are dimensionless; (ii) the 
total charge of individual PSCs is independent of synaptic time con-
stants. In this model, action potentials occur when the voltage crosses 
V

thr
 = −50 mV. At the time of the action potential, the voltage is reset 

at V
reset

 = −60 mV. For simplicity, no refractory period is included.
The instantaneous firing rate of each population r

E,I
(t) is given 

by the sum of the number of spikes of the corresponding popula-
tion in a time window dt

	

r t
N dt

t ta

a

i
k

k i at

t dt

( )
,

= −( )
∈

+

∑∫
1

d

	

(11)

In numerical simulations, r
E,I

(t) are computed from simulating 
a network of N

E
 = 2000 and N

I
 = 500 neurons, except in Figure 9 

where N
E
 = 8000 and N

I
 = 2000, using a Runge–Kutta second order 

method with a time step dt = 0.01 ms. In the mean-field analysis, 
one takes the limit N → ∞, dt → 0 (see below).
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l t t l t t2 + 1+( ) + 1−( ) 
+ 1+( ) 1−( ) + = 0

E I E II I EE

II EE EI IE

J J

J J J J
	

(26)

As soon as delays are included, the eigenvalues no longer have 
simple analytical expressions. In order to compute the eigenvalues, 
we use the following strategy. The first step is, for a given perturba-
tion in the rate dr

b
(t)elt, to compute the resulting perturbation in 

the average synaptic variables

	 d l d ls t S r t eab ab b
t( ) = ( )( ) 	 (27)

where, for synaptic currents defined by Eqs (4,5),

	
S

e
ab

D

rab sab

ab

( )
( )(

l
lt lt

l

=
+ + )

−

1 1 	
(28)

For l = iv, S behaves as a low-pass filter with an additional delay 
(see Figures 2C,D).

From the perturbation in the individual synaptic variables, we 
can easily compute the perturbation in total average currents to 
neurons in a population

	 d d dI t J s t J s ta aE aE aI aI( ) = ( ) − ( ), 	 (29)

The second step is, from a perturbation in total average cur-
rents, to compute the perturbation in the instantaneous firing rate,

	 d l dlr t e R I ta
t

a a( ) = ( )( ) 	 (30)

where, for the rate model,

	
Ra

RM

a

( )l
lt

=
+

1

1 	
(31)

while for the network of integrate-and-fire neurons (Brunel and 
Hakim, 1999; Brunel et al., 2001)

	

R
r

U
y

U
y

U ya
LIF ma a

ma

t ma r ma

t m

( )

, ,

,
l

t

s lt

lt lt

lt
=

+( )
( ) − ( )

0

1

∂
∂

∂
∂y y

aa r maU y( ) − ( )















,lt

	

(32)

where y
t
 = V

thr
 − (V

rest
 + I

a0
)/s, y

t
 = V

rest
 − (V

rest
 + I

a0
)/s, and

	

U y
e

M y

ye
M

y

y

( , )
( )/

, ,

,

l
l

l

l

l

=
+[ ]

− −



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+ 2




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−

2
2

1 2

1

2

1

2

2

1
2

Γ

Γ

33

2
,−



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2y

	

(33)

where M is a confluent hypergeometric function (Abramowitz and 
Stegun, 1970). The function RLIF is shown in Figure 2 for l = iv. 
This figure shows some of the main qualitative features of RLIF: (i) 
when noise is large, it behaves as a low-pass filter, with a decay at 
high frequency in 1/ ,v  while resonances are present when noise 
is small; (ii) the gain depends markedly on both noise level, and 
mean firing rate.

The last step is to insert Eqs (27,29) in Eq. (30), and to divide 
both sides by elt. Eliminating dr

a
s, we find that the eigenvalues l 

should satisfy

It is sometimes useful to rewrite both equations as follows

	
r

J

X

YE
E

EE

0
0=

1−
1−
1+







m

	
(18)

	
r

J

Y X

YI
E

EI

0
0= +

1+






m

	
(19)

where X and Y measure the strength of feed-forward and feedback 
inhibition, respectively:

	
X

J

J
EI

II

=
1+
a0

	
(20)

	

Y
J J

J J
EI IE

EE II

=
−( ) +( )1 1

	

(21)

and a
0
 is the ratio of the external inputs to the I population, divided 

by the external inputs to the E population, a
0
 = m

I0
/m

E0
. Note that 

in this model X should be smaller than one in order for the E rate 
to be positive.

3.1.2 LIF network
In a network of LIF neurons, the steady-state firing rates are 
given by

	
r Ia a a0 0= ( )Φ

	
(22)

	 I J r J ra a aE a E aI a I0 0 0 0= + −m t t 	 (23)

where Φ
a
(I) is given by

	

Φ

−

−a

ma
s

V

VI

e s ds

( =
1+ ( )( )2

∫
)

1

t p
s

s erfrest

thr

I

I

	

(24)

is the standard current-to-rate transduction function of LIF neu-
rons in the presence of white noise (see, e.g., Siegert, 1951; Amit 
and Tsodyks, 1991).

3.2 Linear stability analysis of the fixed point
We use standard methods to perform the linear stability analysis of 
the fixed points of both rate model (see, e.g., Wilson and Cowan, 
1972; Roxin et al., 2005) and network of integrate-and-fire neurons 
(see, e.g., Abbott and van Vreeswijk, 1993; Brunel and Hakim, 1999; 
Brunel, 2000; Brunel and Hansel, 2006).

The basic idea is to add a small perturbation to the steady-state 
firing rate,

	 r t r r ea a a
t( ) = +0 d l

	 (25)

and to compute the eigenvalues l of the system by solving the 
resulting equations at first order in dr

a
s. Instabilities arise when at 

least one eigenvalue has positive real part.
In the simplest rate model [Eqs (1,2)], the eigenvalues can 

be computed explicitly as a solution to the following quadratic 
equation:
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where in the above equations A
ab

 is given by Eq. (35) in which 
l = iv, and R

a
 is given by Eq. (31) for the rate models, Eq. (32) for 

the network of integrate-and-fire neurons, in which l = iv.

4 Results
4.1 One-population model
It is useful to start by summarizing the dynamics of a network of a 
single population of neurons, before moving to the two-population 
network. In a rate model, the stationary firing rate r

0
 is given by

	
r

J0 =
1−

0m

where m
0
 is the external input, and J is the recurrent coupling (excit-

atory if J > 0, inhibitory if J < 0). In a network of LIF neurons, the 
stationary firing rate r

0
 is given by

	 r Jr0 = + ).Φ(m

Linear stability analysis of the system shows that the eigenvalues 
l satisfy

	 1 = =A JR S( ) ( ) ( )l l l 	 (38)

where R(l) is given by Eq. (31/32) for rate model/network of LIF 
neurons, respectively, and S(l) = 1 for the simplest rate model, and 
is otherwise given by Eq. (28).

When the asynchronous state is stable, the dynamical transfer 
function is

	
r I

R

A1 1 1
( )

( )

( )
v

v

v
=

− 	
(39)

	
1 1= +( ) − −A A A A AEE II II EI IE( ) ( ) ( ) ( ) ( )l l l l l

	
(34)

where

	 A J R Sab ab a ab( ) ( ) ( )l l l= 	
(35)

describes the net effect of the firing rate of population b on popula-
tion a. Note that the three terms in the r.h.s. of Eq. (34) potentially 
lead to three distinct instabilities, mediated by E → E, I → I, or the 
E → I → E feedback loop, respectively.

Note that in the simplest rate model, S
ab

(l) = 1, R
a
(l) is given 

by Eq. (31), and Eq. (34) reduces to Eq. (26).
Equation (34) is solved numerically, using a globally convergent 

Newton routine which tracks the solutions l = a + ib to this equa-
tion, starting from many different initial conditions. Models are 
considered stable only if the routine converges toward negative as 
for any initial condition.

3.3 Dynamical transfer function
Once linear stability of the background state has been checked, 
we can calculate the response of the system when the input has 
an additional oscillatory component. The oscillatory response of 
population firing rates is given by
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Figure 2 | Neuronal (RLIF) and synaptic (S) transfer functions. (A) 
Modulus (amplitude) of RLIF as a function of frequency, for several values of 
the mean firing rate r0 and the amplitude of the noise s. |RLIF| is proportional to 
the slope of the static transfer function at low frequencies, and decays as 
r f m0 /( )s t  at high frequency. It shows resonances at integer multiples of r0 at 
high firing rates and low noise. (B) Argument (phase shift) of the RLIF as a 
function of frequency, for several values of the mean firing rate r0 and the 

amplitude of the noise s. (C) Modulus of S, for ts = 2 ms, tr = 0 ms (full line) 
and ts = 2 ms, tr = 1 ms (dashed line). Note that the modulus is independent 
of the delay. It decreases at high frequency as 1/(fts) when the rise time is 
zero, and 1/(f2tstr) when both rise and decay times are non-zero. (D) 
Argument of S, for three parameter sets: D = 0 ms, ts = 2 ms, tr = 0 ms (full 
line); D = 0 ms, ts = 2 ms, tr = 1 ms (dashed line); and D = 1 ms, ts = 2 ms, 
tr = 1 ms (dotted line).
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for a review). When |J| <  |J
c
|, the effect of inhibitory coupling 

is to suppress the response at low frequencies, which leads to 
an increase in the cut-off frequency (see, e.g., Seung, 2003). In 
the absence of delays, the response of the network is basically 
the response of a low-pass filter. In the presence of a delay, the 
response shows a resonance at a frequency close to the frequency 
of the oscillation at the Hopf bifurcation (see Figures  3B,D, 
blue curves).

4.2 Two-population rate models
4.2.1 Stability of the asynchronous state in the simplest rate model
In the simplest rate model, the eigenvalues of the linear stability 
matrix are given by Eq. (26). From this equation it is easy to com-
pute the conditions the coupling parameters must satisfy on the 
two possible types of instability lines.

A saddle-node bifurcation occurs when l  =  0; this happens 
whenever

	
1 1 0+( ) −( ) + =J J J JII EE EI IE

or equivalently 1 + Y = 0. This instability corresponds to the rate 
instability induced by excitatory feedback onto the excitatory popu-
lation, which is already present in the one-population model. The 
presence of feedback inhibition (as measured by the parameter Y) 
stabilizes the network with respect to this instability.

A Hopf bifurcation occurs when l = iv; this happens whenever

	
t tE II I EE II EE EI IEJ J J J J J1+( ) + 1−( ) = 0 1+( ) 1−( ) + > 0and

This bifurcation is a new feature of the two-population model; 
it depends both on E–E feedback and the E–I feedback loop. The 
two bifurcation lines are shown in Figure 4.

In the absence of coupling, the network firing rate behaves as a 
low-pass filter (see the gray curves in Figure 3), except in the LIF 
network in the small noise regime where resonances appear at the 
single neuron firing frequency (see, e.g., Knight, 1972; Brunel et al., 
2001; Fourcaud and Brunel, 2002; Fourcaud-Trocmé et al., 2003 
and Figure 2 – regime not shown in Figure 3).

In an excitatory network (J >  0), the asynchronous state is 
stable provided J < J

c
 where J

c
 = 1 (rate model), J

c
 = 1/Φ′(Φ−1(r

0
)) 

(LIF network). When J = J
c
, one of the eigenvalues becomes equal 

to zero, signaling the onset of a saddle-node bifurcation. This 
is the much-studied rate instability: because of the excitatory 
feedback, the network cannot maintain its rate at a value r

0
. 

Rather, the rate either decreases to a smaller value (typically 
close to zero), or increases to a larger value (typically close to 
maximal firing rate). When J < J

c
, the effect of excitatory coupling 

is to amplify the response at low frequencies (the much-studied 
amplification effect, see Figure 3, red curves, and Seung, 2003), 
while at the same time slowing down the dynamics (through 
a reduction of the cut-off frequency, see, e.g., Seung, 2003). 
This effect is present in all models, independently of synaptic 
characteristics.

In the simplest inhibitory network (no synaptic time con-
stants), the asynchronous state is always stable. Introducing a 
delay in synaptic transmission leads to an oscillatory instability 
(through a Hopf bifurcation) at a frequency v. In the rate model 
in which no rise and decay times are present, the frequency v 
satisfies the equation tan(vD) = −tv, whose solution is v ∼ p/2D 
when D  t (Roxin et al., 2005; Brunel and Hakim, 2008). This 
instability leads to an oscillation due to delayed inhibitory feed-
back when |J| > |J

c
|, which has been characterized in many dif-

ferent inhibitory network models (see Brunel and Hakim, 2008 

Figure 3 | Dynamics of one-population networks. Amplitude and phase shift 
of the network rate response to an oscillatory input at frequency f. (A) Rate 
model with no delays, t = 10 ms. Gray line: unconnected network (J = 0). Red 
line: excitatory network (J = 0.25). Blue line: inhibitory network (J = −6.5). (B) 
Rate model with a delay, D = 2 ms. Otherwise same parameters as in (A). (C) 

Network of LIF neurons (tm = 10 ms, r0 = 15 Hz, s = 5 mV) with no delay. Lines: 
analytical expression, Eq. (39); Squares: numerical simulations of a network of 
2000 neurons. As in A, gray: unconnected network (J = 0 mV); Red: excitatory 
network (J = 5 mV); Blue: inhibitory network (J = −50 mV). (D) Network of LIF 
neurons with delay D = 2 ms. Other parameters as in (C).
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where ta is the effective time constant of the population a, 
t tE E EEJ= /(1− ), t tI I IIJ= /(1+ ).

In writing Eqs (40,41), we have assumed that a
1
 ≡ m

I1
/m

E1
 is equal 

to a
0
 = m

I0
/m

E0
. This would be the case if both E and I networks 

receive inputs from the same structures. If E and I networks receive 
different types of inputs, then we could in principle have a

1
 ≠ a

0
. 

In this case, we would need to define two effective feed-forward 
parameters X

0
 (strength of “static” feed-forward inhibition) and 

X
1
 (strength of “dynamic” feed-forward inhibition), proportional 

to a
0
 and a

1
, respectively.

4.2.2 Dynamical transfer function in the simplest rate model
For a two-population rate model, the dynamical transfer function 
is given by Eqs (36,37), which can be rewritten for the simplest 
rate model as
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Figure 4 | Qualitative behaviors of the network transfer function in the 
simplest two-population rate model. (A) Behaviors of the amplitude of the E 
network in the JEIJIE − JII plane, for three different values of JEE (indicated at the top 
of the corresponding panels). Red/blue areas show regions in which the 
asynchronous state is unstable due to the rate/Hopf instability, respectively. Above 
the dashed blue line, eigenvalues are real; below the line, they have a non-zero 
imaginary part. Green dashed/dotted lines indicate the boundary of the region in 
which the transfer function is of the low-pass type (above the lines) or resonant 
(below the lines), for different values of X (indicated on left panel). (B) Amplitude vs 
frequency curves, for two representative examples [+: JEE = 1.5, JEIJIE = 6, JII = 7, 
X = 0.5, *: JEE = 1.5, JEIJIE = 7, JII = 1, X = 0.5, both indicated by the corresponding 

symbols in the middle panel of (A)]. Both panels show the amplitude of the 
modulation of the E (red) and I (blue) populations. (C) Behaviors of the phase shift 
between E and I populations. Same conventions as in A except that black dashed/
dotted lines indicate the boundary of the region in which the I population leads the 
E population at all frequencies (above the lines), or the opposite (below the lines), 
again for different values of X (indicated on left panel). (D) Phase vs frequency 
curves for two representative examples [+: JEE = 1.5, JEIJIE = 6, JII = 8, X = 0.5. *: 
JEE = 1.5, JEIJIE = 8, JII = 2, X = 0.5, again indicated by the corresponding symbols 
in the middle panel of (C)]. Both panels show the phase shift of the E (red) and I 
(blue) populations with respect to the input, as well as the phase shift between E 
and I populations (black). In all cases, tE = tI = 10 ms.
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4.3.1 Stability of the asynchronous state
The stability of the asynchronous state can be evaluated by comput-
ing the eigenvalues, i.e., the solutions of Eqs (34,35,28,31). We first 
discuss the stability analysis when synaptic interactions are simply 
described by a delay (i.e., rise and decay times are equal to zero), 
and both E and I populations have the same rate time constant. In 
fact, all the qualitative features of the general case (i.e., with strictly 
positive rise times and decay times, and/or with t

E
 ≠ t

I
) are already 

present in this simplified model.
The main qualitative changes that occur when delays are 

introduced are as follows: (1) there is a new oscillatory instability 
induced by I–I connectivity, which is reached when J

II
 becomes 

strong enough (Brunel and Hakim, 1999; Roxin et al., 2005); (2) 
the oscillatory instability induced by the E–I feedback loop is now 
present at all values of J

EE
. As a result of the new oscillatory insta-

bility, the space of parameters for which the asynchronous state 
is stable is now bounded for any value of J

EE
 (see Figure 5). The 

number of distinct bifurcation lines that form the boundary of 
the region of stability can vary between one and three, depending 
on parameters. First, the rate instability line is only present when 
J

EE
 > 1, as in the simplest rate model without synaptic time con-

stant. Second, there can be either one or two distinct oscillatory 
instability lines, depending on the relative values of the excitatory 
and inhibitory delays, D

E
 and D

I
.

When D
E
 > D

I
, there exist two distinct instability lines, character-

izing the I–I and E–I scenarios; these two lines cross at some point 
in the J

II
 − J

EI
J

IE
 plane (see Figures 5A,B). The frequencies of the 

corresponding instabilities remain well separated. The frequency 
of the I–I instability is generically higher than the frequency of the 
E–I instability, since the I–I induced-oscillations involve only two 
synapses from peak to peak (increase in I rate leads to a decrease 
in I rate due to I feedback, which in turn leads to the next increase 
in I rate), while E–I induced-oscillations involve four synapses (E 
rate increases, leading to an increase in I rate, leading to a decrease 
in E rate, then decrease in I rate, followed by the next increase in E 
rate). For example, for the parameters of Figure 5A, I–I instability 
leads to frequencies in the 150 to 200-Hz range, while E–I instability 
leads to frequencies which are in the 10 to 80-Hz frequency range. 
When D

E
 = D

I
, the two instability lines meet at a cusp; at this point 

the frequencies of the two instabilities become equal (Figure 5C). 
Finally, when D

E
 < D

I
 there is a single oscillatory instability line, 

smoothly connecting the “pure” I–I and “pure” E–I scenarios in the 
J

II
 − J

EI
J

IE
 plane (Figure 5F). In this case the frequency decreases 

smoothly along the line as the J
II
/J

EI
J

IE
 ratio is decreased. As a result, 

the region of stability of the asynchronous state exhibits either a 
triangular shape, when D

E
 ≥ D

I
 (see Figures 5B,F) or a D shape, 

when D
E
 < D

I
 (see Figure 5F).

4.3.2 Dynamical transfer function
The next step is to compute the dynamical transfer function, Eqs 
(36,37). We show in Figure 5 how the qualitative shape of this 
transfer function depends synaptic parameters and on the con-
nectivity strengths. In the vicinity of the rate instability, the trans-
fer function has either low-pass characteristics (black regions in 
Figure 5, see a representative transfer function in Figure 5G), or 
shows a trough followed by a resonant peak, when the system is 

We focus here on two quantities: the amplitude of the excita-
tory transfer function |r

EI
(v)|, and the phase shift between the two-

populations, ∆Φ
EI

(v). In this model, it is easy to show (see Appendix) 
that the amplitude of the transfer function can have only two quali-
tatively different behaviors: (i) a monotonically decaying function of 
the frequency v (“low-pass” behavior – see, e.g., Figure 4B, panel with 
the cross); or (ii) a function that first increases with frequency, peaks 
at a finite frequency, and then decays toward zero at high frequen-
cies (see Figure 4B, panel with the star). Note that in the rate model 
the amplitude of the response does not depend on r

a0
. Therefore 

the examples in the Figures 4, 5, and 6 are shown with amplitudes 
normalized by r

a1
(f = 0) and not r

a0
. The regions where both types 

of behaviors occur are shown in the plane of couplings involving the 
inhibitory network (self-inhibitory coupling J

II
 vs strength of EI loop 

J
EI

J
IE

), for different values of J
EE

, in Figure 4A. We see that strong values 
of J

II
 tend to favor low-pass behavior, while strong values of J

EI
J

IE
 tend 

to favor resonant behavior. Close to the saddle-node bifurcation, the 
transfer function is low-pass, with a zero-frequency response that 
diverges on the bifurcation line. Close to the Hopf bifurcation, the 
transfer function is resonant, with a peak that diverges on the bifurca-
tion line, at the frequency of the oscillation that appears on the line.

The boundary separating the two regions depends on the strength 
of feed-forward inhibition X: the larger X, the more pronounced the 
resonant behavior. This is because feed-forward inhibition tends to 
suppress inputs at low frequencies. In fact, feed-forward inhibition 
can create a resonance even in the absence of feedback E–I coupling 
(see Figure 4A, case where J

EE
 = 0). In the limit X → 1, the resonant 

behavior becomes present in the whole stable region. Note also that 
the presence of a resonance is not equivalent to the presence of 
complex eigenvalues of the linear stability analysis, as happens in 
a two-variable single neuron model (Richardson et al., 2003): the 
network can be resonant in the absence of complex eigenvalues, 
and conversely, the network can be low-pass in the presence of such 
complex eigenvalues.

Another quantity of interest is the phase shift between excita-
tory and inhibitory populations. In this model, one can show (see 
Appendix for details) that again only two qualitatively different 
behaviors can occur: (i) the excitatory population leads the inhibi-
tory population at all frequencies f (see, e.g., Figure 4D, panel with 
the cross); or (ii) the opposite occurs and the inhibitory population 
leads the excitatory population at all f (see, e.g., Figure 4D, panel 
with the star). The regions where both types of behavior occur are 
shown in the plane of couplings involving the inhibitory network 
(self-inhibitory coupling J

II
 vs strength of EI loop J

EI
J

IE
), for different 

values of J
EE

, in Figure 4C. Close to the rate instability, inhibition 
tends to lead excitation, while the opposite occurs close to the Hopf 
bifurcation. Note that for all parameters, the phase shift between 
the two-populations tends to zero in both f → 0 and f → ∞ limits, 
and that it reaches a maximum at some finite value. In the reso-
nant region, this value is close to the location of the resonant peak 
(compare Figures 4B,D, panels with the star).

4.3 Rate model with non-zero synaptic time constants
How are the dynamics modified when the synaptic time scales are 
taken into account in the rate model? We show here that new behav-
iors emerge, due to the presence of delays in synaptic interactions.
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Figure 5 | Qualitative behaviors of the rate model with delays, for 
tE = tI = 10 ms, JEE = 1.5. (A,B) DE = 2 ms, DI = 1 ms, (C,D) DE = DI = 1.5 ms; 
(E,F) DE = 1 ms, DI = 2 ms. (A,C,E) frequency of the oscillatory instability on the 
bifurcation lines, as a function of JEIJIE. (B,D,F) behaviors of the gain of the E 
network in the JEIJIE − JII plane for three different values of X (indicated at the top 
of the corresponding panels). White areas show regions in which the 
asynchronous state is unstable due to the rate or Hopf instabilities, shown as 
black lines. The stable region is subdivided in regions of different colors, 

indicating qualitatively different behaviors of the E transfer function. Colors 
indicate the number of extrema at non-zero frequencies of the amplitude vs 
frequency curve (0: black, 1: green, 2: red, 3: orange, 4: yellow). (G) 
Representative transfer functions (top: amplitude; bottom: phase) for each of the 
regions. From left to right, JEIJIE = 5, 18, 23, 80, 19; JII = 5, 4, 15.5, 14, 7. Symbols 
on the top left of the amplitude plots refer to the location of the network 
parameters in (B,F). Black dots on top of the red curves indicate the location of 
the extrema.
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The transfer functions can also be classified according to the 
behavior of the phase shift between excitatory and inhibitory popu-
lations. The main new behavior introduced by the presence of syn-
aptic delays is that it is now possible for the phase shift to change 
sign when the frequency is increased. This leads to a larger number 
of qualitatively different behaviors for the phase shift. Some of the 
typical behaviors of the phase shift are represented in Figure 5G. 
Note in particular that resonances are associated with sharp changes 
in the phase shift. Close to the E–I instability line, the E population 
leads the I population at the corresponding resonant frequency.

The behavior of a model with t
E
 ≠ t

I
 is qualitatively very similar 

to the one of the model with t
E
 = t

I
. The main difference is that the 

transition between the 1 Hopf and 2 Hopf bifurcation behaviors 
no longer occurs at D

E
 = D

I
, but for slightly different values of the 

delays. For example, for t
E
 = 20 ms, t

I
 = 10 ms, and D

E
 = 1.5 ms, 

the transition between both behaviors occurs at D
I
 ∼ 1.55 ms.

4.3.3 Behavior of the model with finite rise and decay times
A similar analysis can be performed for the rate model with 
finite delay, rise, and decay times. The qualitative behaviors of 
the transfer function in the region of stability of the asynchro-
nous state are shown in Figure 6. This figure shows that the same 
types of behaviors are observed as in Figure 5. At the quantita-
tive level, the frequencies of the instabilities are reduced by the 
presence of finite rise/decay times (compare Figures 6A,C with 

close to the I–I instability (red region in Figure 5, see a representa-
tive transfer function in Figure 5G). In the vicinity of the Hopf 
bifurcation lines, the transfer function always exhibits resonant 
peaks, but in qualitatively different ways. There can be a single 
resonant peak – the typical situation when the stability region 
is D-shaped, i.e., there is a single bifurcation line (see green, red, 
and yellow regions in Figure 5, and the corresponding transfer 
functions in Figure 5G). Note that in the yellow region, there is a 
second peak in the transfer function at a frequency which is larger 
than the one of the resonant peak, but its magnitude is always small 
compared to the amplitude of the other peak. Alternatively, there 
can be two separate resonant peaks, typically when the stability 
region is triangular, i.e., with two separate bifurcation lines, with 
two separate frequencies (see orange regions in Figure 5B, and the 
transfer function in Figure 5G), and the network is close to the 
intersection between the two lines. The frequency of the resonant 
peaks is close to the frequency of the corresponding instabilities. 
For parameters of Figure 5, the resonant frequency is typically 
in the gamma range when the system is close to the E–I bifurca-
tion line, while it is typically very high (more than 100 Hz) when 
the system is close to the I–I line. As in the simplest rate model, 
the boundary between the different regions also depends on the 
strength of feed-forward inhibition: in particular, the pure low-
pass region tends to disappear as X increases, since a high value 
of X decreases the response at low frequencies.

Figure 6 | Qualitative behaviors of the rate model with non-zero 
delays, rise, and decay times (tsEE = tsEI = 2 ms, tsIE = tsII = 5 ms, and 
trEE = trEI = trIE = tsII = 1 ms). Other parameters: tE = 20 ms, tI = 10 ms, JEE = 1.5. 
(A) Frequency of the oscillatory instabilities as a function of JEIJIE for DE = 2 ms, 
DI = 1 ms. (B) Stability region of the asynchronous state in the JEIJIE − JII plane, 

and qualitative behaviors of the E transfer function for DE = 2 ms, DI = 1 ms, and 
three values of X (same color codes as in Figure 5). (C) Frequency of the 
oscillatory instability for DE = 1 ms, DI = 2 ms. (D) Stability region of the 
asynchronous state, and qualitative behaviors of the E transfer function for 
DE = 1 ms, DI = 2 ms, and three values of X (same color codes as in Figure 5).
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In Eqs (42,43), we see that these parameters are now governed 
by “effective coupling strengths,” where the coupling strength J

ab
 is 

multiplied by the gain of the transfer function of the pre-synaptic 
population ′Φb  at the corresponding firing rate.

To compare the LIF network with the rate model, we then modu-
lated independently the sinusoidal inputs to the E and I popula-
tions, but with a ratio between amplitudes taken in order to keep the 
feed-forward inhibition parameter X constant in each plot. Synaptic 
parameters was taken to be identical to the rate model. Figure 7 
shows that, qualitatively, the LIF network behaves essentially as 
the rate model. There are of course quantitative differences due to 
the fact the transfer function of the LIF neuron is different from 
that of the rate model. Importantly, the high frequency behavior 
is different, with a 1/ f  decay of the gain, and a phase shift of 45° 
at high frequencies in the LIF model, as already mentioned above.

4.4.2 Dependence of the network transfer function on external inputs
In the LIF model, the single-cell transfer function RLIF depends 
on the inputs to the network. In particular, changing the overall 
firing rate alters the static gain of the transfer function Φ, which 
changes the effective coupling strengths and in turn the effective 
feed-forward and feedback inhibition parameters.

Figure 8 shows an example of a network where an increased 
input to both populations led to qualitative changes of the network 
transfer function. The coupling strengths were chosen such that 
when the external inputs to both populations increase, the firing 
rates of both populations first increase. Then, inhibition becomes 
strong enough to reduce excitatory rates even with the increased 
external inputs. Interestingly, this leads to a feed-forward parameter 
X larger than one. The network transfer function goes through a 
number of changes as the external inputs are varied: at low input 
strength/low rates, the transfer function is low-pass, due to the fact 
that the gain of single neuron f–I curves is small, and hence effective 
coupling strengths are small. When the inputs increase, the slopes of 
the transfer functions increase, and therefore the effective couplings 
increase. This leads to a resonant transfer function, due to feedback 
between E and I populations. Finally, when the inputs increase 
further, the E rate reaches a peak and then decreases with increased 
inputs. This leads to a major change of the response to external 
inputs: the E and I populations are now in antiphase for slowly 
varying inputs (see Figure 8D). This is due to the fact that X > 1. 
When X = 1, then the phase shift between the two-populations is 
90°, as shown by Figure 8D. In both cases, the phase shift between 
the two-populations decreases with frequency, and goes to zero in 
the high frequency limit.

A qualitative change in network transfer function with increas-
ing external input is a feature that is not present in a rate model with 
threshold-linear static transfer function, but it can be obtained using 
a suitable non-linear transfer function. In particular, Figure 8D 
shows when one uses a rate model with the static transfer function 
of the LIF neuron, Eq. (24), one obtains network transfer functions 
which are very similar to the LIF network.

4.4.3 Dependence of the network transfer function on external noise
The single-cell transfer function also depends on the magnitude of 
external noise, as shown by Figure 2. In particular, as was character-
ized in a number of previous studies (Knight, 1972; Brunel et al., 

Figures 5A,E). This decrease in frequency is stronger for the I–I 
instability. Consequently, the two possible resonant frequencies are 
now much closer than in the case in which only delays are present, 
which decreases the size of the region in which both resonances are 
observed (compare orange regions in Figures 5 and 6). Another 
quantitative difference is that phase differences between E and I 
populations tend to be smaller.

4.4 Network of LIF neurons
The same analysis can be performed for a network of LIF neurons, 
as outlined in Section 3.2. Interestingly, the stability analysis of the 
asynchronous state revealed the same types of instabilities as in 
the rate model with synaptic time constants, i.e., a rate instability 
(mostly governed by E–E interactions), and two types of oscillatory 
instabilities (governed by E–I or I–I interactions). As in the rate 
model, the two types of oscillatory instabilities merge smoothly in 
the space of synaptic connection strengths if D

E
 < D

I
, while they 

remain disjoint if D
E
 = D

I
. There are however a few qualitative dif-

ferences between the two models:

•	 The high frequency behavior of the LIF model is different 
from the rate model: the amplitude of the response decays as 
1/ f , and the phase shifts go to p/4, in the LIF network, as 
compared to a 1/f decay with a phase shift of p/2 in the rate 
model (see Section 5)

•	 In the LIF network, the single neuron transfer function 
depends both on its average inputs (and therefore its average 
firing rate) and on the level of noise. As a consequence, the 
network transfer function changes as a function of both mean 
and variance of the external inputs.

In this section we first show how the qualitative behaviors of 
the LIF network compare with those of the rate model (at fixed 
mean firing rate and level of noise), and then show how external 
inputs can qualitatively change the network transfer function in 
the LIF network. This property is not present in a rate model with 
threshold-linear static transfer function, but can be reproduced 
with a suitable non-linearity in the static transfer function.

4.4.1 Comparison between LIF network and rate model
Figure 7 shows the behaviors of the transfer function of the LIF 
network in strong noise regime (s = 5 mV). To make an explicit 
comparison with the rate model, we choose to fix the firing rates 
of E and I populations to specific values (10 Hz and 30 Hz, respec-
tively), independently of the matrix of coupling. This means that 
on any point of the phase diagrams showed in Figure 7 the external 
inputs must be computed such that the network has the required 
mean firing rates. We also need to generalize the definition of the 
feed-forward and feedback inhibition parameters to the LIF net-
work. A natural generalization is
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Figure 7 | Qualitative behaviors of the network of LIF neurons. 
Synaptic time constants are the same as in Figure 6. Color codes as in 
Figure 5. In all cases, rE0 = 10 Hz, rI0 = 30 Hz and mE1 = 1 mV, tmE = 20 ms, 
tmI = 10 ms, JEE = 25 mV. (A) Frequency of the oscillatory instabilities for 
DE = 2 ms, DI = 1 ms. (B) Stability region of the asynchronous state, and 
qualitative behaviors of the E transfer function for DE = 2 ms, DI = 1 ms, and 
three values of X. (C) Frequency of the oscillatory instability for DE = 1 ms, 

DI = 2 ms. (D) Stability region of the asynchronous state, and qualitative 
behaviors of the E transfer function for DE = 1 ms, DI = 2 ms, and three 
values of X. (E) Representative transfer functions of each behavior. Lines: 
analytical expressions, Eqs (36,37). Squares: numerical simulations of a 
network of 2000 excitatory neurons and 500 inhibitory neurons. From left to 
right: JEIJIE = 600, 1300, 2000, 8000, 1100 mV and JII = 20, 30, 100, 
150, 40 mV.

2001; Fourcaud and Brunel, 2002; Fourcaud-Trocmé et al., 2003), 
the single-cell transfer function exhibits pronounced resonances 
at integer multiples of the single-cell firing rate at low noise, while 
these resonances disappear at high noise and the transfer function 
becomes low-pass.

This qualitative change in the single-cell transfer func-
tion affects the network behavior, as seen in Figure  9, which 
shows the qualitative behaviors of the network transfer func-
tion as a function of a parameter g measuring the ratio between 

inhibitory and excitatory connection strengths (i.e., we choose 
J

II
 = J

EI
 = gJ

EE
 = gJ

IE
), and the strength of external inputs. Parameters 

are chosen such that the network can potentially have a double 
resonance, due to E–I feedback coupling and I–I coupling, respec-
tively (the orange region on the plots). The top graphs show the 
“phase diagram” in the high noise regime (s = 5 mV) that has been 
explored so far. We see that the asynchronous state is stable in a 
finite range of external inputs. As the external inputs increase, the 
network transfer function develops a single or several resonances, 
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Figure 8 | External inputs can change qualitatively the network transfer 
function. Parameters of the network are mE1 = 1 mV, tmE = 20 ms, tmI = 10 ms, 
synaptic time constants as in Figure 6B, JEE = 25 mV, JEIJIE = 6400 mV, 
JII = 70 mV. (A) Firing rate of E (red) and I (blue) populations as a function of 
external input. (B) Feed-forward inhibition parameter X as a function of mE0. (C) 
Feedback inhibition parameter Y as a function of mE0. (D) Network transfer 

functions for three different values of mE0, indicated by the corresponding 
symbols in (A–C). From left to right panel, mE0 = 10, 17.4, 30 mV, corresponding 
to X = 0.2, 1, 1.2, rE0 = 0.9, 2.8, 1.7 Hz and rI0 = 0.3, 4.3, 12.3 Hz. Solid lines: 
analytical expressions for the LIF network, Eqs (36,37). Squares: numerical 
simulations of the LIF network. Dashed lines : analytical expressions for a rate 
model with a LIF static transfer function.

depending on the value of g. Above a critical value of the external 
inputs the asynchronous state destabilizes due to a Hopf bifurca-
tion, as in Brunel (2000).

The other two graphs show how the picture is modified when 
the level of external noise decreases. There are two main effects: 
first, the region of stability of the asynchronous state becomes 
smaller, as expected from previous studies in purely inhibitory 
networks (Brunel and Hakim, 1999; Brunel and Hansel, 2006); 
second, qualitatively new behaviors of the network transfer 

function emerge. In particular, the network can develop a new 
resonance which is associated with the single-cell resonance (see 
Figures 9D,F).

5 Discussion
In this paper, we have investigated how the transfer function of 
an E–I network is controlled by its connectivity and the temporal 
parameters of its synapses. We have shown that a two-population 
rate model, as well as a fully connected network of excitatory 
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and inhibitory integrate-and-fire neurons, exhibit many qualita-
tively different behaviors, from low-pass to multiple resonances. 
Resonance phenomena appear generically in both models provided 
inhibition is sufficiently strong. With realistic synaptic currents, 
oscillatory instabilities can arise due both to the E–I feedback loop 
and to the I–I connectivity. Close to these instabilities, a single or 
double resonance can appear, depending on synaptic parameters. 
We have also shown that for a given level of external input, and in a 

high noise regime, the behaviors of the network transfer function of 
LIF networks is qualitatively similar to the rate models with identi-
cal synaptic dynamics. However, an important difference is that in 
the network of LIF neurons the transfer function depends on the 
level of external inputs, and external noise. In a rate model with 
a threshold-linear transfer function, the “single-cell” dynamical 
transfer function is independent of the input. If a sigmoidal static 
transfer function had been used instead of the threshold-linear 

Figure 9 | Network transfer functions of LIF model depend on external 
noise. (A) Qualitative behaviors of the E transfer function in the g − mE,0/
(Vthr − Vrest) plane for s = 5 mV. Same color codes as in the Figure 7, with a new 
region (with five extrema – three maxima and two minima, in brown). Dotted 
lines are iso-excitatory firing rate lines. Dashed line indicates where the input 
current is equal to the firing threshold. (B) Representative transfer function in 
the yellow region [see + sign in (A)]. Full lines: analytical expressions, Eqs 

(36,37). Squares: numerical simulations of a network of 8000 excitatory neurons 
and 2000 inhibitory neurons. (C) Same as A, but with s = 3 mV. (D) 
Representative transfer function in the brown region in (C). (E) Same as A, but 
with s = 1 mV. (F) Representative transfer function in the brown region in E. In 
all cases, a = 1, mE1 = 1 mV (except case F where mE1 = 0.5 mV), JEE = 75 mV. 
Same time constants as in Figure 6. For (B,D,F) respectively: s = 5, 3, 1 mV, 
rE0 = 11.4, 8.8, 5.9 Hz and rI0 = 22.8, 17.7, 11.8 Hz.
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Analytical results for the rate model with delay
In the rate model with finite delays but zero rise and decay times, 
Eq. (34) becomes
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or equivalently
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We first consider the case t
E
 ≠ t

I
 and/or D

E
 ≠ D

I
. Eqs (52,53) give
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Thus, bifurcation lines can be obtained parametrically by vary-
ing v and plotting the resulting values of J

II
 and J

EI
J

IE
.

In the case D
E
 = D

I
 = D and t

E
 = t

I
 = t, there is a solution 

to Eqs (52,53) which is simply sin(vD) + vt cos(vD) = 0, i.e., 
tan(vD) = −vt. Solving this equation gives the frequency of the 
I–I instability, which occurs when
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Numerical procedure for the phase diagrams in Figures 5, 6, 7, 
and 9
In the rate models with delay and the LIF model, the whole region 
where the asynchronous state is stable is discretized. On each point 
of the resulting grid, the number of extrema in the amplitude of 
the excitatory transfer function is counted in the interval 0–500 Hz. 
The color of the corresponding location then encodes the number 
of extrema in this interval, as described in the figure legends.

Appendix
Analytical results for the simplest rate model
Qualitative behaviors of the amplitude of the excitatory transfer 
function
Using Eq. (40), the amplitude of the modulation of the excitatory 
population can be written as
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The derivative of Eq. (44) with respect to v is therefore
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where Q is a second order polynomial in v2,
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From Eq. (45) it is clear that for v > 0, |r
E,1

|′(v) = 0 implies 
Q(v) = 0. Q is an increasing function of v2 and therefore can have 
either 0 or 1 zeros. It has a zero at a strictly positive frequency if 
and only if
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If this condition is satisfied, |r
E,1

| is an increasing function of 
v for small v, reaches a maximum at the frequency v

0
 given by
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and then decays monotonically with frequency. If this condition is 
not satisfied |r

E,1
| is a monotonically decaying function of frequency.

Qualitative behaviors of the phase difference between E and I
The phase shift between E and I populations can be obtained from 
Eq. (40):
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The difference of these two arctangent functions is either posi-
tive at all frequencies, or only negative. The phase shift is positive 
(excitatory population leads the inhibitory one) when

	
 t tI EX Y X X( + ) − (1− ) > 0 	 (50)

and negative (inhibitory population leads the excitatory one) 
otherwise.
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