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Neurophysiological evidence for invariant representations of objects and faces in the pri-
mate inferior temporal visual cortex is described. Then a computational approach to how
invariant representations are formed in the brain is described that builds on the neuro-
physiology. A feature hierarchy model in which invariant representations can be built by
self-organizing learning based on the temporal and spatial statistics of the visual input pro-
duced by objects as they transform in the world is described. VisNet can use temporal
continuity in an associative synaptic learning rule with a short-term memory trace, and/or
it can use spatial continuity in continuous spatial transformation learning which does not
require a temporal trace. The model of visual processing in the ventral cortical stream can
build representations of objects that are invariant with respect to translation, view, size, and
also lighting. The model has been extended to provide an account of invariant representa-
tions in the dorsal visual system of the global motion produced by objects such as looming,
rotation, and object-based movement. The model has been extended to incorporate top-
down feedback connections to model the control of attention by biased competition in, for
example, spatial and object search tasks.The approach has also been extended to account
for how the visual system can select single objects in complex visual scenes, and how
multiple objects can be represented in a scene. The approach has also been extended to
provide, with an additional layer, for the development of representations of spatial scenes
of the type found in the hippocampus.

Keywords: VisNet, invariance, face recognition, object recognition, inferior temporal visual cortex, trace learning
rule, hippocampus, spatial scene representation

1. INTRODUCTION
One of the major problems that is solved by the visual system in
the cerebral cortex is the building of a representation of visual
information which allows object and face recognition to occur rel-
atively independently of size, contrast, spatial-frequency, position
on the retina, angle of view, lighting, etc. These invariant rep-
resentations of objects, provided by the inferior temporal visual
cortex (Rolls, 2008b), are extremely important for the operation
of many other systems in the brain, for if there is an invari-
ant representation, it is possible to learn on a single trial about
reward/punishment associations of the object, the place where
that object is located, and whether the object has been seen
recently, and then to correctly generalize to other views, etc. of
the same object (Rolls, 2008b). The way in which these invariant
representations of objects are formed is a major issue in under-
standing brain function, for with this type of learning, we must
not only store and retrieve information, but we must solve in
addition the major computational problem of how all the differ-
ent images on the retina (position, size, view, etc.) of an object
can be mapped to the same representation of that object in the
brain. It is this process with which we are concerned in this
paper.

In Section 2 of this paper, I summarize some of the evi-
dence on the nature of the invariant representations of objects

and faces found in the inferior temporal visual cortex as shown
by neuronal recordings. A fuller account is provided in Memory,
Attention, and Decision-Making, Chapter 4 (Rolls, 2008b). Then
I build on that foundation a closely linked computational the-
ory of how these invariant representations of objects and faces
may be formed by self-organizing learning in the brain, which
has been investigated by simulations in a model network, VisNet
(Rolls, 1992, 2008b; Wallis and Rolls, 1997; Rolls and Milward,
2000).

This paper reviews this combined neurophysiological and com-
putational neuroscience approach developed by the author which
leads to a theory of invariant visual object recognition, and relates
this approach to other research.

2. INVARIANT REPRESENTATIONS OF FACES AND
OBJECTS IN THE INFERIOR TEMPORAL VISUAL CORTEX

2.1. PROCESSING TO THE INFERIOR TEMPORAL CORTEX IN THE
PRIMATE VISUAL SYSTEM

A schematic diagram to indicate some aspects of the processing
involved in object identification from the primary visual cor-
tex, V1, through V2 and V4 to the posterior inferior temporal
cortex (TEO) and the anterior inferior temporal cortex (TE) is
shown in Figure 1 (Rolls and Deco, 2002; Rolls, 2008b; Blumberg
and Kreiman, 2010; Orban, 2011). The approximate location of
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these visual cortical areas on the brain of a macaque monkey is
shown in Figure 2, which also shows that TE has a number of
different subdivisions. The different TE areas all contain visually
responsive neurons, as do many of the areas within the cortex in
the superior temporal sulcus (Baylis et al., 1987). For the pur-
poses of this summary, these areas will be grouped together as
the anterior inferior temporal cortex (IT), except where otherwise
stated.

The object and face-selective neurons described in this paper
are found mainly between 7 and 3 mm posterior to the sphe-
noid reference, which in a 3–4 kg macaque corresponds to

approximately 11–15 mm anterior to the interaural plane (Baylis
et al., 1987; Rolls, 2007a,b, 2008b). For comparison, the “middle
face patch” of Tsao et al. (2006) was at A6, which is probably
part of the posterior inferior temporal cortex (Tsao and Liv-
ingstone, 2008). In the anterior inferior temporal cortex areas
we have investigated, there are separate regions specialized for
face identity in areas TEa and TEm on the ventral lip of the
superior temporal sulcus and the adjacent gyrus, for face expres-
sion and movement in the cortex deep in the superior tem-
poral sulcus (Baylis et al., 1987; Hasselmo et al., 1989a; Rolls,
2007b), and separate neuronal clusters for objects (Booth and

FIGURE 1 | Convergence in the visual system. Right – as it occurs
in the brain. V1, visual cortex area V1; TEO, posterior inferior temporal
cortex; TE, inferior temporal cortex (IT). Left – as implemented in

VisNet. Convergence through the network is designed to provide
fourth layer neurons with information from across the entire input
retina.

FIGURE 2 | Lateral view of the macaque brain (left hemisphere) showing the different architectonic areas (e.g.,TEm,TEa) in and bordering the anterior
part of the superior temporal sulcus (STS) of the macaque (see text). The STS has been drawn opened to reveal the cortical areas inside it, and is
circumscribed by a thick line.
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Rolls, 1998; Kriegeskorte et al., 2008; Rolls, 2008b). A possi-
ble way in which VisNet could produce separate representations
of face identity and expression has been investigated (Tromans
et al., 2011). Similarly, in humans there are a number of sepa-
rate visual representations of faces and other body parts (Spiridon
et al., 2006; Weiner and Grill-Spector, 2011), with the clustering
together of neurons with similar responses influenced by the self-
organizing map processes that are a result of cortical design (Rolls,
2008b).

2.2. TRANSLATION INVARIANCE AND RECEPTIVE FIELD SIZE
There is convergence from each small part of a region to the suc-
ceeding region (or layer in the hierarchy) in such a way that the
receptive field sizes of neurons (for example, 1˚ near the fovea in
V1) become larger by a factor of approximately 2.5 with each suc-
ceeding stage. (The typical parafoveal receptive field sizes found
would not be inconsistent with the calculated approximations
of, for example, 8˚ in V4, 20˚ in TEO, and 50˚ in inferior tem-
poral cortex Boussaoud et al., 1991; see Figure 1). Such zones
of convergence would overlap continuously with each other (see
Figure 1). This connectivity provides part of the basis for the
fact that many neurons in the temporal cortical visual areas
respond to a stimulus relatively independently of where it is in
their receptive field, and moreover maintain their stimulus selec-
tivity when the stimulus appears in different parts of the visual
field (Gross et al., 1985; Tovee et al., 1994; Rolls et al., 2003).
This is called translation or shift invariance. In addition to hav-
ing topologically appropriate connections, it is necessary for the
connections to have the appropriate synaptic weights to perform
the mapping of each set of features, or object, to the same set
of neurons in IT. How this could be achieved is addressed in
the computational neuroscience models described later in this
paper.

2.3. REDUCED TRANSLATION INVARIANCE IN NATURAL SCENES, AND
THE SELECTION OF A REWARDED OBJECT

Until recently, research on translation invariance considered the
case in which there is only one object in the visual field. What
happens in a cluttered, natural, environment? Do all objects that
can activate an inferior temporal neuron do so whenever they are
anywhere within the large receptive fields of inferior temporal neu-
rons (Sato, 1989; Rolls and Tovee, 1995a)? If so, the output of the
visual system might be confusing for structures that receive inputs
from the temporal cortical visual areas. If one of the objects in the
visual field was associated with reward, and another with punish-
ment, would the output of the inferior temporal visual cortex to
emotion-related brain systems be an amalgam of both stimuli? If
so, how would we be able to choose between the stimuli, and have
an emotional response to one but not perhaps the other, and select
one for action and not the other (see Figure 3).

To investigate how information is passed from the inferior
temporal cortex (IT) to other brain regions to enable stimuli
to be selected from natural scenes for action, Rolls et al. (2003)
analyzed the responses of single and simultaneously recorded IT
neurons to stimuli presented in complex natural backgrounds. In
one situation, a visual fixation task was performed in which the
monkey fixated at different distances from the effective stimulus.

FIGURE 3 | Objects shown in a natural scene, in which the task was to
search for and touch one of the stimuli. The objects in the task as run
were smaller. The diagram shows that if the receptive fields of inferior
temporal cortex neurons are large in natural scenes with multiple objects
(in this scene, bananas, and a face), then any receiving neuron in structures
such as the orbitofrontal cortex and amygdala would receive information
from many stimuli in the field of view, and would not be able to provide
evidence about each of the stimuli separately.

In another situation the monkey had to search for two objects
on a screen, and a touch of one object was rewarded with juice,
and of another object was punished with saline (see Figure 3 for
a schematic overview and Figure 30 for the actual display). In
both situations neuronal responses to the effective stimuli for the
neurons were compared when the objects were presented in the
natural scene or on a plain background. It was found that the
overall response of the neuron to objects was sometimes some-
what reduced when they were presented in natural scenes, though
the selectivity of the neurons remained. However, the main finding
was that the magnitudes of the responses of the neurons typically
became much less in the real scene the further the monkey fixated
in the scene away from the object (see Figures 4 and 31 and Section
5.8.1).

It is proposed that this reduced translation invariance in natural
scenes helps an unambiguous representation of an object which
may be the target for action to be passed to the brain regions
that receive from the primate inferior temporal visual cortex. It
helps with the binding problem, by reducing in natural scenes
the effective receptive field of inferior temporal cortex neurons to
approximately the size of an object in the scene. The computa-
tional utility and basis for this is considered in Section 5.8 and
by Rolls and Deco (2002), Trappenberg et al. (2002), Deco and
Rolls (2004), Aggelopoulos and Rolls (2005), and Rolls and Deco
(2006), and includes an advantage for what is at the fovea because
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of the large cortical magnification of the fovea, and shunting inter-
actions between representations weighted by how far they are from
the fovea.

These findings suggest that the principle of providing strong
weight to whatever is close to the fovea is an important princi-
ple governing the operation of the inferior temporal visual cortex,
and in general of the output of the ventral visual system in natural
environments. This principle of operation is very important in
interfacing the visual system to action systems, because the effec-
tive stimulus in making inferior temporal cortex neurons fire is in
natural scenes usually on or close to the fovea. This means that the
spatial coordinates of where the object is in the scene do not have
to be represented in the inferior temporal visual cortex, nor passed
from it to the action selection system, as the latter can assume that
the object making IT neurons fire is close to the fovea in natural
scenes. Thus the position in visual space being fixated provides
part of the interface between sensory representations of objects
and their coordinates as targets for actions in the world. The small
receptive fields of IT neurons in natural scenes make this possible.
After this, local, egocentric, processing implemented in the dorsal
visual processing stream using, e.g., stereodisparity may be used to
guide action toward objects being fixated (Rolls and Deco, 2002).

The reduced receptive field size in complex natural scenes also
enables emotions to be selective to just what is being fixated,
because this is the information that is transmitted by the firing
of IT neurons to structures such as the orbitofrontal cortex and
amygdala.

There is an important comparison to be made here with some
approaches in engineering in which attempts are made to analyze a
whole visual scene at once. This is a massive computational prob-
lem, not yet solved in engineering. It is very instructive to see that
this is not the approach taken by the (primate and human) brain,
which instead analyses in complex natural scenes what is close to

FIGURE 4 | Firing of a temporal cortex cell to an effective stimulus
presented either in a blank background or in a natural scene, as a
function of the angle in degrees at which the monkey was fixating
away from the effective stimulus. The task was to search for and touch
the stimulus. (After Rolls et al., 2003.)

the fovea, just massively reducing the computational including fea-
ture binding problems. The brain then deals with a complex scene
by fixating different parts serially, using processes such as bottom-
up saliency to guide where fixations should occur (Itti and Koch,
2000; Zhao and Koch, 2011).

Interestingly, although the size of the receptive fields of inferior
temporal cortex neurons becomes reduced in natural scenes so
that neurons in IT respond primarily to the object being fixated,
there is nevertheless frequently some asymmetry in the receptive
fields (see Section 5.9 and Figure 35). This provides a partial solu-
tion to how multiple objects and their positions in a scene can be
captured with a single glance (Aggelopoulos and Rolls, 2005).

2.4. SIZE AND SPATIAL-FREQUENCY INVARIANCE
Some neurons in the inferior temporal visual cortex and cortex in
the anterior part of the superior temporal sulcus (IT/STS) respond
relatively independently of the size of an effective face stimulus,
with a mean size-invariance (to a half maximal response) of 12
times (3.5 octaves; Rolls and Baylis, 1986). An example of the
responses of an inferior temporal cortex face-selective neuron to
faces of different sizes is shown in Figure 5. This is not a property
of a simple single-layer network (see Figure 7), nor of neurons
in V1, which respond best to small stimuli, with a typical size-
invariance of 1.5 octaves. Also, the neurons typically responded to
a face when the information in it had been reduced from 3D to a
2D representation in gray on a monitor, with a response that was
on average 0.5 of that to a real face.

Another transform over which recognition is relatively invari-
ant is spatial-frequency. For example, a face can be identified when
it is blurred (when it contains only low-spatial frequencies), and
when it is high-pass spatial-frequency filtered (when it looks like a
line drawing). If the face images to which these neurons respond
are low-pass filtered in the spatial-frequency domain (so that they
are blurred), then many of the neurons still respond when the
images contain frequencies only up to 8 cycles per face. Similarly,

FIGURE 5 |Typical response of an inferior temporal cortex
face-selective neuron to faces of different sizes. The size subtended at
the retina in degrees is shown. (From Rolls and Baylis, 1986.)
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the neurons still respond to high-pass filtered images (with only
high-spatial-frequency edge information) when frequencies down
to only 8 cycles per face are included (Rolls et al., 1985). Face recog-
nition shows similar invariance with respect to spatial-frequency
(see Rolls et al., 1985). Further analysis of these neurons with
narrow (octave) bandpass spatial-frequency filtered face stimuli
shows that the responses of these neurons to an unfiltered face can
not be predicted from a linear combination of their responses to
the narrow bandstimuli (Rolls et al., 1987). This lack of linearity
of these neurons, and their responsiveness to a wide range of spa-
tial frequencies (see also their broad critical bandmasking Rolls,
2008a), indicate that in at least this part of the primate visual
system recognition does not occur using Fourier analysis of the
spatial-frequency components of images.

The utility of this representation for memory systems in the
brain is that the output of the visual system will represent an object
invariantly with respect to position on the retina, size, etc. and this
simplifies the functionality required of the (multiple) memory sys-
tems, which need then simply associate the object representation
with reward (orbitofrontal cortex and amygdala), associate it with
position in the environment (hippocampus), recognize it as famil-
iar (perirhinal cortex), associate it with a motor response in a habit
memory (basal ganglia), etc. (Rolls, 2008b). The associations can
be relatively simple, involving, for example, Hebbian associativity
(Rolls, 2008b).

Some neurons in the temporal cortical visual areas actually rep-
resent the absolute size of objects such as faces independently of
viewing distance (Rolls and Baylis, 1986). This could be called neu-
rophysiological size constancy. The utility of this representation by
a small population of neurons is that the absolute size of an object
is a useful feature to use as an input to neurons that perform object
recognition. Faces only come in certain sizes.

2.5. COMBINATIONS OF FEATURES IN THE CORRECT SPATIAL
CONFIGURATION

Many neurons in this ventral processing stream respond to com-
binations of features (including objects), but not to single features
presented alone, and the features must have the correct spatial
arrangement. This has been shown, for example, with faces, for
which it has been shown by masking out or presenting parts of
the face (for example, eyes, mouth, or hair) in isolation, or by
jumbling the features in faces, that some cells in the cortex in
IT/STS respond only if two or more features are present, and are
in the correct spatial arrangement (Perrett et al., 1982; Rolls et al.,
1994; Freiwald et al., 2009; Rolls, 2011b). Figure 6 shows exam-
ples of four neurons, the top one of which responds only if all
the features are present, and the others of which respond not
only to the full-face, but also to one or more features. Corre-
sponding evidence has been found for non-face cells. For example
Tanaka et al. (1990) showed that some posterior inferior tempo-
ral cortex neurons might only respond to the combination of an
edge and a small circle if they were in the correct spatial relation-
ship to each other. Consistent evidence for face part configuration
sensitivity has been found in human fMRI studies (Liu et al.,
2010).

These findings are important for the computational theory, for
they show that neurons selective to feature combinations are part

FIGURE 6 | Responses of four temporal cortex neurons to whole faces
and to parts of faces. The mean firing rate± sem are shown. The
responses are shown as changes from the spontaneous firing rate of each
neuron. Some neurons respond to one or several parts of faces presented
alone. Other neurons (of which the top one is an example) respond only to
the combination of the parts (and only if they are in the correct spatial
configuration with respect to each other as shown by Rolls et al., 1994). The
control stimuli were non-face objects. (After Perrett et al., 1982.)

of the process by which the cortical hierarchy operates, and this is
incorporated into VisNet (Elliffe et al., 2002).

Evidence consistent with the suggestion that neurons are
responding to combinations of a few variables represented at the
preceding stage of cortical processing is that some neurons in
V2 and V4 respond to end-stopped lines, to tongues flanked by
inhibitory subregions, to combinations of lines, to combinations
of colors, or to surfaces (Hegde and Van Essen, 2000, 2003, 2007;
Ito and Komatsu, 2004; Brincat and Connor, 2006; Anzai et al.,
2007; Orban, 2011). In the inferior temporal visual cortex, some
neurons respond to spatial configurations of surface fragments to
help specify the three-dimensional structure of objects (Yamane
et al., 2008).
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2.6. A VIEW-INVARIANT REPRESENTATION
For recognizing and learning about objects (including faces), it is
important that an output of the visual system should be not only
translation and size invariant, but also relatively view-invariant.
In an investigation of whether there are such neurons, we found
that some temporal cortical neurons reliably responded differently
to the faces of two different individuals independently of viewing
angle (Hasselmo et al., 1989b), although in most cases (16/18 neu-
rons) the response was not perfectly view-independent. Mixed
together in the same cortical regions there are neurons with view-
dependent responses (for example, Hasselmo et al., 1989b; Rolls
and Tovee, 1995b). Such neurons might respond, for example, to
a view of a profile of a monkey but not to a full-face view of the
same monkey (Perrett et al., 1985; Hasselmo et al., 1989b).

These findings of view-dependent, partially view-independent,
and view-independent representations in the same cortical regions
are consistent with the hypothesis discussed below that view-
independent representations are being built in these regions by
associating together the outputs of neurons that have different
view-dependent responses to the same individual. These findings
also provide evidence that one output of the visual system includes
representations of what is being seen, in a view-independent way
that would be useful for object recognition and for learning asso-
ciations about objects; and that another output is a view-based
representation that would be useful in social interactions to deter-
mine whether another individual is looking at one, and for select-
ing details of motor responses, for which the orientation of the
object with respect to the viewer is required (Rolls, 2008b).

Further evidence that some neurons in the temporal cortical
visual areas have object-based rather than view-based responses
comes from a study of a population of neurons that responds to
moving faces (Hasselmo et al., 1989b). For example, four neu-
rons responded vigorously to a head undergoing ventral flexion,
irrespective of whether the view of the head was full-face, of either
profile, or even of the back of the head. These different views could
only be specified as equivalent in object-based coordinates. Fur-
ther, the movement specificity was maintained across inversion,
with neurons responding, for example, to ventral flexion of the
head irrespective of whether the head was upright or inverted. In
this procedure, retinally encoded or viewer-centered movement
vectors are reversed, but the object-based description remains
the same.

Also consistent with object-based encoding is the finding of
a small number of neurons that respond to images of faces of a
given absolute size, irrespective of the retinal image size, or distance
(Rolls and Baylis, 1986).

Neurons with view-invariant responses to objects seen naturally
by macaques have also been described (Booth and Rolls,1998). The
stimuli were presented for 0.5 s on a color video monitor while the
monkey performed a visual fixation task. The stimuli were images
of 10 real plastic objects that had been in the monkey’s cage for
several weeks, to enable him to build view-invariant representa-
tions of the objects. Control stimuli were views of objects that
had never been seen as real objects. The neurons analyzed were in
the TE cortex in and close to the ventral lip of the anterior part
of the superior temporal sulcus. Many neurons were found that
responded to some views of some objects. However, for a smaller

number of neurons, the responses occurred only to a subset of
the objects (using ensemble encoding), irrespective of the viewing
angle. Moreover, the firing of a neuron on any one trial, taken at
random and irrespective of the particular view of any one object,
provided information about which object had been seen, and this
information increased approximately linearly with the number of
neurons in the sample. This is strong quantitative evidence that
some neurons in the inferior temporal cortex provide an invariant
representation of objects. Moreover, the results of Booth and Rolls
(1998) show that the information is available in the firing rates,
and has all the desirable properties of distributed representations,
including exponentially high-coding capacity, and rapid speed of
read-out of the information (Rolls, 2008b; Rolls and Treves, 2011).

Further evidence consistent with these findings is that some
studies have shown that the responses of some visual neurons in
the inferior temporal cortex do not depend on the presence or
absence of critical features for maximal activation (Perrett et al.,
1982; Tanaka, 1993, 1996). For example, neuron 4 in Figure 6
responded to several of the features in a face when these features
were presented alone (Perrett et al., 1982). In another example,
Mikami et al. (1994) showed that some TE cells respond to partial
views of the same laboratory instrument(s), even when these par-
tial views contain different features. Such functionality is impor-
tant for object recognition when part of an object is occluded, by,
for example, another object. In a different approach, Logothetis
et al. (1994) have reported that in monkeys extensively trained
(over thousands of trials) to treat different views of computer
generated wire-frame “objects” as the same, a small population
of neurons in the inferior temporal cortex did respond to differ-
ent views of the same wire-frame object (see also Logothetis and
Sheinberg, 1996). However, extensive training is not necessary for
invariant representations to be formed, and indeed no explicit
training in invariant object recognition was given in the experi-
ment by Booth and Rolls (1998), as Rolls’ hypothesis (Rolls, 1992)
is that view-invariant representations can be learned by associat-
ing together the different views of objects as they are moved and
inspected naturally in a period that may be in the order of a few
seconds. Evidence for this is described in Section 2.7.

2.7. LEARNING OF NEW REPRESENTATIONS IN THE TEMPORAL
CORTICAL VISUAL AREAS

To investigate the idea that visual experience might guide the for-
mation of the responsiveness of neurons so that they provide an
economical and ensemble-encoded representation of items actu-
ally present in the environment (and indeed any rapid learning
found might help in the formation of invariant representations),
the responses of inferior temporal cortex face-selective neurons
have been analyzed while a set of new faces were shown. Some
of the neurons studied in this way altered the relative degree to
which they responded to the different members of the set of novel
faces over the first few (1–2) presentations of the set (Rolls et al.,
1989). If in a different experiment a single novel face was intro-
duced when the responses of a neuron to a set of familiar faces
were being recorded, the responses to the set of familiar faces were
not disrupted, while the responses to the novel face became stable
within a few presentations. Alteration of the tuning of individual
neurons in this way may result in a good discrimination over the
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population as a whole of the faces known to the monkey. This
evidence is consistent with the categorization being performed by
self-organizing competitive neuronal networks, as described else-
where (Rolls and Treves, 1998; Rolls, 2008b). Further evidence has
been found to support the hypothesis (Rolls, 1992, 2008b) that
unsupervised natural experience rapidly alters invariant object
representation in the visual cortex (Li and DiCarlo, 2008; Li et al.,
2011; cf. Folstein et al., 2010).

Further evidence that these neurons can learn new representa-
tions very rapidly comes from an experiment in which binarized
black and white (two-tone) images of faces that blended with the
background were used. These did not activate face-selective neu-
rons. Full gray-scale images of the same photographs were then
shown for ten 0.5 s presentations. In a number of cases, if the neu-
ron happened to be responsive to that face, when the binarized
version of the same face was shown next, the neurons responded
to it (Tovee et al., 1996). This is a direct parallel to the same phe-
nomenon that is observed psychophysically, and provides dramatic
evidence that these neurons are influenced by only a very few sec-
onds (in this case 5 s) of experience with a visual stimulus. We
have shown a neural correlate of this effect using similar stimuli
and a similar paradigm in a PET (positron emission tomography)
neuroimaging study in humans, with a region showing an effect
of the learning found for faces in the right temporal lobe, and for
objects in the left temporal lobe (Dolan et al., 1997).

Once invariant representations of objects have been learned in
the inferior temporal visual cortex based on the statistics of the
spatio-temporal continuity of objects in the visual world (Rolls,
1992, 2008b; Yi et al., 2008), later processes may be required to
categorize objects based on other properties than their properties
as objects. One such property is that certain objects may need to be
treated as similar for the correct performance of a task, and others
as different, and that demand can influence the representations of
objects in a number of brain areas (Fenske et al., 2006; Freedman
and Miller, 2008; Kourtzi and Connor, 2011). That process may in
turn influence representations in the inferior temporal visual cor-
tex, for example, by top-down bias (Rolls and Deco, 2002; Rolls,
2008b,c).

2.8. DISTRIBUTED ENCODING
An important question for understanding brain function is
whether a particular object (or face) is represented in the brain by
the firing of one or a few gnostic (or“grandmother”) cells (Barlow,
1972), or whether instead the firing of a group or ensemble of cells
each with somewhat different responsiveness provides the repre-
sentation. Advantages of distributed codes include generalization
and graceful degradation (fault tolerance), and a potentially very
high capacity in the number of stimuli that can be represented
(that is exponential growth of capacity with the number of neu-
rons in the representation; Rolls and Treves, 1998, 2011; Rolls,
2008b). If the ensemble encoding is sparse, this provides a good
input to an associative memory, for then large numbers of stim-
uli can be stored (Rolls, 2008b; Rolls and Treves, 2011). We have
shown that in the inferior temporal visual cortex and cortex in
the anterior part of the superior temporal sulcus (IT/STS), there
is a sparse distributed representation in the firing rates of neurons
about faces and objects (Rolls, 2008b; Rolls and Treves, 2011).

The information from a single cell is informative about a set of
stimuli, but the information increases approximately linearly with
the number of neurons in the ensemble, and can be read mod-
erately efficiently by dot product decoding. This is what neurons
can do: produce in their depolarization or firing rate a synapti-
cally weighted sum of the firing rate inputs that they receive from
other neurons (Rolls, 2008b). This property is fundamental to the
mechanisms implemented in VisNet. There is little information
in whether IT neurons fire synchronously or not (Aggelopoulos
et al., 2005; Rolls and Treves, 2011), so that temporal syntactic
binding (Singer, 1999) may not be part of the mechanism. Each
neuron has an approximately exponential probability distribution
of firing rates in a sparse distributed representation (Franco et al.,
2007; Rolls and Treves, 2011).

These generic properties are described in detail elsewhere
(Rolls, 2008b; Rolls and Treves, 2011), as are their implications
for understanding brain function (Rolls, 2012), and so are not
further described here. They are incorporated into the design of
VisNet, as will become evident.

It is consistent with this general conceptual background that
Krieman et al. (2000) have described some neurons in the human
temporal lobe that seem to respond selectively to an object. This
is consistent with the principles just described, though the brain
areas in which these recordings were made may be beyond the
inferior temporal visual cortex and the tuning appears to be more
specific, perhaps reflecting backprojections from language or other
cognitive areas concerned, for example, with tool use that might
influence the categories represented in high-order cortical areas
(Farah et al., 1996; Farah, 2000; Rolls, 2008b).

3. APPROACHES TO INVARIANT OBJECT RECOGNITION
A goal of my approach is to provide a biologically based and bio-
logically plausible approach to how the brain computes invariant
representations for use by other brain systems (Rolls, 2008b). This
leads me to propose a hierarchical feed-forward series of competi-
tive networks using convergence from stage to stage; and the use of
a modified Hebb synaptic learning rule that incorporates a short-
term memory trace of previous neuronal activity to help learn the
invariant properties of objects from the temporo-spatial statis-
tics produced by the normal viewing of objects (Wallis and Rolls,
1997; Rolls and Milward, 2000; Stringer and Rolls, 2000, 2002;
Rolls and Stringer, 2001, 2006; Elliffe et al., 2002; Rolls and Deco,
2002; Deco and Rolls, 2004; Rolls, 2008b). In Sections 3.1–3.5, I
summarize some other approaches to invariant object recognition,
and in Section 3.6. I introduce feature hierarchies as part of the
background to VisNet, which is described starting in Section 4.

I start by emphasizing that generalization to different posi-
tions, sizes, views, etc. of an object is not a simple property of
one-layer neural networks. Although neural networks do general-
ize well, the type of generalization they show naturally is to vectors
which have a high-dot product or correlation with what they have
already learned. To make this clear, Figure 7 is a reminder that the
activation hi of each neuron is computed as

hi =
∑

j

xj wij (1)

where the sum is over the C input axons, indexed by j.
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FIGURE 7 | A neuron that computes a dot product of the input pattern
with its synaptic weight vector generalizes well to other patterns
based on their similarity measured in terms of dot product or
correlation, but shows no translation (or size, etc.) invariance.

Now consider translation (or shift) of the input (random
binary) pattern vector by one position. The dot product will now
drop to a low-level, and the neuron will not respond, even though
it is the same pattern, just shifted by one location. This makes
the point that special processes are needed to compute invariant
representations. Network approaches to such invariant pattern
recognition are described in this paper. Once an invariant rep-
resentation has been computed by a sensory system, it is in a
form that is suitable for presentation to a pattern association or
autoassociation neural network (Rolls, 2008b).

3.1. FEATURE SPACES
One very simple possibility for performing object classification is
based on feature spaces, which amount to lists of (the extent to
which) different features are present in a particular object. The
features might consist of textures, colors, areas, ratios of length to
width, etc. The spatial arrangement of the features is not taken
into account. If n different properties are used to characterize an
object, each viewed object is represented by a set of n real numbers.
It then becomes possible to represent an object by a point Rn in an
n-dimensional space (where R is the resolution of the real num-
bers used). Such schemes have been investigated (Gibson, 1950,
1979; Selfridge, 1959; Tou and Gonzalez, 1974; Bolles and Cain,
1982; Mundy and Zisserman, 1992; Mel, 1997), but, because the
relative positions of the different parts are not implemented in
the object recognition scheme, are not sensitive to spatial jum-
bling of the features. For example, if the features consisted of
nose, mouth, and eyes, such a system would respond to faces with
jumbled arrangements of the eyes, nose, and mouth, which does
not match human vision, nor the responses of macaque inferior
temporal cortex neurons, which are sensitive to the spatial arrange-
ment of the features in a face (Rolls et al., 1994). Similarly, such

an object recognition system might not distinguish a normal car
from a car with the back wheels removed and placed on the roof.
Such systems do not therefore perform shape recognition (where
shape implies something about the spatial arrangement of features
within an object, see further Ullman, 1996), and something more
is needed, and is implemented in the primate visual system. How-
ever, I note that the features that are present in objects, e.g., a furry
texture, are useful to incorporate in object recognition systems,
and the brain may well use, and the model VisNet in principle
can use, evidence from which features are present in an object as
part of the evidence for identification of a particular object. I note
that the features might consist also of, for example, the pattern of
movement that is characteristic of a particular object (such as a
buzzing fly), and might use this as part of the input to final object
identification.

The capacity to use shape in invariant object recognition is
fundamental to primate vision, but may not be used or fully
implemented in the visual systems of some other animals with
less developed visual systems. For example, pigeons may correctly
identify pictures containing people, a particular person, trees,
pigeons, etc. but may fail to distinguish a figure from a scrambled
version of a figure (Herrnstein, 1984; Cerella, 1986). Thus their
object recognition may be based more on a collection of parts than
on a direct comparison of complete figures in which the relative
positions of the parts are important. Even if the details of the con-
clusions reached from this research are revised (Wasserman et al.,
1998), it nevertheless does appear that at least some birds may use
computationally simpler methods than those needed for invariant
shape recognition. For example, it may be that when some birds
are trained to discriminate between images in a large set of pic-
tures, they tend to rely on some chance detail of each picture (such
as a spot appearing by mistake on the picture), rather than on
recognition of the shapes of the object in the picture (Watanabe
et al., 1993).

3.2. STRUCTURAL DESCRIPTIONS AND SYNTACTIC PATTERN
RECOGNITION

A second approach to object recognition is to decompose the
object or image into parts, and to then produce a structural
description of the relations between the parts. The underlying
assumption is that it is easier to capture object invariances at a level
where parts have been identified. This is the type of scheme for
which Marr and Nishihara (1978) and Marr (1982) opted (Rolls,
2011a). The particular scheme (Binford, 1981) they adopted con-
sists of generalized cones, series of which can be linked together to
form structural descriptions of some, especially animate, stimuli
(see Figure 8).

Such schemes assume that there is a 3D internal model (struc-
tural description) of each object. Perception of the object consists
of parsing or segmenting the scene into objects, and then into
parts, then producing a structural description of the object, and
then testing whether this structural description matches that of any
known object stored in the system. Other examples of structural
description schemes include those of Sutherland (1968), Winston
(1975), and Milner (1974). The relations in the structural descrip-
tion may need to be quite complicated, for example, “connected
together,”“inside of,”“larger than,” etc.
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FIGURE 8 | A 3D structural description of an object-based on
generalized cone parts. Each box corresponds to a 3D model, with its
model axis on the left side of the box and the arrangement of its component

axes on the right. In addition, some component axes have 3D models
associated with them, as indicated by the way the boxes overlap. (After
Marr and Nishihara, 1978.)

Perhaps the most developed model of this type is the recogni-
tion by components (RBC) model of Biederman (1987), imple-
mented in a computational model by Hummel and Biederman
(1992). His small set (less than 50) of primitive parts named
“geons” includes simple 3D shapes such as boxes, cylinders,
and wedges. Objects are described by a syntactically linked list
of the relations between each of the geons of which they are
composed. Describing a table in this way (as a flat top sup-
ported by three or four legs) seems quite economical. Other
schemes use 2D surface patches as their primitives (Dane and
Bajcsy, 1982; Brady et al., 1985; Faugeras and Hebert, 1986;
Faugeras, 1993). When 3D objects are being recognized, the
implication is that the structural description is a 3D descrip-
tion. This is in contrast to feature hierarchical systems, in which
recognition of a 3D object from any view might be accom-
plished by storing a set of associated 2D views (see below,
Section 3.6).

There are a number of difficulties with schemes based on
structural descriptions, some general, and some with particular
reference to the potential difficulty of their implementation in the
brain. First, it is not always easy to decompose the object into
its separate parts, which must be performed before the structural
description can be produced. For example, it may be difficult to
produce a structural description of a cat curled up asleep from
separately identifiable parts. Identification of each of the parts
is also frequently very difficult when 3D objects are seen from
different viewing angles, as key parts may be invisible or highly
distorted. This is particularly likely to be difficult in 3D shape
perception. It appears that being committed to producing a cor-
rect description of the parts before other processes can operate
is making too strong a commitment early on in the recognition
process.

A second difficulty is that many objects or animals that can be
correctly recognized have rather similar structural descriptions.

For example, the structural description of many four-legged ani-
mals is rather similar. Rather more than a structural description
seems necessary to identify many objects and animals.

A third difficulty, which applies especially to biological sys-
tems, is the difficulty of implementing the syntax needed to hold
the structural description as a 3D model of the object, of produc-
ing a syntactic structural description on the fly (in real time, and
with potentially great flexibility of the possible arrangement of
the parts), and of matching the syntactic description of the object
in the image to all the stored representations in order to find a
match. An example of a structural description for a limb might be
body> thigh> shin> foot> toes. In this description>means “is
linked to,”and this link must be between the correct pair of descrip-
tors. If we had just a set of parts, without the syntactic or relational
linking, then there would be no way of knowing whether the toes
are attached to the foot or to the body. In fact, worse than this,
there would be no evidence about what was related to what, just
a set of parts. Such syntactical relations are difficult to implement
in any biologically plausible neuronal networks used in vision,
because if the representations of all the features or parts just men-
tioned were active simultaneously, how would the spatial relations
between the features also be encoded? (How would it be apparent
just from the firing of neurons that the toes were linked to the rest
of the foot but not to the body?) It would be extremely difficult
to implement this “on the fly” syntactic binding in a biologically
plausible network (though cf. Hummel and Biederman, 1992), and
the only suggested mechanism for flexible syntactic binding, tem-
poral synchronization of the firing of different neurons, is not well
supported as a quantitatively important mechanism for informa-
tion encoding in the ventral visual system, and would have major
difficulties in implementing correct, relational, syntactic binding
(Section 5.4.1; Rolls, 2008b; Rolls and Treves, 2011).

A fourth difficulty of the structural description approach is
that segmentation into objects must occur effectively before object
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recognition, so that the linked structural description list can be of
one object. Given the difficulty of segmenting objects in typical
natural cluttered scenes (Ullman, 1996), and the compounding
problem of overlap of parts of objects by other objects, segmen-
tation as a first necessary stage of object recognition adds another
major difficulty for structural description approaches.

A fifth difficulty is that metric information, such as the relative
size of the parts that are linked syntactically, needs to be specified
in the structural description (Stan-Kiewicz and Hummel, 1994),
which complicates the parts that have to be syntactically linked.

It is because of these difficulties that even in artificial vision sys-
tems implemented on computers, where almost unlimited syntac-
tic binding can easily be implemented, the structural description
approach to object recognition has not yet succeeded in producing
a scheme which actually works in more than an environment in
which the types of objects are limited, and the world is far from
the natural world, consisting, for example, of 2D scenes (Mundy
and Zisserman, 1992).

Although object recognition in the brain is unlikely to be
based on the structural description approach, for the reasons given
above, and the fact that the evidence described in this paper sup-
ports a feature hierarchy rather than the structural description
implementation in the brain, it is certainly the case that humans
can provide verbal, syntactic, descriptions of objects in terms of
the relations of their parts, and that this is often a useful type of
description. Humans may therefore, it is suggested, supplement
a feature hierarchical object recognition system built into their
ventral visual system with the additional ability to use the type
of syntax that is necessary for language to provide another level
of description of objects. This ability is useful in, for example,
engineering applications.

3.3. TEMPLATE MATCHING AND THE ALIGNMENT APPROACH
Another approach is template matching, comparing the image on
the retina with a stored image or picture of an object. This is con-
ceptually simple, but there are in practice major problems. One
major problem is how to align the image on the retina with the
stored images, so that all possible images on the retina can be
compared with the stored template or templates of each object.

The basic idea of the alignment approach (Ullman, 1996) is to
compensate for the transformations separating the viewed object
and the corresponding stored model, and then compare them. For
example, the image and the stored model may be similar, except for
a difference in size. Scaling one of them will remove this discrep-
ancy and improve the match between them. For a 2D world, the
possible transforms are translation (shift), scaling, and rotation.
Given, for example, an input letter of the alphabet to recognize, the
system might, after segmentation (itself a very difficult process if
performed independently of (prior to) object recognition), com-
pensate for translation by computing the center of mass of the
object, and shifting the character to a “canonical location.” Scale
might be compensated for by calculating the convex hull (the
smallest envelope surrounding the object), and then scaling the
image. Of course how the shift and scaling would be accomplished
is itself a difficult point – easy to perform on a computer using
matrix multiplication as in simple computer graphics, but not the
sort of computation that could be performed easily or accurately

by any biologically plausible network. Compensating for rotation
is even more difficult (Ullman, 1996). All this has to happen before
the segmented canonical representation of the object is compared
to the stored object templates with the same canonical represen-
tation. The system of course becomes vastly more complicated
when the recognition must be performed of 3D objects seen in a
3D world, for now the particular view of an object after segmen-
tation must be placed into a canonical form, regardless of which
view, or how much of any view, may be seen in a natural scene
with occluding contours. However, this process is helped, at least
in computers that can perform high-precision matrix multiplica-
tion, by the fact that (for many continuous transforms such as 3D
rotation, translation, and scaling) all the possible views of an object
transforming in 3D space can be expressed as the linear combina-
tion of other views of the same object (see Chapter 5 of Ullman,
1996; Koenderink and van Doorn, 1991; Koenderink, 1990).

This alignment approach is the main theme of the book by
Ullman (1996), and there are a number of computer implemen-
tations (Lowe, 1985; Grimson, 1990; Huttenlocher and Ullman,
1990; Shashua, 1995). However, as noted above, it seems unlikely
that the brain is able to perform the high-precision calculations
needed to perform the transforms required to align any view of a
3D object with some canonical template representation. For this
reason, and because the approach also relies on segmentation of
the object in the scene before the template alignment algorithms
can start, and because key features may need to be correctly iden-
tified to be used in the alignment (Edelman, 1999), this approach
is not considered further here.

We may note here in passing that some animals with a less com-
putationally developed visual system appear to attempt to solve the
alignment problem by actively moving their heads or eyes to see
what template fits, rather than starting with an image on the eye
and attempting to transform it into canonical coordinates. This
“active vision” approach used, for example, by some invertebrates
has been described by Land (1999) and Land and Collett (1997).

3.4. SOME FURTHER MACHINE LEARNING APPROACHES
Learning the transformations and invariances of the signal is
another approach to invariant object recognition at the interface
of machine learning and theoretical neuroscience. For example,
rather than focusing on the templates, “map-seeking circuit the-
ory” focuses on the transforms (Arathorn, 2002, 2005). The theory
provides a general computational mechanism for discovery of cor-
respondences in massive transformation spaces by exploiting an
ordering property of superpositions. The latter allows a set of
transformations of an input image to be formed into a sequence of
superpositions which are then “culled” to a composition of single
mappings by a competitive process which matches each superposi-
tion against a superposition of inverse transformations of memory
patterns. Earlier work considered how to minimize the variance
in the output when the image transformed (Leen, 1995). Another
approach is to add transformation invariance to mixture models,
by approximating the non-linear transformation manifold by a
discrete set of points (Frey and Jojic, 2003). They showed how
the expectation maximization algorithm can be used to jointly
learn clusters, while at the same time inferring the transformation
associated with each input. In another approach, an unsupervised
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algorithm for learning Lie group operators for in-plane transforms
from input data was described (Rao and Ruderman, 1999).

3.5. NETWORKS THAT CAN RECONSTRUCT THEIR INPUTS
Hinton et al. (1995) and Hinton and Ghahramani (1997) have
argued that cortical computation is invertible, so that, for exam-
ple, the forward transform of visual information from V1 to higher
areas loses no information, and there can be a backward transform
from the higher areas to V1. A comparison of the reconstructed
representation in V1 with the actual image from the world might
in principle be used to correct all the synaptic weights between
the two (in both the forward and the reverse directions), in such a
way that there are no errors in the transform (Hinton, 2010). This
suggested reconstruction scheme would seem to involve non-local
synaptic weight correction (though see Hinton and Sejnowski,
1986; O’Reilly and Munakata, 2000) for a suggested, although still
biologically implausible, neural implementation, contrastive Heb-
bian learning), or other biologically implausible operations. The
scheme also does not seem to provide an account for why or how
the responses of inferior temporal cortex neurons become the way
they are (providing information about which object is seen rela-
tively independently of position on the retina, size, or view). The
whole forward transform performed in the brain seems to lose
much of the information about the size, position, and view of the
object, as it is evidence about which object is present invariant of
its size, view, etc. that is useful to the stages of processing about
objects that follow (Rolls, 2008b). Because of these difficulties, and
because the backprojections are needed for processes such as recall
(Rolls, 2008b), this approach is not considered further here.

In the context of recall, if the visual system were to perform a
reconstruction in V1 of a visual scene from what is represented
in the inferior temporal visual cortex, then it might be supposed
that remembered visual scenes might be as information-rich (and
subjectively as full of rich detail) as seeing the real thing. This is not
the case for most humans, and indeed this point suggests that at
least what reaches consciousness from the inferior temporal visual
cortex (which is activated during the recall of visual memories) is
the identity of the object (as made explicit in the firing rate of the
neurons), and not the low-level details of the exact place, size, and
view of the object in the recalled scene, even though, according to
the reconstruction argument, that information should be present
in the inferior temporal visual cortex.

3.6. FEATURE HIERARCHIES AND 2D VIEW-BASED OBJECT
RECOGNITION

Another approach, and one that is much closer to what appears to
be present in the primate ventral visual system (Wurtz and Kandel,
2000a; Rolls and Deco, 2002; Rolls, 2008b), is a feature hierarchy
system (see Figure 9).

In this approach, the system starts with some low-level descrip-
tion of the visual scene, in terms, for example, of oriented straight
line segments of the type that are represented in the responses of
primary visual cortex (V1) neurons, and then builds in repeated
hierarchical layers features based on what is represented in previ-
ous layers. A feature may thus be defined as a combination of what
is represented in the previous layer. For example, after V1, fea-
tures might consist of combinations of straight lines, which might

FIGURE 9 |The feature hierarchy approach to object recognition. The
inputs may be neurons tuned to oriented straight line segments. In early
intermediate-layers neurons respond to a combination of these inputs in
the correct spatial position with respect to each other. In further
intermediate layers, of which there may be several, neurons respond with
some invariance to the feature combinations represented early, and form
higher order feature combinations. Finally, in the top layer, neurons respond
to combinations of what is represented in the preceding intermediate layer,
and thus provide evidence about objects in a position (and scale and even
view) invariant way. Convergence through the network is designed to
provide top layer neurons with information from across the entire input
retina, as part of the solution to translation invariance, and other types of
invariance are treated similarly.

represent longer curved lines (Zucker et al., 1989), or terminated
lines (in fact represented in V1 as end-stopped cells), corners, “T”
junctions which are characteristic of obscuring edges, and (at least
in humans) the arrow and “Y” vertices which are characteristic
properties of man-made environments. Evidence that such fea-
ture combination neurons are present in V2 is that some neurons
respond to combinations of line elements that join at different
angles (Hegde and Van Essen, 2000, 2003, 2007; Ito and Komatsu,
2004; Anzai et al., 2007). (An example of this might be a neu-
ron responding to a “V” shape at a particular orientation.) As
one ascends the hierarchy, neurons might respond to more com-
plex trigger features. For example, two parts of a complex figure
may need to be in the correct spatial arrangement with respect
to each other, as shown by Tanaka (1996) for V4 and posterior
inferior temporal cortex neurons. In another example, V4 neu-
rons may respond to the curvature of the elements of a stimulus
(Carlson et al., 2011). Further on, neurons might respond to com-
binations of several such intermediate-level feature combination
neurons, and thus come to respond systematically differently to
different objects, and thus to convey information about which
object is present. This approach received neurophysiological sup-
port early on from the results of Hubel and Wiesel (1962) and
Hubel and Wiesel (1968) in the cat and monkey, and many of the
data described in Chapter 5 of Rolls and Deco (2002) are consistent
with this scheme.

A number of problems need to be solved for such feature hierar-
chy visual systems to provide a useful model of object recognition
in the primate visual system.
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First, some way needs to be found to keep the number of feature
combination neurons realistic at each stage, without undergoing a
combinatorial explosion. If a separate feature combination neuron
was needed to code for every possible combination of n types of
feature each with a resolution of 2 levels (binary encoding) in the
preceding stage, then 2n neurons would be needed. The suggestion
that is made in Section 4 is that by forming neurons that respond to
low-order combinations of features (neurons that respond to just
say 2–4 features from the preceding stage), the number of actual
feature analyzing neurons can be kept within reasonable numbers.
By reasonable we mean the number of neurons actually found at
any one stage of the visual system, which, for V4 might be in the
order of 60× 106 neurons (assuming a volume for macaque V4
of approximately 2,000 mm3, and a cell density of 20,000–40,000
neurons per mm3, Rolls, 2008b). This is certainly a large num-
ber; but the fact that a large number of neurons is present at each
stage of the primate visual system is in fact consistent with the
hypothesis that feature combination neurons are part of the way
in which the brain solves object recognition. A factor which also
helps to keep the number of neurons under control is the statis-
tics of the visual world, which contain great redundancies. The
world is not random, and indeed the statistics of natural images
are such that many regularities are present (Field, 1994), and not
every possible combination of pixels on the retina needs to be sep-
arately encoded. A third factor which helps to keep the number
of connections required onto each neuron under control is that in
a multilayer hierarchy each neuron can be set up to receive con-
nections from only a small region of the preceding layer. Thus an
individual neuron does not need to have connections from all the
neurons in the preceding layer. Over multiple-layers, the required
convergence can be produced so that the same neurons in the top
layer can be activated by an image of an effective object anywhere
on the retina (see Figure 1).

A second problem of feature hierarchy approaches is how to
map all the different possible images of an individual object
through to the same set of neurons in the top layer by modifying
the synaptic connections (see Figure 1). The solution discussed in
Sections 4, 5.1.1, and 5.3 is the use of a synaptic modification rule
with a short-term memory trace of the previous activity of the
neuron, to enable it to learn to respond to the now transformed
version of what was seen very recently, which, given the statistics
of looking at the visual world, will probably be an input from the
same object.

A third problem of feature hierarchy approaches is how they
can learn in just a few seconds of inspection of an object to recog-
nize it in different transforms, for example, in different positions
on the retina in which it may never have been presented during
training. A solution to this problem is provided in Section 5.4,
in which it is shown that this can be a natural property of fea-
ture hierarchy object recognition systems, if they are trained first
for all locations on the intermediate-level feature combinations of
which new objects will simply be a new combination, and therefore
requiring learning only in the upper layers of the hierarchy.

A fourth potential problem of feature hierarchy systems is that
when solving translation invariance they need to respond to the
same local spatial arrangement of features (which are needed to
specify the object), but to ignore the global position of the whole

object. It is shown in Section 5.4 that feature hierarchy systems
can solve this problem by forming feature combination neurons
at an early stage of processing (e.g., V1 or V2 in the brain) that
respond with high-spatial precision to the local arrangement of
features. Such neurons would respond differently, for example,
to L, +, and T if they receive inputs from two line-responding
neurons. It is shown in Section 5.4 that at later layers of the hier-
archy, where some of the intermediate-level feature combination
neurons are starting to show translation invariance, then correct
object recognition may still occur because only one object contains
just those sets of intermediate-level neurons in which the spatial
representation of the features is inherent in the encoding.

The type of representation developed in a hierarchical object
recognition system, in the brain, and by VisNet as described in the
rest of this paper would be suitable for recognition of an object,
and for linking associative memories to objects, but would be less
good for making actions in 3D space to particular parts of, or
inside, objects, as the 3D coordinates of each part of the object
would not be explicitly available. It is therefore proposed that
visual fixation is used to locate in foveal vision part of an object
to which movements must be made, and that local disparity and
other measurements of depth (made explicit in the dorsal visual
system) then provide sufficient information for the motor system
to make actions relative to the small part of space in which a local,
view-dependent, representation of depth would be provided (cf.
Ballard, 1990).

One advantage of feature hierarchy systems is that they can
operate fast (Rolls, 2008b).

A second advantage is that the feature analyzers can be built out
of the rather simple competitive networks (Rolls, 2008b) which
use a local learning rule, and have no external teacher, so that they
are rather biologically plausible. Another advantage is that, once
trained on subset features common to most objects, the system
can then learn new objects quickly.

A related third advantage is that, if implemented with compet-
itive nets as in the case of VisNet (see Section 5), then neurons
are allocated by self-organization to represent just the features
present in the natural statistics of real images (cf. Field, 1994), and
not every possible feature that could be constructed by random
combinations of pixels on the retina.

A related fourth advantage of feature hierarchy networks is
that because they can utilize competitive networks, they can still
produce the best guess at what is in the image under non-ideal
conditions, when only parts of objects are visible because, for
example, of occlusion by other objects, etc. The reasons for this
are that competitive networks assess the evidence for the presence
of certain “features” to which they are tuned using a dot prod-
uct operation on their inputs, so that they are inherently tolerant
of missing input evidence; and reach a state that reflects the best
hypothesis or hypotheses (with soft competition) given the whole
set of inputs, because there are competitive interactions between
the different neurons (Rolls, 2008b).

A fifth advantage of a feature hierarchy system is that, as shown
in Section 5.5, the system does not need to perform segmentation
into objects as part of pre-processing, nor does it need to be able
to identify parts of an object, and can also operate in cluttered
scenes in which the object may be partially obscured. The reason
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for this is that once trained on objects, the system then oper-
ates somewhat like an associative memory, mapping the image
properties forward onto whatever it has learned about before, and
then by competition selecting just the most likely output to be
activated. Indeed, the feature hierarchy approach provides a mech-
anism by which processing at the object recognition level could
feed back using backprojections to early cortical areas to provide
top-down guidance to assist segmentation. Although backprojec-
tions are not built into VisNet2 (Rolls and Milward, 2000), they
have been added when attentional top-down processing must be
incorporated (Deco and Rolls, 2004), are present in the brain,
and are incorporated into the models described elsewhere (Rolls,
2008b). Although the operation of the ventral visual system can
proceed as a feed-forward hierarchy, as shown by backward mask-
ing experiments (Rolls and Tovee, 1994; Rolls et al., 1999; Rolls,
2003, 2006), top-down influences can of course be implemented
by the backprojections, and may be useful in further shaping the
activity of neurons at lower levels in the hierarchy based on the
neurons firing at a higher level as a result of dynamical interactions
of neurons at different layers of the hierarchy (Rolls, 2008b; Jiang
et al., 2011).

A sixth advantage of feature hierarchy systems is that they can
naturally utilize features in the images of objects which are not
strictly part of a shape description scheme, such as the fact that
different objects have different textures, colors, etc. Feature hierar-
chy systems, because they utilize whatever is represented at earlier
stages in forming feature combination neurons at the next stage,
naturally incorporate such “feature list” evidence into their analy-
sis, and have the advantages of that approach (see Section 3.1 and
also Mel, 1997). Indeed, the feature space approach can utilize a
hybrid representation, some of whose dimensions may be discrete
and defined in structural terms, while other dimensions may be
continuous and defined in terms of metric details, and others may
be concerned with non-shape properties such as texture and color
(cf. Edelman, 1999).

A seventh advantage of feature hierarchy systems is that they
do not need to utilize “on the fly” or run-time arbitrary binding of
features. Instead, the spatial syntax is effectively hard-wired into
the system when it is trained, in that the feature combination neu-
rons have learned to respond to their set of features when they are
in a given spatial arrangement on the retina.

An eighth advantage of feature hierarchy systems is that they
can self-organize (given the right functional architecture, trace
synaptic learning rule, and the temporal statistics of the normal
visual input from the world), with no need for an external teacher
to specify that the neurons must learn to respond to objects. The
correct, object, representation self-organizes itself given rather
economically specified genetic rules for building the network (cf.
Rolls and Stringer, 2000).

Ninth, it is also noted that hierarchical visual systems may rec-
ognize 3D objects based on a limited set of 2D views of objects,
and that the same architectural rules just stated and implemented
in VisNet will correctly associate together the different views of
an object. It is part of the concept (see below), and consistent
with neurophysiological data (Tanaka, 1996), that the neurons
in the upper layers will generalize correctly within a view (see
Section 5.6).

After the immediately following description of early models of
a feature hierarchy approach implemented in the Cognitron and
Neocognitron, we turn for the remainder of this paper to analy-
ses of how a feature hierarchy approach to invariant visual object
recognition might be implemented in the brain, and how key com-
putational issues could be solved by such a system. The analyses
are developed and tested with a model, VisNet, which will shortly
be described. Much of the data we have on the operation of the
high-order visual cortical areas (Section 2; Rolls and Deco, 2002;
Anzai et al., 2007; Rolls, 2008b) suggest that they implement a fea-
ture hierarchy approach to visual object recognition, as is made
evident in the remainder of this paper.

3.6.1. The cognitron and neocognitron
An early computational model of a hierarchical feature-based
approach to object recognition, joining other early discussions
of this approach (Selfridge, 1959; Sutherland, 1968; Barlow, 1972;
Milner, 1974), was proposed by Fukushima (1975, 1980, 1989,
1991). His model used two types of cell within each layer to
approach the problem of invariant representations. In each layer,
a set of “simple cells,” with defined position, orientation, etc. sen-
sitivity for the stimuli to which they responded, was followed by
a set of “complex cells,” which generalized a little over position,
orientation, etc. This simple cell – complex cell pairing within
each layer provided some invariance. When a neuron in the net-
work using competitive learning with its stimulus set, which was
typically letters on a 16× 16 pixel array, learned that a particular
feature combination had occurred, that type of feature analyzer
was replicated in a non-local manner throughout the layer, to pro-
vide further translation invariance. Invariant representations were
thus learned in a different way from VisNet. Up to eight layers were
used. The network could learn to differentiate letters, even with
some translation, scaling, or distortion. Although internally it is
organized and learns very differently to VisNet, it is an indepen-
dent example of the fact that useful invariant pattern recognition
can be performed by multilayer hierarchical networks. A major
biological implausibility of the system is that once one neuron
within a layer learned, other similar neurons were set up through-
out the layer by a non-local process. A second biological limitation
was that no learning rule or self-organizing process was specified
as to how the complex cells can provide translation-invariant rep-
resentations of simple cell responses – this was simply handwired.
Solutions to both these issues are provided by VisNet.

4. HYPOTHESES ABOUT THE COMPUTATIONAL
MECHANISMS IN THE VISUAL CORTEX FOR OBJECT
RECOGNITION

The neurophysiological findings described in Section 2, and wider
considerations on the possible computational properties of the
cerebral cortex (Rolls, 1992, 2000, 2008b; Rolls and Treves, 1998;
Rolls and Deco, 2002), lead to the following outline working
hypotheses on object recognition by visual cortical mechanisms
(see Rolls, 1992). The principles underlying the processing of faces
and other objects may be similar, but more neurons may become
allocated to represent different aspects of faces because of the need
to recognize the faces of many different individuals, that is to
identify many individuals within the category faces.
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Cortical visual processing for object recognition is considered
to be organized as a set of hierarchically connected cortical regions
consisting at least of V1, V2, V4, posterior inferior temporal cor-
tex (TEO), inferior temporal cortex (e.g., TE3, TEa, and TEm),
and anterior temporal cortical areas (e.g., TE2 and TE1). (This
stream of processing has many connections with a set of cortical
areas in the anterior part of the superior temporal sulcus, includ-
ing area TPO.) There is convergence from each small part of a
region to the succeeding region (or layer in the hierarchy) in such
a way that the receptive field sizes of neurons (e.g., 1˚ near the
fovea in V1) become larger by a factor of approximately 2.5 with
each succeeding stage (and the typical parafoveal receptive field
sizes found would not be inconsistent with the calculated approx-
imations of, e.g., 8˚ in V4, 20˚ in TEO, and 50˚ in the inferior
temporal cortex Boussaoud et al., 1991; see Figure 1). Such zones
of convergence would overlap continuously with each other (see
Figure 1). This connectivity would be part of the architecture by
which translation-invariant representations are computed.

Each layer is considered to act partly as a set of local
self-organizing competitive neuronal networks with overlapping
inputs. (The region within which competition would be imple-
mented would depend on the spatial properties of inhibitory
interneurons, and might operate over distances of 1–2 mm in the
cortex.) These competitive nets operate by a single set of forward
inputs leading to (typically non-linear, e.g., sigmoid) activation
of output neurons; of competition between the output neurons
mediated by a set of feedback inhibitory interneurons which
receive from many of the principal (in the cortex, pyramidal) cells
in the net and project back (via inhibitory interneurons) to many
of the principal cells and serve to decrease the firing rates of the less
active neurons relative to the rates of the more active neurons; and
then of synaptic modification by a modified Hebb rule, such that
synapses to strongly activated output neurons from active input
axons strengthen, and from inactive input axons weaken (Rolls,
2008b). A biologically plausible form of this learning rule that
operates well in such networks is

δwij = αyi(xj − wij) (2)

where δwij is the change of the synaptic weight,α is a learning rate
constant, yi is the firing rate of the ith postsynaptic neuron, and
xj and wij are in appropriate units (Rolls, 2008b). Such compet-
itive networks operate to detect correlations between the activity
of the input neurons, and to allocate output neurons to respond
to each cluster of such correlated inputs. These networks thus
act as categorizers. In relation to visual information processing,
they would remove redundancy from the input representation, and
would develop low-entropy representations of the information (cf.
Barlow, 1985; Barlow et al., 1989). Such competitive nets are bio-
logically plausible, in that they utilize Hebb-modifiable forward
excitatory connections, with competitive inhibition mediated by
cortical inhibitory neurons. The competitive scheme I suggest
would not result in the formation of “winner-take-all” or “grand-
mother”cells, but would instead result in a small ensemble of active
neurons representing each input (Rolls and Treves, 1998; Rolls,
2008b). The scheme has the advantages that the output neurons
learn better to distribute themselves between the input patterns
(cf. Bennett, 1990), and that the sparse representations formed

have utility in maximizing the number of memories that can be
stored when, toward the end of the visual system, the visual repre-
sentation of objects is interfaced to associative memory (Rolls and
Treves, 1998; Rolls, 2008b).

Translation invariance would be computed in such a system by
utilizing competitive learning to detect regularities in inputs when
real objects are translated in the physical world. The hypothesis
is that because objects have continuous properties in space and
time in the world, an object at one place on the retina might acti-
vate feature analyzers at the next stage of cortical processing, and
when the object was translated to a nearby position, because this
would occur in a short period (e.g., 0.5 s), the membrane of the
post-synaptic neuron would still be in its “Hebb-modifiable” state
(caused, for example, by calcium entry as a result of the voltage-
dependent activation of NMDA receptors), and the presynaptic
afferents activated with the object in its new position would thus
become strengthened on the still-activated post-synaptic neuron.
It is suggested that the short temporal window (e.g., 0.5 s) of Hebb-
modifiability helps neurons to learn the statistics of objects moving
in the physical world, and at the same time to form different rep-
resentations of different feature combinations or objects, as these
are physically discontinuous and present less regular correlations
to the visual system. Földiák (1991) has proposed computing an
average activation of the post-synaptic neuron to assist with the
same problem. One idea here is that the temporal properties of
the biologically implemented learning mechanism are such that it
is well suited to detecting the relevant continuities in the world of
real objects. Another suggestion is that a memory trace for what
has been seen in the last 300 ms appears to be implemented by
a mechanism as simple as continued firing of inferior temporal
neurons after the stimulus has disappeared, as has been found in
masking experiments (Rolls and Tovee, 1994; Rolls et al., 1994,
1999; Rolls, 2003).

I also suggested (Rolls, 1992) that other invariances, for exam-
ple, size, spatial-frequency, and rotation invariance, could be
learned by a comparable process. (Early processing in V1 which
enables different neurons to represent inputs at different spatial
scales would allow combinations of the outputs of such neurons
to be formed at later stages. Scale invariance would then result
from detecting at a later stage which neurons are almost conjunc-
tively active as the size of an object alters.) It is suggested that this
process takes place at each stage of the multiple-layer cortical pro-
cessing hierarchy, so that invariances are learned first over small
regions of space, and then over successively larger regions. This
limits the size of the connection space within which correlations
must be sought.

Increasing complexity of representations could also be built in
such a multiple-layer hierarchy by similar mechanisms. At each
stage or layer the self-organizing competitive nets would result in
combinations of inputs becoming the effective stimuli for neu-
rons. In order to avoid the combinatorial explosion, it is proposed,
following Feldman (1985), that low-order combinations of inputs
would be what is learned by each neuron. (Each input would not
be represented by activity in a single input axon, but instead by
activity in a set of active input axons.) Evidence consistent with
this suggestion that neurons are responding to combinations of
a few variables represented at the preceding stage of cortical pro-
cessing is that some neurons in V1 respond to combinations of
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bars or edges (Shevelev et al., 1995; Sillito et al., 1995); V2 and
V4 respond to end-stopped lines, to angles formed by a combi-
nation of lines, to tongues flanked by inhibitory subregions, or to
combinations of colors (Hegde and Van Essen, 2000, 2003, 2007;
Ito and Komatsu, 2004; Anzai et al., 2007; Orban, 2011); in poste-
rior inferior temporal cortex to stimuli which may require two or
more simple features to be present (Tanaka et al., 1990); and in the
temporal cortical face processing areas to images that require the
presence of several features in a face (such as eyes, hair, and mouth)
in order to respond (Perrett et al., 1982; Yamane et al., 1988; Rolls,
2011b; see Figure 6). (Precursor cells to face-responsive neurons
might, it is suggested, respond to combinations of the outputs of
the neurons in V1 that are activated by faces, and might be found
in areas such as V4.) It is an important part of this suggestion that
some local spatial information would be inherent in the features
which were being combined. For example, cells might not respond
to the combination of an edge and a small circle unless they were
in the correct spatial relation to each other. (This is in fact consis-
tent with the data of Tanaka et al. (1990), and with our data on
face neurons, in that some face neurons require the face features
to be in the correct spatial configuration, and not jumbled, Rolls
et al. (1994).) The local spatial information in the features being
combined would ensure that the representation at the next level
would contain some information about the (local) arrangement
of features. Further low-order combinations of such neurons at
the next stage would include sufficient local spatial information so
that an arbitrary spatial arrangement of the same features would
not activate the same neuron, and this is the proposed, and lim-
ited, solution which this mechanism would provide for the feature
binding problem (Elliffe et al., 2002; cf. von der Malsburg, 1990).
By this stage of processing a view-dependent representation of
objects suitable for view-dependent processes such as behavioral
responses to face expression and gesture would be available.

It is suggested that view-independent representations could be
formed by the same type of computation, operating to combine a
limited set of views of objects. The plausibility of providing view-
independent recognition of objects by combining a set of different
views of objects has been proposed by a number of investigators
(Koenderink and Van Doorn, 1979; Poggio and Edelman, 1990;
Logothetis et al., 1994; Ullman, 1996). Consistent with the sug-
gestion that the view-independent representations are formed by
combining view-dependent representations in the primate visual
system, is the fact that in the temporal cortical areas, neurons
with view-independent representations of faces are present in the
same cortical areas as neurons with view-dependent representa-
tions (from which the view-independent neurons could receive
inputs; Perrett et al., 1985; Hasselmo et al., 1989b; Booth and Rolls,
1998). This solution to “object-based” representations is very dif-
ferent from that traditionally proposed for artificial vision systems,
in which the coordinates in 3D space of objects are stored in a data-
base, and general-purpose algorithms operate on these to perform
transforms such as translation, rotation, and scale change in 3D
space (e.g., Marr, 1982). In the present, much more limited but
more biologically plausible scheme, the representation would be
suitable for recognition of an object, and for linking associative
memories to objects, but would be less good for making actions
in 3D space to particular parts of, or inside, objects, as the 3D

coordinates of each part of the object would not be explicitly avail-
able. It is therefore proposed that visual fixation is used to locate
in foveal vision part of an object to which movements must be
made, and that local disparity and other measurements of depth
then provide sufficient information for the motor system to make
actions relative to the small part of space in which a local, view-
dependent, representation of depth would be provided (cf. Ballard,
1990).

The computational processes proposed above operate by an
unsupervised learning mechanism, which utilizes statistical regu-
larities in the physical environment to enable representations to
be built. In some cases it may be advantageous to utilize some
form of mild teaching input to the visual system, to enable it to
learn, for example, that rather similar visual inputs have very dif-
ferent consequences in the world, so that different representations
of them should be built. In other cases, it might be helpful to bring
representations together, if they have identical consequences, in
order to use storage capacity efficiently. It is proposed elsewhere
(Rolls, 1989a,b, 2008b; Rolls and Treves, 1998) that the backpro-
jections from each adjacent cortical region in the hierarchy (and
from the amygdala and hippocampus to higher regions of the
visual system) play such a role by providing guidance to the com-
petitive networks suggested above to be important in each cortical
area. This guidance, and also the capability for recall, are it is sug-
gested implemented by Hebb-modifiable connections from the
backprojecting neurons to the principal (pyramidal) neurons of
the competitive networks in the preceding stages (Rolls, 1989a,b,
2008b; Rolls and Treves, 1998).

The computational processes outlined above use sparse distrib-
uted coding with relatively finely tuned neurons with a graded
response region centered about an optimal response achieved
when the input stimulus matches the synaptic weight vector on a
neuron. The distributed nature of the coding but with fine tuning
would help to limit the combinatorial explosion, to keep the num-
ber of neurons within the biological range. The graded response
region would be crucial in enabling the system to generalize cor-
rectly to solve, for example, the invariances. However, such a system
would need many neurons, each with considerable learning capac-
ity, to solve visual perception in this way. This is fully consistent
with the large number of neurons in the visual system, and with
the large number of, probably modifiable, synapses on each neu-
ron (e.g., 10,000). Further, the fact that many neurons are tuned
in different ways to faces is consistent with the fact that in such a
computational system, many neurons would need to be sensitive
(in different ways) to faces, in order to allow recognition of many
individual faces when all share a number of common properties.

5. THE FEATURE HIERARCHY APPROACH TO INVARIANT
OBJECT RECOGNITION: COMPUTATIONAL ISSUES

The feature hierarchy approach to invariant object recognition
was introduced in Section 3.6, and advantages and disadvantages
of it were discussed. Hypotheses about how object recognition
could be implemented in the brain which are consistent with
much of the neurophysiology discussed in Section 2 and by Rolls
and Deco (2002) and Rolls (2008b) were set out in Section 4.
These hypotheses effectively incorporate a feature hierarchy sys-
tem while encompassing much of the neurophysiological evidence.

Frontiers in Computational Neuroscience www.frontiersin.org June 2012 | Volume 6 | Article 35 | 15

http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Computational_Neuroscience/archive


Rolls Invariant visual object recognition

In this Section (5), we consider the computational issues that arise
in such feature hierarchy systems, and in the brain systems that
implement visual object recognition. The issues are considered
with the help of a particular model, VisNet, which requires precise
specification of the hypotheses, and at the same time enables them
to be explored and tested numerically and quantitatively. However,
I emphasize that the issues to be covered in Section 5 are key and
major computational issues for architectures of this feature hierar-
chical type (Rolls, 2008b), and are very relevant to understanding
how invariant object recognition is implemented in the brain.

VisNet is a model of invariant object recognition based on Rolls’
(Rolls, 1992) hypotheses. It is a computer simulation that allows
hypotheses to be tested and developed about how multilayer hier-
archical networks of the type believed to be implemented in the
visual cortical pathways operate. The architecture captures a num-
ber of aspects of the architecture of the visual cortical pathways,
and is described next. The model of course, as with all mod-
els, requires precise specification of what is to be implemented,
and at the same time involves specified simplifications of the real
architecture, as investigations of the fundamental aspects of the
information processing being performed are more tractable in
a simplified and at the same time quantitatively specified model.
First the architecture of the model is described, and this is followed
by descriptions of key issues in such multilayer feature hierarchical
models, such as the issue of feature binding, the optimal form of
training rule for the whole system to self-organize, the operation of
the network in natural environments and when objects are partly
occluded, how outputs about individual objects can be read out
from the network, and the capacity of the system.

5.1. THE ARCHITECTURE OF VisNet
Fundamental elements of Rolls’ (1992) theory for how cortical net-
works might implement invariant object recognition are described
in Section 4. They provide the basis for the design of VisNet, and
can be summarized as:

• A series of competitive networks, organized in hierarchical lay-
ers, exhibiting mutual inhibition over a short range within each
layer. These networks allow combinations of features or inputs
occurring in a given spatial arrangement to be learned by neu-
rons, ensuring that higher order spatial properties of the input
stimuli are represented in the network.
• A convergent series of connections from a localized population

of cells in preceding layers to each cell of the following layer,
thus allowing the receptive field size of cells to increase through
the visual processing areas or layers.
• A modified Hebb-like learning rule incorporating a temporal

trace of each cell’s previous activity, which, it is suggested, will
enable the neurons to learn transform invariances.

The first two elements of Rolls’ theory are used to constrain the
general architecture of a network model, VisNet, of the processes
just described that is intended to learn invariant representations
of objects. The simulation results described in this paper using
VisNet show that invariant representations can be learned by
the architecture. It is moreover shown that successful learning
depends crucially on the use of the modified Hebb rule. The

general architecture simulated in VisNet, and the way in which
it allows natural images to be used as stimuli, has been chosen to
enable some comparisons of neuronal responses in the network
and in the brain to similar stimuli to be made.

5.1.1. The trace rule
The learning rule implemented in the VisNet simulations utilizes
the spatio-temporal constraints placed upon the behavior of “real-
world” objects to learn about natural object transformations. By
presenting consistent sequences of transforming objects the cells
in the network can learn to respond to the same object through all
of its naturally transformed states, as described by Földiák (1991),
Rolls (1992), Wallis et al. (1993), and Wallis and Rolls (1997). The
learning rule incorporates a decaying trace of previous cell activity
and is henceforth referred to simply as the “trace” learning rule.
The learning paradigm we describe here is intended in principle
to enable learning of any of the transforms tolerated by inferior
temporal cortex neurons, including position, size, view, lighting,
and spatial-frequency (Rolls, 1992, 2000, 2008b; Rolls and Deco,
2002).

To clarify the reasoning behind this point, consider the situa-
tion in which a single neuron is strongly activated by a stimulus
forming part of a real-world object. The trace of this neuron’s acti-
vation will then gradually decay over a time period in the order of
0.5 s. If, during this limited time window, the net is presented with
a transformed version of the original stimulus then not only will
the initially active afferent synapses modify onto the neuron, but so
also will the synapses activated by the transformed version of this
stimulus. In this way the cell will learn to respond to either appear-
ance of the original stimulus. Making such associations works in
practice because it is very likely that within short-time periods
different aspects of the same object will be being inspected. The
cell will not, however, tend to make spurious links across stimuli
that are part of different objects because of the unlikelihood in the
real-world of one object consistently following another.

Various biological bases for this temporal trace have been
advanced as follows: [The precise mechanisms involved may alter
the precise form of the trace rule which should be used. Földiák
(1992) describes an alternative trace rule which models individual
NMDA channels. Equally, a trace implemented by extended cell
firing should be reflected in representing the trace as an external
firing rate, rather than an internal signal.]

• The persistent firing of neurons for as long as 100–400 ms
observed after presentations of stimuli for 16 ms (Rolls and
Tovee, 1994) could provide a time window within which to
associate subsequent images. Maintained activity may poten-
tially be implemented by recurrent connections between as well
as within cortical areas (Rolls and Treves, 1998; Rolls and Deco,
2002; Rolls, 2008b). [The prolonged firing of inferior temporal
cortex neurons during memory delay periods of several sec-
onds, and associative links reported to develop between stimuli
presented several seconds apart (Miyashita, 1988) are on too
long a time scale to be immediately relevant to the present
theory. In fact, associations between visual events occurring
several seconds apart would, under normal environmental con-
ditions, be detrimental to the operation of a network of the type
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described here,because they would probably arise from different
objects. In contrast, the system described benefits from associa-
tions between visual events which occur close in time (typically
within 1 s), as they are likely to be from the same object.]
• The binding period of glutamate in the NMDA channels, which

may last for 100 ms or more, may implement a trace rule by
producing a narrow time window over which the average activ-
ity at each presynaptic site affects learning (Hestrin et al., 1990;
Földiák, 1992; Rhodes, 1992; Rolls, 1992; Spruston et al., 1995).
• Chemicals such as nitric oxide may be released during high

neural activity and gradually decay in concentration over a
short-time window during which learning could be enhanced
(Montague et al., 1991; Földiák, 1992; Garthwaite, 2008).

The trace update rule used in the baseline simulations of VisNet
(Wallis and Rolls, 1997) is equivalent to both Földiák’s used in the
context of translation invariance (Wallis et al., 1993) and to the
earlier rule of Sutton and Barto (1981) explored in the context of
modeling the temporal properties of classical conditioning, and
can be summarized as follows:

δwj = α yτ xj (3)

where

ȳτ = (1− η) yτ + ηȳτ−1 (4)

and

xj: jth input to the neuron. y : Output from the neuron.

ȳ τ : Trace value of the output of

the neuron at time step τ .

α: Learning rate. Annealed

between unity and zero.

wj: Synaptic weight between jth

input and the neuron.

η: Trace value. The optimal value

varies with presentation

sequence length.

To bound the growth of each neuron’s synaptic weight vec-
tor, wi for the ith neuron, its length is explicitly normalized (a
method similarly employed by von der Malsburg (1973) which
is commonly used in competitive networks (Rolls, 2008b). An
alternative, more biologically relevant implementation, using a
local weight bounding operation which utilizes a form of het-
erosynaptic long-term depression (Rolls, 2008b), has in part been
explored using a version of the Oja (1982) rule (see Wallis and
Rolls, 1997).

5.1.2. The network implemented in VisNet
The network itself is designed as a series of hierarchical, conver-
gent, competitive networks, in accordance with the hypotheses
advanced above. The actual network consists of a series of four
layers, constructed such that the convergence of information from
the most disparate parts of the network’s input layer can potentially
influence firing in a single neuron in the final layer – see Figure 1.
This corresponds to the scheme described by many researchers
(Rolls, 1992, 2008b; Van Essen et al., 1992) as present in the pri-
mate visual system – see Figure 1. The forward connections to
a cell in one-layer are derived from a topologically related and
confined region of the preceding layer. The choice of whether a

connection between neurons in adjacent layers exists or not is
based upon a Gaussian distribution of connection probabilities
which roll off radially from the focal point of connections for each
neuron. (A minor extra constraint precludes the repeated connec-
tion of any pair of cells.) In particular, the forward connections
to a cell in one layer come from a small region of the preceding
layer defined by the radius in Table 1 which will contain approx-
imately 67% of the connections from the preceding layer. Table 1
shows the dimensions for VisNetL, the system we are currently
using (Perry et al., 2010), which is a (16×) larger version of the
version of VisNet than used in most of our previous investiga-
tions, which utilized 32× 32 neurons per layer. Figure 1 shows the
general convergent network architecture used. Localization and
limitation of connectivity in the network is intended to mimic
cortical connectivity, partially because of the clear retention of
retinal topology through regions of visual cortex. This architecture
also encourages the gradual combination of features from layer to
layer which has relevance to the binding problem, as described in
Section 5.4.

Modeling topological constraints in connectivity leads to an
issue concerning neurons at the edges of the network layers. In
principle these neurons may either receive no input from beyond
the edge of the preceding layer, or have heir connections repeat-
edly sample neurons at the edge of the previous layer. In practice
either solution is liable to introduce artificial weighting on the
few active inputs at the edge and hence cause the edge to have
unwanted influence over the development of the network as a
whole. In the real brain such edge-effects would be naturally
smoothed by the transition of the locus of cellular input from the
fovea to the lower acuity periphery of the visual field. However,
it poses a problem here because we are in effect only simulat-
ing the small high-acuity foveal portion of the visual field in our
simulations. As an alternative to the former solutions Wallis and
Rolls (1997) elected to form the connections into a toroid, such
that connections wrap back onto the network from opposite sides.
This wrapping happens at all four layers of the network, and in
the way an image on the “retina” is mapped to the input filters.
This solution has the advantage of making all of the boundaries
effectively invisible to the network. Further, this procedure does
not itself introduce problems into evaluation of the network for
the problems set, as many of the critical comparisons in VisNet
involve comparisons between a network with the same architec-
ture trained with the trace rule, or with the Hebb rule, or not
trained at all. In practice, it is shown below that only the network
trained with the trace rule solves the problem of forming invariant
representations.

Table 1 | VisNet dimensions.

Dimensions # Connections Radius

Layer 4 128×128 100 48

Layer 3 128×128 100 36

Layer 2 128×128 100 24

Layer 1 128×128 272 24

Input layer 256×256×32 – –
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5.1.3. Competition and lateral inhibition
In order to act as a competitive network some form of mutual inhi-
bition is required within each layer, which should help to ensure
that all stimuli presented are evenly represented by the neurons
in each layer. This is implemented in VisNet by a form of lateral
inhibition. The idea behind the lateral inhibition, apart from this
being a property of cortical architecture in the brain, was to pre-
vent too many neurons that received inputs from a similar part
of the preceding layer responding to the same activity patterns.
The purpose of the lateral inhibition was to ensure that different
receiving neurons coded for different inputs. This is important
in reducing redundancy (Rolls, 2008b). The lateral inhibition is
conceived as operating within a radius that was similar to that of
the region within which a neuron received converging inputs from
the preceding layer (because activity in one zone of topologically
organized processing within a layer should not inhibit processing
in another zone in the same layer, concerned perhaps with another
part of the image). [Although the extent of the lateral inhibition
actually investigated by Wallis and Rolls (1997) in VisNet oper-
ated over adjacent pixels, the lateral inhibition introduced by Rolls
and Milward (2000) in what they named VisNet2 and which has
been used in subsequent simulations operates over a larger region,
set within a layer to approximately half of the radius of conver-
gence from the preceding layer. Indeed, Rolls and Milward (2000)
showed in a problem in which invariant representations over 49
locations were being used with a 17 face test set, that the best per-
formance was with intermediate-range lateral inhibition, using the
parameters for σ shown in Table 3. These values of σ set the lateral
inhibition radius within a layer to be approximately half that of
the spread of the excitatory connections from the preceding layer.]

The lateral inhibition and contrast enhancement just described
are actually implemented in VisNet2 (Rolls and Milward, 2000)
and VisNetL (Perry et al., 2010) in two stages, to produce filtering
of the type illustrated in Figure 10. This lateral inhibition is imple-
mented by convolving the activation of the neurons in a layer with
a spatial filter, I, where δ controls the contrast and σ controls the
width, and a and b index the distance away from the center of the
filter

Ia,b =

−δe
−

a2
+b2

σ2 if a 6= 0 or b 6= 0,

1−
∑

a 6=0,b 6=0
Ia,b if a = 0 and b = 0.

(5)

This is a filter that leaves the average activity unchanged. A modi-
fied version of this filter designed as a difference of Gaussians with
the same inhibition but shorter range local excitation is being
tested to investigate whether the self-organizing maps that this
promotes (Rolls, 2008b) helps the system to provide some conti-
nuity in the representations formed. The concept is that this may
help the system to code efficiently for large numbers of untrained
stimuli that fall between trained stimuli in similarity space.

The second stage involves contrast enhancement. In VisNet
(Wallis and Rolls, 1997), this was implemented by raising the neu-
ronal activations to a fixed power and normalizing the resulting
firing within a layer to have an average firing rate equal to 1.0. In
VisNet2 (Rolls and Milward, 2000) and in subsequent simulations

FIGURE 10 | Contrast-enhancing filter, which has the effect of local
lateral inhibition. The parameters δ and σ are variables used in equation (5)
to modify the amount and extent of inhibition, respectively.

a more biologically plausible form of the activation function, a
sigmoid, was used:

y = fsigmoid(r) =
1

1+ e−2β(r−α)
(6)

where r is the activation (or firing rate) of the neuron after the lat-
eral inhibition, y is the firing rate after the contrast enhancement
produced by the activation function, and β is the slope or gain and
α is the threshold or bias of the activation function. The sigmoid
bounds the firing rate between 0 and 1 so global normalization
is not required. The slope and threshold are held constant within
each layer. The slope is constant throughout training, whereas the
threshold is used to control the sparseness of firing rates within
each layer. The (population) sparseness of the firing within a layer
is defined (Rolls and Treves, 1998, 2011; Franco et al., 2007; Rolls,
2008b) as:

a =

(∑
iyi
/

n
)2∑

iy
2
i

/
n

(7)

where n is the number of neurons in the layer. To set the sparseness
to a given value, e.g., 5%, the threshold is set to the value of the
95th percentile point of the activations within the layer. (Unless
otherwise stated here, the neurons used the sigmoid activation
function as just described.)

In most simulations with VisNet2 and later, the sigmoid activa-
tion function was used with parameters (selected after a number
of optimization runs) as shown in Table 2.

In addition, the lateral inhibition parameters normally used in
VisNet2 simulations are as shown in Table 3. (Where a power acti-
vation function was used in the simulations of Wallis and Rolls
(1997), the power for layer 1 was 6, and for the other layers was 2.)

5.1.4. The input to VisNet
VisNet is provided with a set of input filters which can be applied
to an image to produce inputs to the network which correspond
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Table 2 | Sigmoid parameters for the runs with 25 locations by Rolls

and Milward, 2000).

Layer 1 2 3 4

Percentile 99.2 98 88 91

Slope β 190 40 75 26

Table 3 | Lateral inhibition parameters for the 25-location runs.

Layer 1 2 3 4

Radius, σ 1.38 2.7 4.0 6.0

Contrast, δ 1.5 1.5 1.6 1.4

to those provided by simple cells in visual cortical area 1 (V1).
The purpose of this is to enable within VisNet the more com-
plicated response properties of cells between V1 and the inferior
temporal cortex (IT) to be investigated, using as inputs natural
stimuli such as those that could be applied to the retina of the
real visual system. This is to facilitate comparisons between the
activity of neurons in VisNet and those in the real visual sys-
tem, to the same stimuli. In VisNet no attempt is made to train
the response properties of simple cells, but instead we start with a
defined series of filters to perform fixed feature extraction to a level
equivalent to that of simple cells in V1, as have other researchers
in the field (Fukushima, 1980; Buhmann et al., 1991; Hummel and
Biederman, 1992), because we wish to simulate the more com-
plicated response properties of cells between V1 and the inferior
temporal cortex (IT). The elongated orientation-tuned input fil-
ters used accord with the general tuning profiles of simple cells in
V1 (Hawken and Parker, 1987) and in earlier versions of VisNet
were computed by weighting the difference of two Gaussians by a
third orthogonal Gaussian as described in detail elsewhere (Wal-
lis and Rolls, 1997; Rolls and Milward, 2000; Perry et al., 2010).
Each individual filter is tuned to spatial-frequency (0.0039–0.5
cycles/pixel over eight octaves); orientation (0–135˚ in steps of
45˚); and sign (±1). Of the 272 layer 1 connections, the num-
ber to each group in VisNetL is as shown in Table 4. In VisNet2
(Rolls and Milward, 2000; used for most VisNet simulations) only
even symmetric – “bar detecting” – filter shapes are used, which
take the form of a Gaussian shape along the axis of orienta-
tion tuning for the filter, and a difference of Gaussians along the
perpendicular axis.

This filter is referred to as an oriented difference of Gaussians,
or DOG filter. Any zero D.C. filter can of course produce a negative
as well as positive output, which would mean that this simulation
of a simple cell would permit negative as well as positive firing.
In contrast to some other models the response of each filter is
zero thresholded and the negative results used to form a sepa-
rate anti-phase input to the network. The filter outputs are also
normalized across scales to compensate for the low-frequency bias
in the images of natural objects.

However, Gabor filters have also been tested, also produce good
results with VisNet (Deco and Rolls, 2004), and are what we
implement at present in VisNetL. Following Daugman (1988) the

receptive fields of the simple cell-like input neurons are modeled
by 2D-Gabor functions. The Gabor receptive fields have five
degrees of freedom given essentially by the product of an ellip-
tical Gaussian and a complex plane wave. The first two degrees
of freedom are the 2D-locations of the receptive field’s center;
the third is the size of the receptive field; the fourth is the ori-
entation of the boundaries separating excitatory and inhibitory
regions; and the fifth is the symmetry. This fifth degree of free-
dom is given in the standard Gabor transform by the real and
imaginary part, i.e., by the phase of the complex function rep-
resenting it, whereas in a biological context this can be done by
combining pairs of neurons with even and odd receptive fields.
This design is supported by the experimental work of Pollen and
Ronner (1981), who found simple cells in quadrature-phase pairs.
Even more, Daugman (1988) proposed that an ensemble of simple
cells is best modeled as a family of 2D-Gabor wavelets sampling
the frequency domain in a log-polar manner as a function of
eccentricity. Experimental neurophysiological evidence constrains
the relation between the free parameters that define a 2D-Gabor
receptive field (De Valois and De Valois, 1988). There are three
constraints fixing the relation between the width, height, ori-
entation, and spatial-frequency (Lee, 1996). The first constraint
posits that the aspect ratio of the elliptical Gaussian envelope is
2:1. The second constraint postulates that the plane wave tends
to have its propagating direction along the short axis of the
elliptical Gaussian. The third constraint assumes that the half-
amplitude bandwidth of the frequency response is about 1–1.5
octaves along the optimal orientation. Further, we assume that the
mean is zero in order to have an admissible wavelet basis (Lee,
1996).

In more detail, the Gabor filters are constructed as follows
(Deco and Rolls, 2004). We consider a pixelized gray-scale image

given by a N ×N matrix0
orig
ij . The subindices ij denote the spatial

position of the pixel. Each pixel value is given a gray-level bright-
ness value coded in a scale between 0 (black) and 255 (white).
The first step in the pre-processing consists of removing the DC
component of the image (i.e., the mean value of the gray-scale
intensity of the pixels). (The equivalent in the brain is the low-
pass filtering performed by the retinal ganglion cells and lateral
geniculate cells. The visual representation in the LGN is essen-
tially a contrast-invariant pixel representation of the image, i.e.,
each neuron encodes the relative brightness value at one location
in visual space referred to the mean value of the image bright-
ness.) We denote this contrast-invariant LGN representation by
the N ×N matrix 0ij defined by the equation

0ij = 0
orig
ij −

1

N 2

N∑
i=1

N∑
j=1

0
orig
ij . (8)

Feed-forward connections to a layer of V1 neurons perform the
extraction of simple features like bars at different locations, orien-
tations and sizes. Realistic receptive fields for V1 neurons that
extract these simple features can be represented by 2D-Gabor
wavelets. Lee (1996) derived a family of discretized 2D-Gabor
wavelets that satisfy the wavelet theory and the neurophysiological
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constraints for simple cells mentioned above. They are given by an
expression of the form

Gpqkl
(
x , y

)
= a−k92l

(
a−k (x − 2p

)
, a−k (y − 2q

))
(9)

where

92l =9
(
x cos (l20) + y sin (l20) ,−x sin (l20)+ y cos (l20)

)
,

(10)

and the mother wavelet is given by

9
(
x , y

)
=

1
√

2π
e−

1
8 (4x2

+y2)
[

e iκx
− e−

κ2

2

]
. (11)

In the above equations 20=π /L denotes the step size of each
angular rotation; l the index of rotation corresponding to the pre-
ferred orientation2l= lπ /L; k denotes the octave; and the indices
pq the position of the receptive field center at cx= p and cy= q. In
this form, the receptive fields at all levels cover the spatial domain
in the same way, i.e., by always overlapping the receptive fields in
the same fashion. In the model we use a= 2, b= 1, and κ =π cor-
responding to a spatial-frequency bandwidth of one octave. We
now use in VisNetL both symmetric and asymmetric filters (as
both are present in V1 Ringach, 2002); with the angular spacing
between the different orientations set to 45˚; and with 8 filter fre-
quencies spaced one octave apart starting with 0.5 cycles per pixel,

and with the sampling from the spatial frequencies set as shown
in Table 4.

Cells of layer 1 receive a topologically consistent, localized, ran-
dom selection of the filter responses in the input layer, under the
constraint that each cell samples every filter spatial-frequency and
receives a constant number of inputs. Figure 11 shows pictorially
the general filter sampling paradigm.

5.1.5. Measures for network performance
A neuron can be said to have learnt an invariant representation
if it discriminates one set of stimuli from another set, across all
transformations. For example, a neuron’s response is translation-
invariant if its response to one set of stimuli irrespective of presen-
tation is consistently higher than for all other stimuli irrespective
of presentation location. Note that we state “set of stimuli” since
neurons in the inferior temporal cortex are not generally selec-
tive for a single stimulus but rather a subpopulation of stimuli
(Baylis et al., 1985; Abbott et al., 1996; Rolls et al., 1997b; Rolls and
Treves, 1998, 2011; Rolls and Deco, 2002; Franco et al., 2007; Rolls,
2007b, 2008b). The measure of network performance used in Vis-
Net1 (Wallis and Rolls, 1997), the “Fisher metric” (referred to in
some figure labels as the Discrimination Factor), reflects how well
a neuron discriminates between stimuli, compared to how well it
discriminates between different locations (or more generally the
images used rather than the objects, each of which is represented
by a set of images, over which invariant stimulus or object repre-
sentations must be learned). The Fisher measure is very similar to
taking the ratio of the two F values in a two-way ANOVA, where

Table 4 | VisNet layer 1 connectivity.

Frequency 0.5 0.25 0.125 0.0625 0.03125 0.0156 0.0078 0.0039

# Connections 180 45 12 7 7 7 7 7

The frequency is in cycles per pixel.

FIGURE 11 |The filter sampling paradigm. Here each square
represents the retinal image presented to the network after being
filtered by a Gabor filter of the appropriate orientation sign and
frequency. The circles represent the consistent retinotopic coordinates

used to provide input to a layer 1 cell. The filters double in
spatial-frequency toward the reader. Left to right the orientation tuning
increases from 0˚ in steps of 45˚, with segregated pairs of positive (P)
and negative (N) filter responses.
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one factor is the stimulus shown, and the other factor is the posi-
tion in which a stimulus is shown. The measure takes a value
greater than 1.0 if a neuron has more different responses to the
stimuli than to the locations. That is, values greater than 1 indicate
invariant representations when this measure is used in the follow-
ing figures. Further details of how the measure is calculated are
given by Wallis and Rolls (1997).

Measures of network performance based on information the-
ory and similar to those used in the analysis of the firing of
real neurons in the brain (Rolls, 2008b; Rolls and Treves, 2011)
were introduced by Rolls and Milward (2000) for VisNet2, and
are used in later papers. A single cell information measure was
introduced which is the maximum amount of information the
cell has about any one stimulus/object independently of which
transform (e.g., position on the retina) is shown. Because the
competitive algorithm used in VisNet tends to produce local rep-
resentations (in which single cells become tuned to one stimulus
or object), this information measure can approach log2 Ns bits,
where Ns is the number of different stimuli. Indeed, it is an
advantage of this measure that it has a defined maximal value,
which enables how well the network is performing to be quanti-
fied. Rolls and Milward (2000) showed that the Fisher and sin-
gle cell information measures were highly correlated, and given
the advantage just noted of the information measure, it was
adopted in Rolls and Milward (2000) and subsequent papers.
Rolls and Milward (2000) also introduced a multiple cell infor-
mation measure, which has the advantage that it provides a mea-
sure of whether all stimuli are encoded by different neurons in
the network. Again, a high value of this measure indicates good
performance.

For completeness, we provide further specification of the two
information theoretic measures, which are described in detail by
Rolls and Milward (2000), (see Rolls, 2008b) Rolls and Treves
(2011) for an introduction to the concepts). The measures assess
the extent to which either a single cell, or a population of cells,
responds to the same stimulus invariantly with respect to its loca-
tion, yet responds differently to different stimuli. The measures
effectively show what one learns about which stimulus was pre-
sented from a single presentation of the stimulus at any randomly
chosen location. Results for top (4th) layer cells are shown. High
information measures thus show that cells fire similarly to the dif-
ferent transforms of a given stimulus (object), and differently to
the other stimuli. The single cell stimulus-specific information, I (s,
R), is the amount of information the set of responses, R, has about
a specific stimulus, s (see Rolls et al., 1997c; Rolls and Milward,
2000). I (s, R) is given by

I (s, R) =
∑
r∈R

P (r |s) log2
P (r |s)

P (r)
(12)

where r is an individual response from the set of responses R of
the neuron. For each cell the performance measure used was the
maximum amount of information a cell conveyed about any one
stimulus. This (rather than the mutual information, I (S, R) where
S is the whole set of stimuli s), is appropriate for a competitive
network in which the cells tend to become tuned to one stimu-
lus. (I (s, R) has more recently been called the stimulus-specific

surprise (DeWeese and Meister, 1999; Rolls and Treves, 2011). Its
average across stimuli is the mutual information I (S, R).)

If all the output cells of VisNet learned to respond to the same
stimulus, then the information about the set of stimuli S would be
very poor, and would not reach its maximal value of log2 of the
number of stimuli (in bits). The second measure that is used here
is the information provided by a set of cells about the stimulus set,
using the procedures described by Rolls et al. (1997b) and Rolls
and Milward (2000). The multiple cell information is the mutual
information between the whole set of stimuli S and of responses
R calculated using a decoding procedure in which the stimulus s ′

that gave rise to the particular firing rate response vector on each
trial is estimated. (The decoding step is needed because the high
dimensionality of the response space would lead to an inaccurate
estimate of the information if the responses were used directly,
as described by Rolls et al. (1997b) and Rolls and Treves (1998).)
A probability table is then constructed of the real stimuli s and
the decoded stimuli s ′. From this probability table, the mutual
information between the set of actual stimuli S and the decoded
estimates S′ is calculated as

I
(
S, S′

)
=

∑
s,s′

P
(
s, s ′

)
log2

P
(
s, s ′

)
P (s) P (s ′)

(13)

This was calculated for the subset of cells which had as single cells
the most information about which stimulus was shown. In par-
ticular, in Rolls and Milward (2000) and subsequent papers, the
multiple cell information was calculated from the first five cells for
each stimulus that had maximal single cell information about that
stimulus, that is from a population of 35 cells if there were seven
stimuli (each of which might have been shown in, for example, 9
or 25 positions on the retina).

5.2. INITIAL EXPERIMENTS WITH VisNet
Having established a network model, Wallis and Rolls (1997)
following a first report by Wallis et al. (1993) described four exper-
iments in which the theory of how invariant representations could
be formed was tested using a variety of stimuli undergoing a num-
ber of natural transformations. In each case the network produced
neurons in the final layer whose responses were largely invariant
across a transformation and highly discriminating between stimuli
or sets of stimuli. A summary showing how the network performed
is presented here, with much more evidence of the factors that
influence the network’s performance described elsewhere (Wallis
and Rolls, 1997; Rolls, 2008b).

5.2.1. “T,” “L,” and “+” as stimuli: learning translation invariance
One of the classical properties of inferior temporal cortex face
cells is their invariant response to face stimuli translated across
the visual field (Tovee et al., 1994). In this first experiment, the
learning of translation-invariant representations by VisNet was
investigated.

In order to test the network a set of three stimuli, based upon
probable 3D edge cues – consisting of a “T,” “L,” and “+” shape –
was constructed. Chakravarty (1979) describes the application of
these shapes as cues for the 3D interpretation of edge junctions,
and Tanaka et al. (1991) have demonstrated the existence of cells
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responsive to such stimuli in IT.) These stimuli were chosen partly
because of their significance as form cues, but on a more practical
note because they each contain the same fundamental features –
namely a horizontal bar conjoined with a vertical bar. In practice
this means that the oriented simple cell filters of the input layer
cannot distinguish these stimuli on the basis of which features are
present. As a consequence of this, the representation of the stimuli
received by the network is non-orthogonal and hence considerably
more difficult to classify than was the case in earlier experiments
involving the trace rule described by Földiák (1991). The expec-
tation is that layer 1 neurons would learn to respond to spatially
selective combinations of the basic features thereby helping to
distinguish these non-orthogonal stimuli. The trajectory followed
by each stimulus consisted of sweeping left to right horizontally
across three locations in the top row, and then sweeping back, right
to left across the middle row, before returning to the right hand
side across the bottom row – tracing out a “Z” shape path across
the retina. Unless stated otherwise this pattern of nine presenta-
tion locations was adopted in all image translation experiments
described by Wallis and Rolls (1997).

Training was carried out by permutatively presenting all stimuli
in each location a total of 800 times. The sequence described above
was followed for each stimulus, with the sequence start point and
direction of sweep being chosen at random for each of the 800
training trials.

Figures 12 and 13 shows the response after training of a first
layer neuron selective for the“T”stimulus. The weighted sum of all
filter inputs reveals the combination of horizontally and vertically
tuned filters in identifying the stimulus. In this case many connec-
tions to the lower frequency filters have been reduced to zero by the
learning process, except at the relevant orientations. This contrasts
strongly with the random wiring present before training (Wallis
and Rolls, 1997; Rolls, 2008b). It is important that neurons at early
stages of feature hierarchy networks respond to combinations of
features in defined relative spatial positions, before invariance is
built into the system, as this is part of the way that the binding
problem is solved, as described in more detail in Section 5.4 and by

Elliffe et al. (2002). The feature combination tuning is illustrated
by the VisNet layer 1 neuron shown in Figures 12 and 13.

The results for layer 4 neurons are illustrated in Figure 14.
By this stage translation-invariant, stimulus-identifying, cells have
emerged. The response profiles confirm the high level of neural
selectivity for a particular stimulus irrespective of location. Neu-
rons in layers 2 and 3 of VisNet had intermediate-levels of
translation invariance to those illustrated for layer 1 and layer
4. The gradual increase in the invariance that the tolerance to
shifts of the preferred stimulus gradually builds up through the
layers.

The trace used in VisNet enables successive features that, based
on the natural statistics of the visual input, are likely to be from the
same object or feature complex to be associated together. For good
performance, the temporal trace needs to be sufficiently long that
it covers the period in which features seen by a particular neuron
in the hierarchy are likely to come from the same object. On the
other hand, the trace should not be so long that it produces asso-
ciations between features that are parts of different objects, seen
when, for example, the eyes move to another object. One possibil-
ity is to reset the trace during saccades between different objects. If
explicit trace resetting is not implemented, then the trace should,
to optimize the compromise implied by the above, lead to strong
associations between temporally close stimuli, and increasingly
weaker associations between temporally more distant stimuli. In
fact, the trace implemented in VisNet has an exponential decay,
and it has been shown that this form is optimal in the situation
where the exact duration over which the same object is being
viewed varies, and where the natural statistics of the visual input
happen also to show a decreasing probability that the same object
is being viewed as the time period in question increases (Wallis
and Baddeley, 1997). Moreover, performance can be enhanced if
the duration of the trace does at the same time approximately
match the period over which the input stimuli are likely to come
from the same object or feature complex (Wallis and Rolls, 1997;
Rolls, 2008b). Nevertheless, good performance can be obtained in
conditions under which the trace rule allows associations to be

FIGURE 12 |The left graph shows the response of a layer 1 neuron to the three training stimuli for the nine training locations. Alongside this are the
results of summating all the filter inputs to the neuron. The discrimination factor for this cell was 1.04.
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FIGURE 13 |The connections to a single cell in layer 1 of VisNet
from the filters after training in theT, L, and + stimulus set,
represented by plotting the receptive fields of every input layer cell
connected to the particular layer 1 cell. Separate input layer cells
have activity that represents a positive (P) or negative (N) output from
the bank of filters which have different orientations in degrees (the
columns) and different spatial frequencies (the rows). Here the overall

receptive field of the layer 1 cell is centered just below the center-point
of the retina. The connection scheme allows for relatively fewer
connections to lower frequency cells than to high-frequency cells in
order to cover a similar region of the input at each frequency. The blank
squares indicate that no connection exists between the layer 1 cell
chosen and the filters of that particular orientation, sign, and
spatial-frequency.

FIGURE 14 | Response profiles for two fourth layer neurons – discrimination factors 4.07 and 3.62 – in the L,T, and + experiment.

formed only between successive items in the visual stream (Rolls
and Milward, 2000; Rolls and Stringer, 2001).

It is also the case that the optimal value of η in the trace rule is
likely to be different for different layers of VisNet, and for cortical
processing in the “what” visual stream. For early layers of the sys-
tem, small movements of the eyes might lead to different feature
combinations providing the input to cells (which at early stages
have small receptive fields), and a short duration of the trace would
be optimal. However, these small eye movements might be around
the same object, and later layers of the architecture would bene-
fit from being able to associate together their inputs over longer

times, in order to learn about the larger scale properties that char-
acterize individual objects, including, for example, different views
of objects observed as an object turns or is turned. Thus the sug-
gestion is made that the temporal trace could be effectively longer
at later stages (e.g., inferior temporal visual cortex) compared to
early stages (e.g., V2 and V4) of processing in the visual system. In
addition, as will be shown in Section 5.4, it is important to form
feature combinations with high-spatial precision before invariance
learning supported by a temporal trace starts, in order that the fea-
ture combinations and not the individual features have invariant
representations. This leads to the suggestion that the trace rule
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should either not operate, or be short, at early stages of cortical
visual processing such as V1. This is reflected in the operation of
VisNet2, which does not use a temporal trace in layer 1 (Rolls and
Milward, 2000).

5.2.2. Faces as stimuli: translation invariance
The aim of the next set of experiments described by Wallis and
Rolls (1997) was to start to address the issues of how the net-
work operates when invariant representations must be learned for
a larger number of stimuli, and whether the network can learn
when much more complicated, real biological stimuli, faces, are
used.

Figure 15 contrasts the measure of invariance, or discrimi-
nation factor, achieved by cells in the four layers, averaged over
five separate runs of the network (Wallis and Rolls, 1997; Rolls,
2008b). Translation invariance clearly increases through the layers,
as expected.

Having established that invariant cells have emerged in the final
layer, we now consider the role of the trace rule, by assessing the
network tested under two new conditions. Firstly, the performance
of the network was measured before learning occurs, that is with
its initially random connection weights. Secondly, the network
was trained with η in the trace rule set to 0, which causes learn-
ing to proceed in a traceless, standard Hebbian, fashion. (Hebbian
learning is purely associative Rolls, 2008b.) Figure 16 shows the
results under the three training conditions. The results show that
the trace rule is the decisive factor in establishing the invariant
responses in the layer 4 neurons. It is interesting to note that the
Hebbian learning results are actually worse than those achieved by
chance in the untrained net. In general, with Hebbian learning,
the most highly discriminating cells barely rate higher than 1. This
value of discrimination corresponds to the case in which a cell
responds to only one stimulus and in only one location. The poor
performance with the Hebb rule comes as a direct consequence
of the presentation paradigm being employed. If we consider an
image as representing a vector in multidimensional space, a partic-
ular image in the top left-hand corner of the input retina will tend

FIGURE 15 | Variation in network performance for the top 30 most
highly discriminating cells through the four layers of the network,
averaged over five runs of the network. The net was trained on 7 faces
each in 9 locations.

to look more like any other image in that same location than the
same image presented elsewhere. A simple competitive network
using just Hebbian learning will thus tend to categorize images by
where they are rather than what they are – the exact opposite of
what the net was intended to learn. This comparison thus indi-
cates that a small memory trace acting in the standard Hebbian
learning paradigm can radically alter the normal vector averaging,
image classification, performed by a Hebbian-based competitive
network.

In order to check that there was an invariant representation
in layer 4 of VisNet that could be read by a receiving popula-
tion of neurons, a fifth layer was added to the net which fully
sampled the fourth layer cells. This layer was in turn trained in
a supervised manner using gradient descent or with a Hebbian
associative learning rule. (Wallis and Rolls, 1997) showed that the
object classification performed by the layer 5 network was better
if the network had been trained with the trace rule than when it
was untrained or was trained with a Hebb rule.

5.2.3. Faces as stimuli: view-invariance
Given that the network had been shown to be able to operate
usefully with a more difficult translation invariance problem, we
next addressed the question of whether the network can solve
other types of transform invariance, as we had intended. The next
experiment addressed this question, by training the network on the
problem of 3D stimulus rotation, which produces non-isomorphic
transforms, to determine whether the network can build a view-
invariant categorization of the stimuli (Wallis and Rolls, 1997).
The trace rule learning paradigm should, in conjunction with the
architecture described here, prove capable of learning any of the
transforms tolerated by IT neurons, so long as each stimulus is pre-
sented in short sequences during which the transformation occurs
and can be learned. This experiment continued with the use of
faces but now presented them centrally in the retina in a sequence
of different views of a face (Wallis and Rolls, 1997; Rolls, 2008b).
The faces were again smoothed at the edges to erase the harsh
image boundaries, and the D.C. term was removed. During the
800 epochs of learning, each stimulus was chosen at random, and

FIGURE 16 | Variation in network performance for the top 30 most
highly discriminating cells in the fourth layer for the three training
regimes, averaged over five runs of the network. The net was trained on
7 faces each in 9 locations.
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a sequence of preset views of it was shown, rotating the face either
to the left or to the right.

Although the actual number of images being presented is
smaller, some 21 views in all, there is good reason to think that
this problem may be harder to solve than the previous transla-
tion experiments. This is simply due to the fact that all 21 views
exactly overlap with one another. The net was indeed able to solve
the invariance problem, with examples of invariant layer 4 neuron
response profiles appearing in Figure 17.

Further analyses confirmed the good performance on view-
invariance learning (Wallis and Rolls, 1997; Rolls, 2008b).

5.3. DIFFERENT FORMS OF THE TRACE-LEARNING RULE, AND THEIR
RELATION TO ERROR CORRECTION AND TEMPORAL DIFFERENCE
LEARNING

The original trace-learning rule used in the simulations of Wallis
and Rolls (1997) took the form

δwj = αȳτ xτj (14)

where the trace ȳτ is updated according to

ȳτ = (1− η) yτ + ηȳτ−1. (15)

The parameter η∈ [0, 1] controls the relative contributions to
the trace ȳτ from the instantaneous firing rate yτ and the trace at
the previous time step ȳτ−1, where for η= 0 we have ȳτ = yτ and
equation (14) becomes the standard Hebb rule

δwj = αyτ xτj . (16)

At the start of a series of investigations of different forms of the
trace-learning rule (Rolls and Milward, 2000) demonstrated that
VisNet’s performance could be greatly enhanced (see Figure 18)
with a modified Hebbian trace-learning rule (equation (17)) that
incorporated a trace of activity from the preceding time steps, with
no contribution from the activity being produced by the stimulus
at the current time step. This rule took the form

δwj = α yτ−1 xτj . (17)

FIGURE 17 | Response profiles for cells in the last two layers of the network – discrimination factors 11.12 and 12.40 – in the experiment with seven
different views of each of three faces.

FIGURE 18 | Numerical results with the standard trace rule (14), the
modified trace-learning rule (17), the Hebb rule (16), and random weights,

trained on 7 faces in 9 locations: single cell information measure (left),
multiple cell information measure (right). (After Rolls and Stringer, 2001a.)
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The trace shown in equation (17) is in the post-synaptic term,
and similar effects were found if the trace was in the presynaptic
term, or in both the pre- and the post-synaptic terms. The crucial
difference from the earlier rule (see equation (14)) was that the
trace should be calculated up to only the preceding timestep, with
no contribution to the trace from the firing on the current trial to
the current stimulus. How might this be understood?

One way to understand this is to note that the trace rule is
trying to set up the synaptic weight on trial τ based on whether
the neuron, based on its previous history, is responding to that
stimulus (in other transforms, e.g., position). Use of the trace rule
at τ − 1 does this that is it takes into account the firing of the
neuron on previous trials, with no contribution from the firing
being produced by the stimulus on the current trial. On the other
hand, use of the trace at time τ in the update takes into account
the current firing of the neuron to the stimulus in that particu-
lar position, which is not a good estimate of whether that neuron
should be allocated to invariantly represent that stimulus. Effec-
tively, using the trace at time τ introduces a Hebbian element
into the update, which tends to build position-encoded analyzers,
rather than stimulus-encoded analyzers. (The argument has been
phrased for a system learning translation invariance, but applies
to the learning of all types of invariance.) A particular advantage
of using the trace at τ − 1 is that the trace will then on different
occasions (due to the randomness in the location sequences used)
reflect previous histories with different sets of positions, enabling
the learning of the neuron to be based on evidence from the stim-
ulus present in many different positions. Using a term from the
current firing in the trace (i.e., the trace calculated at time τ )
results in this desirable effect always having an undesirable ele-
ment from the current firing of the neuron to the stimulus in its
current position.

5.3.1. The modified Hebbian trace rule and its relation to error
correction

The rule of equation (17) corrects the weights using a post-
synaptic trace obtained from the previous firing (produced by
other transforms of the same stimulus), with no contribution to
the trace from the current post-synaptic firing (produced by the
current transform of the stimulus). Indeed, insofar as the current
firing yτ is not the same as ȳτ−1, this difference can be thought of
as an error. This leads to a conceptualization of using the differ-
ence between the current firing and the preceding trace as an error
correction term, as noted in the context of modeling the temporal
properties of classical conditioning by Sutton and Barto (1981),
and developed next in the context of invariance learning (see Rolls
and Stringer, 2001).

First, we re-express the rule of equation (17) in an alternative
form as follows. Suppose we are at timestep τ and have just cal-
culated a neuronal firing rate yτ and the corresponding trace ȳτ

from the trace update equation (15). If we assume η∈ (0, 1), then
rearranging equation (15) gives

ȳτ−1
=

1

η

(
ȳτ − (1− η) yτ

)
, (18)

and substituting equation (18) into equation (17) gives

δwj = α
1

η

(
ȳτ − (1− η) yτ

)
xτj

= α
1− η

η

(
1

1− η
ȳτ − yτ

)
xτj

= α̂
(
β̂ ȳτ − yτ

)
xτj

(19)

where α̂ = α
1−η
η

and β̂ = 1
1−η . The modified Hebbian trace-

learning rule (17) is thus equivalent to equation (19) which is in
the general form of an error correction rule (Hertz et al., 1991).
That is, rule (19) involves the subtraction of the current firing rate
yτ from a target value, in this case β̂ ȳτ .

Although above we have referred to rule (17) as a modified
Hebbian rule, we note that it is only associative in the sense of
associating previous cell firing with the current cell inputs. In the
next section we continue to explore the error correction paradigm,
examining five alternative examples of this sort of learning rule.

5.3.2. Five forms of error correction learning rule
Error correction learning rules are derived from gradient descent
minimization (Hertz et al., 1991), and continually compare the
current neuronal output to a target value t and adjust the synap-
tic weights according to the following equation at a particular
timestep τ

δwj = α
(
t − yτ

)
xτj . (20)

In this usual form of gradient descent by error correction, the tar-
get t is fixed. However, in keeping with our aim of encouraging
neurons to respond similarly to images that occur close together in
time it seems reasonable to set the target at a particular timestep,
t τ , to be some function of cell activity occurring close in time,
because encouraging neurons to respond to temporal classes will
tend to make them respond to the different variants of a given
stimulus (Földiák, 1991; Rolls, 1992; Wallis and Rolls, 1997). For
this reason, Rolls and Stringer (2001) explored a range of error
correction rules where the targets t τ are based on the trace of
neuronal activity calculated according to equation (15). We note
that although the target is not a fixed value as in standard error
correction learning, nevertheless the new learning rules perform
gradient descent on each timestep, as elaborated below. Although
the target may be varying early on in learning, as learning pro-
ceeds the target is expected to become more and more constant,
as neurons settle to respond invariantly to particular stimuli. The
first set of five error correction rules we discuss are as follows.

δwj = α
(
β ȳτ−1

− yτ
)

xτj , (21)

δwj = α
(
βyτ−1

− yτ
)

xτj , (22)

δwj = α
(
β ȳτ − yτ

)
xτj , (23)

δwj = α
(
β ȳτ+1

− yτ
)

xτj , (24)

δwj = α
(
βyτ+1

− yτ
)

xτj , (25)

where updates (21–23) are performed at timestep τ , and updates
(24) and (25) are performed at timestep τ + 1. (The reason for
adopting this convention is that the basic form of the error correc-
tion rule (20) is kept, with the five different rules simply replacing

Frontiers in Computational Neuroscience www.frontiersin.org June 2012 | Volume 6 | Article 35 | 26

http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Computational_Neuroscience/archive


Rolls Invariant visual object recognition

the term t.) It may be readily seen that equations (22) and (25) are
special cases of equations (21) and (24), respectively, with η= 0.

These rules are all similar except for their targets t τ , which are
all functions of a temporally nearby value of cell activity. In partic-
ular, rule (23) is directly related to rule (19), but is more general in
that the parameter β̂ = 1

1−η is replaced by an unconstrained para-

meter β. In addition, we also note that rule (21) is closely related
to a rule developed in Peng et al. (1998) for view-invariance learn-
ing. The above five error correction rules are biologically plausible
in that the targets t τ are all local cell variables (see Rolls and
Treves, 1998 and Rolls, 2008b). In particular, rule (23) uses the
trace ȳτ from the current time level τ , and rules (22) and (25)
do not need exponential trace values ȳ , instead relying only on
the instantaneous firing rates at the current and immediately pre-
ceding timesteps. However, all five error correction rules involve
decrementing of synaptic weights according to an error which is
calculated by subtracting the current activity from a target.

Numerical results with the error correction rules trained on 7
faces in 9 locations are presented by Rolls and Stringer (2001).
For all the results the synaptic weights were clipped to be pos-
itive during the simulation, because it is important to test that
decrementing synaptic weights purely within the positive inter-
val w ∈ [0,∞] will provide significantly enhanced performance.
That is, it is important to show that error correction rules do not
necessarily require possibly biologically implausible modifiable
negative weights. For each of the rules (21–25), the parameter β
has been individually optimized to the following respective values:
4.9, 2.2, 2.2, 3.8, 2.2. All five error correction rules offer consider-
ably improved performance over both the standard trace rule (14)
and rule (17). Networks trained with rule (21) performed best, and
this is probably due to two reasons. Firstly, rule (21) incorporates
an exponential trace ȳτ−1 in its target t τ , and we would expect this
to help neurons to learn more quickly to respond invariantly to
a class of inputs that occur close together in time. Hence, setting
η= 0 as in rule (22) results in reduced performance. Secondly,
unlike rules (23) and (24), rule (21) does not contain any compo-
nent of yτ in its target. If we examine rules (23), (24), we see that
their respective targetsβ ȳτ ,β ȳτ+1 contain significant components
of yτ .

5.3.3. Relationship to temporal difference learning
Rolls and Stringer (2001) not only considered the relationship of
rule (17) to error correction, but also considered how the error cor-
rection rules shown in equations (21–25) are related to temporal
difference learning (Sutton, 1988; Sutton and Barto, 1998). Sut-
ton (1988) described temporal difference methods in the context
of prediction learning. These methods are a class of incremen-
tal learning techniques that can learn to predict final outcomes
through comparison of successive predictions from the preceding
time steps. This is in contrast to traditional supervised learning,
which involves the comparison of predictions only with the final
outcome. Consider a series of multistep prediction problems in
which for each problem there is a sequence of observation vectors,
x1, x2, . . ., xm, at successive timesteps, followed by a final scalar
outcome z. For each sequence of observations temporal differ-
ence methods form a sequence of predictions y1, y2, . . ., ym, each
of which is a prediction of z. These predictions are based on the

observation vectors xτ and a vector of modifiable weights w; i.e.,
the prediction at time step τ is given by yτ (xτ , w), and for a linear
dependency the prediction is given by yτ =wTxτ . (Note here that
wT is the transpose of the weight vector w.) The problem of pre-
diction is to calculate the weight vector w such that the predictions
yτ are good estimates of the outcome z.

The supervised learning approach to the prediction problem
is to form pairs of observation vectors xτ and outcome z for all
time steps, and compute an update to the weights according to the
gradient descent equation

δw = α
(
z − yτ

)
∇wyτ (26)

where α is a learning rate parameter and ∇w indicates the gra-
dient with respect to the weight vector w. However, this learning
procedure requires all calculation to be done at the end of the
sequence, once z is known. To remedy this, it is possible to replace
method (26) with a temporal difference algorithm that is mathe-
matically equivalent but allows the computational workload to be
spread out over the entire sequence of observations. Temporal dif-
ference methods are a particular approach to updating the weights
based on the values of successive predictions, yτ , yτ+1. Sutton
(1988) showed that the following temporal difference algorithm is
equivalent to method (26)

δw = α
(
yτ+1
− yτ

) τ∑
k=1

∇wyk , (27)

where ym+1
≡ z. However, unlike method (26) this can be com-

puted incrementally at each successive time step since each update
depends only on yτ+1, yτ and the sum of ∇wyk over previous
time steps k. The next step taken in Sutton (1988) is to generalize
equation (27) to the following final form of temporal difference
algorithm, known as “TD(λ)”

δw = α
(
yτ+1
− yτ

) τ∑
k=1

λτ−k
∇wyk (28)

where λ∈ [0, 1] is an adjustable parameter that controls the
weighting on the vectors ∇wyk. Equation (28) represents a much
broader class of learning rules than the more usual gradient
descent-based rule (27), which is in fact the special case TD(1).

A further special case of equation (28) is for λ= 0, i.e., TD(0),
as follows

δw = α(yτ+1
− yτ )∇wyτ . (29)

But for problems where yτ is a linear function of xτ and w, we
have ∇wyτ = xτ , and so equation (29) becomes

δw = α
(
yτ+1
− yτ

)
xτ . (30)

If we assume the prediction process is being performed by a neuron
with a vector of inputs xτ , synaptic weight vector w, and output
yτ =wTxτ , then we see that the TD(0) algorithm (30) is identical
to the error correction rule (25) with β = 1. In understanding this
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comparison with temporal difference learning, it may be useful to
note that the firing at the end of a sequence of the transformed
exemplars of a stimulus is effectively the temporal difference tar-
get z. This establishes a link to temporal difference learning (Rolls,
2008b). Further, we note that from learning epoch to learning
epoch, the target z for a given neuron will gradually settle down to
be more and more fixed as learning proceeds.

We now explore in more detail the relation between the error
correction rules described above and temporal difference learn-
ing. For each sequence of observations with a single outcome the
temporal difference method (30), when viewed as an error correc-
tion rule, is attempting to adapt the weights such that yτ+1

= yτ

for all successive pairs of time steps – the same general idea
underlying the error correction rules (21–25). Furthermore, in
Sutton and Barto (1998), where temporal difference methods are
applied to reinforcement learning, the TD(λ) approach is again
further generalized by replacing the target yτ+1 by any weighted
average of predictions y from arbitrary future timesteps, e.g.,
t τ = 1

2 yτ+3
+

1
2 yτ+7, including an exponentially weighted average

extending forward in time. So a more general form of the temporal
difference algorithm has the form

δw = α
(
t τ − yτ

)
xτ , (31)

where here the target t τ is an arbitrary weighted average of the
predictions y over future timesteps. Of course, with standard tem-
poral difference methods the target t τ is always an average over
future timesteps k = τ + 1, τ + 2, etc. But in the five error cor-
rection rules this is only true for the last exemplar (25). This is
because with the problem of prediction, for example, the ultimate
target of the predictions y1,. . .,ym is a final outcome ym+1

≡z.
However, this restriction does not apply to our particular applica-
tion of neurons trained to respond to temporal classes of inputs
within VisNet. Here we only wish to set the firing rates y1,. . .,ym

to the same value, not some final given value z. However, the more
general error correction rules clearly have a close relationship to
standard temporal difference algorithms. For example, it can be
seen that equation (22) with β = 1 is in some sense a temporal
mirror image of equation (30), particularly if the updates δwj are
added to the weights wj only at the end of a sequence. That is, rule
(22) will attempt to set y1,. . .,ym to an initial value y0

≡ 0. This
relationship to temporal difference algorithms allows us to begin
to exploit established temporal difference analyses to investigate
the convergence properties of the error correction methods (Rolls
and Stringer, 2001).

Although the main aim of Rolls and Stringer (2001) in relat-
ing error correction rules to temporal difference learning was
to begin to exploit established temporal difference analyses, they
observed that the most general form of temporal difference learn-
ing, TD(λ), in fact suggests an interesting generalization to the
existing error correction learning rules for which we currently have
λ= 0. Assuming yτ =wTxτ and∇wyτ = xτ , the general equation
(28) for TD(λ) becomes

δw = α
(
yτ+1
− yτ

) τ∑
k=1

λτ−k xk (32)

where the term
∑τ

k=1 λ
τ−k xk is a weighted sum of the vectors

xk. This suggests generalizing the original five error correction
rules (21–25) by replacing the term xτj by a weighted sum x̂τj =∑τ

k=1 λ
τ−k xk

j with λ∈ [0, 1]. In Sutton (1988) x̂τj is calculated

according to

x̂τj = xτj + λ x̂τ−1
j (33)

with x̂0
j ≡ 0. This gives the following five temporal difference-

inspired error correction rules

δwj = α
(
β ȳτ−1

− yτ
)

x̂τj , (34)

δwj = α
(
βyτ−1

− yτ
)

x̂τj , (35)

δwj = α
(
β yτ −yτ

)
x̂τj , (36)

δwj = α
(
β yτ+1

−yτ
)

x̂τj , (37)

δwj = α
(
βyτ+1

− yτ
)

x̂τj , (38)

where it may be readily seen that equation (35) and (38) are spe-
cial cases of equations (34) and (37), respectively, with η= 0. As
with the trace ȳτ , the term x̂τj is reset to zero when a new stimulus

is presented. These five rules can be related to the more general
TD(λ) algorithm, but continue to be biologically plausible using
only local cell variables. Setting λ= 0 in rules (34–38), gives us
back the original error correction rules (21–25) which may now
be related to TD(0).

Numerical results with error correction rules (34–38), and
x̂τj calculated according to equation (33) with λ= 1, with pos-

itive clipping of weights, trained on 7 faces in 9 locations are
presented by Rolls and Stringer (2001). For each of the rules
(34–38), the parameter β has been individually optimized to
the following respective values: 1.7, 1.8, 1.5, 1.6, 1.8. Compar-
ing these five temporal difference-inspired rules it was found
that the best performance is obtained with rule (38) where
many more cells reach the maximum level of performance pos-
sible with respect to the single cell information measure. In
fact, this rule offered the best such results. This may well be
due to the fact that this rule may be directly compared to the
standard TD(1) learning rule, which itself may be related to
classical supervised learning for which there are well known
optimality results, as discussed further by Rolls and Stringer
(2001).

From the simulations described by Rolls and Stringer (2001)
it appears that the form of optimization described above associ-
ated with TD(1) rather than TD(0) leads to better performance
within VisNet. The TD(1)-like rule (38) with λ= 1.0 and β = 1.8
gave considerably superior results to the TD(0)-like rule (25) with
β = 2.2. In fact, the former of these two rules provided the best
single cell information results in these studies. We hypothesize that
these results are related to the fact that only a finite set of image
sequences is presented to VisNet, and so the type of optimization
performed by TD(1) for repeated presentations of a finite data set
is more appropriate for this problem than the form of optimization
performed by TD(0).
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5.3.4. Discussion of the different training rules
In terms of biological plausibility, we note the following. First,
all the learning rules investigated by Rolls and Stringer (2001)
are local learning rules, and in this sense are biologically plausi-
ble (Rolls and Treves, 1998; Rolls, 2008b). (The rules are local in
that the terms used to modify the synaptic weights are potentially
available in the pre- and post-synaptic elements.)

Second we note that all the rules do require some evidence of
the activity on one or more previous stimulus presentations to
be available when the synaptic weights are updated. Some of the
rules, e.g., learning rule (23), use the trace ȳτ from the current
time level, while rules (22) and (25) do not need to use an expo-
nential trace of the neuronal firing rate, but only the instantaneous
firing rates y at two successive time steps. It is known that synap-
tic plasticity does involve a combination of separate processes
each with potentially differing time courses (Koch, 1999), and
these different processes could contribute to trace rule learning.
Another mechanism suggested for implementing a trace of pre-
vious neuronal activity is the continuing firing for often 300 ms
produced by a short (16 ms) presentation of a visual stimulus
(Rolls and Tovee, 1994) which is suggested to be implemented
by local cortical recurrent attractor networks (Rolls and Treves,
1998).

Third, we note that in utilizing the trace in the targets t τ , the
error correction (or temporal difference-inspired) rules perform
a comparison of the instantaneous firing yτ with a temporally
nearby value of the activity, and this comparison involves a sub-
traction. The subtraction provides an error, which is then used
to increase or decrease the synaptic weights. This is a somewhat
different operation from long-term depression (LTD) as well as
long-term potentiation (LTP), which are associative changes which
depend on the pre- and post-synaptic activity. However, it is inter-
esting to note that an error correction rule which appears to
involve a subtraction of current firing from a target might be
implemented by a combination of an associative process oper-
ating with the trace, and an anti-Hebbian process operating to
remove the effects of the current firing. For example, the synap-
tic updates δwj = α(t τ − yτ )xτj can be decomposed into two

separate associative processes αt τ xτj and−αyτ xτj , that may occur

independently. (The target, t τ , could in this case be just the trace
of previous neural activity from the preceding trials, excluding any
contribution from the current firing.) Another way to implement
an error correction rule using associative synaptic modification
would be to force the post-synaptic neuron to respond to the error
term. Although this has been postulated to be an effect which
could be implemented by the climbing fiber system in the cerebel-
lum (Ito, 1984, 1989; Rolls and Treves, 1998), there is no similar
system known for the neocortex, and it is not clear how this par-
ticular implementation of error correction might operate in the
neocortex.

In Section 5.3.2 we describe five learning rules as error cor-
rection rules. We now discuss an interesting difference of these
error correction rules from error correction rules as conventionally
applied. It is usual to derive the general form of error correction
learning rule from gradient descent minimization in the follow-
ing way (Hertz et al., 1991). Consider the idealized situation of a

single neuron with a number of inputs xj and output y =
∑

j wj xj ,
where wj are the synaptic weights. We assume that there are a
number of input patterns and that for the kth input pattern,
xk
= [xk

1 , xk
2 , ...]T , the output yk has a target value tk. Hence an

error measure or cost function can be defined as

e (w) =
1

2

∑
k

(
t k
− yk

)2
=

1

2

∑
k

t k
−

∑
j

wj x
k
j

2

. (39)

This cost function is a function of the input patterns xk and the
synaptic weight vector w= [w1, w2, . . .]T. With a fixed set of input
patterns, we can reduce the error measure by employing a gradient
descent algorithm to calculate an improved set of synaptic weights.
Gradient descent achieves this by moving downhill on the error
surface defined in w space using the update

δwj = −α
∂e

∂wj
= α

∑
k

(
t k
− yk

)
xk

j . (40)

If we update the weights after each pattern k, then the update takes
the form of an error correction rule

δwj = α
(

t k
− yk

)
xk

j , (41)

which is also commonly referred to as the delta rule or Widrow–
Hoff rule (see Widrow and Hoff, 1960; Widrow and Stearns, 1985).
Error correction rules continually compare the neuronal output
with its pre-specified target value and adjust the synaptic weights
accordingly. In contrast, the way Rolls and Stringer (2001) intro-
duced of utilizing error correction is to specify the target as the
activity trace based on the firing rate at nearby timesteps. Now the
actual firing at those nearby time steps is not a pre-determined
fixed target, but instead depends on how the network has actually
evolved. This effectively means the cost function e(w) that is being
minimized changes from timestep to timestep. Nevertheless, the
concept of calculating an error, and using the magnitude and direc-
tion of the error to update the synaptic weights, is the similarity
Rolls and Stringer (2001) made to gradient descent learning.

To conclude this discussion, the error correction and tempo-
ral difference rules explored by Rolls and Stringer (2001) provide
interesting approaches to help understand invariant pattern recog-
nition learning. Although we do not know whether the full power
of these rules is expressed in the brain, we provided suggestions
about how they might be implemented. At the same time, we note
that the original trace rule used by Földiák (1991), Rolls (1992),
and Wallis and Rolls (1997) is a simple associative rule, is therefore
biologically very plausible, and, while not as powerful as many of
the other rules introduced by Rolls and Stringer (2001), can never-
theless solve the same class of problem. Rolls and Stringer (2001)
also emphasized that although they demonstrated how a number
of new error correction and temporal difference rules might play a
role in the context of view-invariant object recognition, they may
also operate elsewhere where it is important for neurons to learn to
respond similarly to temporal classes of inputs that tend to occur
close together in time.
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5.4. THE ISSUE OF FEATURE BINDING, AND A SOLUTION
In this section we investigate two key issues that arise in hierarchi-
cal layered network architectures, such as VisNet, other examples
of which have been described and analyzed by Fukushima (1980),
Ackley et al. (1985), Rosenblatt (1961), and Riesenhuber and Pog-
gio (1999b). One issue is whether the network can discriminate
between stimuli that are composed of the same basic alphabet of
features. The second issue is whether such network architectures
can find solutions to the spatial binding problem. These issues are
addressed next and by Elliffe et al. (2002) and Rolls (2008b).

The first issue investigated is whether a hierarchical layered
network architecture of the type exemplified by VisNet can dis-
criminate stimuli that are composed of a limited set of features
and where the different stimuli include cases where the feature sets
are subsets and supersets of those in the other stimuli. An issue is
that if the network has learned representations of both the parts
and the wholes, will the network identify that the whole is present
when it is shown, and not just that one or more parts is present. (In
many investigations with VisNet, complex stimuli (such as faces)
were used where each stimulus might contain unique features not
present in the other stimuli.) To address this issue Elliffe et al.
(2002) used stimuli that are composed from a set of four features
which are designed so that each feature is spatially separate from
the other features, and no unique combination of firing caused,
for example, by overlap of horizontal and vertical filter outputs in
the input representation distinguishes any one stimulus from the
others. The results described in Section 5.4.4 show that VisNet can
indeed learn correct invariant representations of stimuli which do
consist of feature sets where individual features do not overlap
spatially with each other and where the stimuli can be composed
of sets of features which are supersets or subsets of those in other
stimuli. Fukushima and Miyake (1982) did not address this cru-
cial issue where different stimuli might be composed of subsets or
supersets of the same set of features, although they did show that
stimuli with partly overlapping features could be discriminated by
the Neocognitron.

In Section 5.4.5 we address the spatial binding problem in archi-
tectures such as VisNet. This computational problem that needs to
be addressed in hierarchical networks such as the primate visual
system and VisNet is how representations of features can be (e.g.,
translation) invariant, yet can specify stimuli or objects in which
the features must be specified in the correct spatial arrangement.
This is the feature binding problem, discussed, for example, by
von der Malsburg (1990), and arising in the context of hierarchi-
cal layered systems (Rosenblatt, 1961; Fukushima, 1980; Ackley
et al., 1985). The issue is whether or not features are bound into
the correct combinations in the correct relative spatial positions,
or if alternative combinations of known features or the same fea-
tures in different relative spatial positions would elicit the same
responses. All this has to be achieved while at the same time pro-
ducing position-invariant recognition of the whole combination
of features, that is, the object. This is a major computational issue
that needs to be solved for memory systems in the brain to operate
correctly. This can be achieved by what is effectively a learning
process that builds into the system a set of neurons in the hier-
archical network that enables the recognition process to operate
correctly with the appropriate position, size, view, etc. invariances.

5.4.1. Syntactic binding of separate neuronal ensembles by
synchronization

The problem of syntactic binding of neuronal representations,
in which some features must be bound together to form one
object, and other simultaneously active features must be bound
together to represent another object, has been addressed by von
der Malsburg (1990). He has proposed that this could be per-
formed by temporal synchronization of those neurons that were
temporarily part of one representation in a different time slot
from other neurons that were temporarily part of another rep-
resentation. The idea is attractive in allowing arbitrary relinking
of features in different combinations. Singer, Engel, Konig, and
colleagues (Singer et al., 1990; Engel et al., 1992; Singer and
Gray, 1995; Singer, 1999; Fries, 2005, 2009; Womelsdorf et al.,
2007), and others (Abeles, 1991) have obtained some evidence
that when features must be bound, synchronization of neu-
ronal populations can occur (but see Shadlen and Movshon,
1999), and this has been modeled (Hummel and Biederman,
1992).

Synchronization to implement syntactic binding has a number
of disadvantages and limitations (Rolls and Treves, 1998, 2011;
Riesenhuber and Poggio, 1999a; Rolls, 2008b). The greatest com-
putational problem is that synchronization does not by itself define
the spatial relations between the features being bound, so is not
just as a binding mechanism adequate for shape recognition. For
example, temporal binding might enable features 1, 2, and 3, which
might define one stimulus to be bound together and kept separate
from, for example, another stimulus consisting of features 2, 3,
and 4, but would require a further temporal binding (leading in
the end potentially to a combinatorial explosion) to indicate the
relative spatial positions of the 1, 2, and 3 in the 123 stimulus, so
that it can be discriminated from, e.g., 312.

A second problem with the synchronization approach to the
spatial binding of features is that, when stimulus-dependent tem-
poral synchronization has been rigorously tested with information
theoretic approaches, it has so far been found that most of the
information available is in the number of spikes, with rather little,
less than 5% of the total information, in stimulus-dependent syn-
chronization (Franco et al., 2004; Rolls et al., 2004; Aggelopoulos
et al., 2005; Rolls, 2008b; Rolls and Treves, 2011). For exam-
ple, Aggelopoulos et al. (2005) showed that when macaques used
object-based attention to search for one of two objects to touch in
a complex natural scene, between 99 and 94% of the information
was present in the firing rates of inferior temporal cortex neu-
rons, and less that 5% in any stimulus-dependent synchrony that
was present between the simultaneously recorded inferior tem-
poral cortex neurons. The implication of these results is that any
stimulus-dependent synchrony that is present is not quantitatively
important as measured by information theoretic analyses under
natural scene conditions when feature binding, segmentation of
objects from the background, and attention are required. This
has been found for the inferior temporal cortex, a brain region
where features are put together to form representations of objects
(Rolls and Deco, 2002; Rolls, 2008b), and where attention has
strong effects, at least in scenes with blank backgrounds (Rolls
et al., 2003). It would of course also be of interest to test the same
hypothesis in earlier visual areas, such as V4, with quantitative,
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information theoretic, techniques (Rolls and Treves, 2011). In con-
nection with rate codes, it should be noted that a rate code implies
using the number of spikes that arrive in a given time, and that
this time can be very short, as little as 20–50 ms, for very useful
amounts of information to be made available from a population
of neurons (Tovee et al., 1993; Rolls and Tovee, 1994; Rolls et al.,
1994, 1999, 2006a; Tovee and Rolls, 1995; Rolls, 2003, 2008b; Rolls
and Treves, 2011).

A third problem with the synchronization or “communication
through coherence” approach (Fries, 2005, 2009) is that when
information transmission between connected networks is ana-
lyzed, synchronization is not produced at the levels of synaptic
strength necessary for information transmission between the net-
works, and indeed does not appear to affect the information
transmission between a pair of weakly coupled networks that
model weakly coupled cortical networks (Rolls et al., 2012).

In the context of VisNet, and how the real visual system may
operate to implement object recognition, the use of synchroniza-
tion does not appear to match the way in which the visual system is
organized. For example, von der Malsburg’s argument would indi-
cate that, using only a two-layer network, synchronization could
provide the necessary feature linking to perform object recogni-
tion with relatively few neurons, because they can be reused again
and again, linked differently for different objects. In contrast, the
primate uses a considerable part of its cortex, perhaps 50% in
monkeys, for visual processing, with therefore what could be in the
order of 6× 108 neurons and 6× 1012 synapses involved (Rolls,
2008b), so that the solution adopted by the real visual system may
be one which relies on many neurons with simpler processing than
arbitrary syntax implemented by synchronous firing of separate
assemblies suggests. On the other hand, a solution such as that
investigated by VisNet, which forms low-order combinations of
what is represented in previous layers, is very demanding in terms
of the number of neurons required, and this matches what is found
in the primate visual system.

5.4.2. Sigma-Pi neurons
Another approach to a binding mechanism is to group spatial fea-
tures based on local mechanisms that might operate for closely
adjacent synapses on a dendrite (in what is a Sigma-Pi type of
neuron, see Section 7; Finkel and Edelman, 1987; Mel et al., 1998;
Rolls, 2008b). A problem for such architectures is how to force
one particular neuron to respond to the same feature combina-
tion invariantly with respect to all the ways in which that feature
combination might occur in a scene.

5.4.3. Binding of features and their relative spatial position by
feature combination neurons

The approach to the spatial binding problem that is proposed for
VisNet is that individual neurons at an early stage of processing
are set up (by learning) to respond to low-order combinations of
input features occurring in a given relative spatial arrangement
and position on the retina (Rolls, 1992, 1994, 1995; Wallis and
Rolls, 1997; Rolls and Treves, 1998; Elliffe et al., 2002; Rolls and
Deco, 2002; cf. Feldman, 1985). (By low-order combinations of
input features we mean combinations of a few input features. By
forming neurons that respond to combinations of a few features

in the correct spatial arrangement the advantages of the scheme
for syntactic binding are obtained, yet without the combinatorial
explosion that would result if the feature combination neurons
responded to combinations of many input features so produc-
ing potentially very specifically tuned neurons which very rarely
responded.) Then invariant representations are developed in the
next layer from these feature combination neurons which already
contain evidence on the local spatial arrangement of features.
Finally, in later layers, only one stimulus would be specified by the
particular set of low-order feature combination neurons present,
even though each feature combination neuron would itself be
somewhat invariant. The overall design of the scheme is shown
in Figure 9. Evidence that many neurons in V1 respond to combi-
nations of spatial features with the correct spatial configuration is
now starting to appear (see Section 4), and neurons that respond
to feature combinations (such as two lines with a defined angle
between them, and overall orientation) are found in V2 (Hegde
and Van Essen, 2000; Ito and Komatsu, 2004). The tuning of a
VisNet layer 1 neuron to a combination of features in the correct
relative spatial position is illustrated in Figures 12 and 13.

5.4.4. Discrimination between stimuli with super- and sub-set
feature combinations

Some investigations with VisNet (Wallis and Rolls, 1997) have
involved groups of stimuli that might be identified by some unique
feature common to all transformations of a particular stimulus.
This might allow VisNet to solve the problem of transform invari-
ance by simply learning to respond to a unique feature present
in each stimulus. For example, even in the case where VisNet was
trained on invariant discrimination of T, L, and +, the repre-
sentation of the T stimulus at the spatial-filter level inputs to
VisNet might contain unique patterns of filter outputs where
the horizontal and vertical parts of the T join. The unique filter
outputs thus formed might distinguish the T from, for example,
the L.

Elliffe et al. (2002) tested whether VisNet is able to form trans-
form invariant cells with stimuli that are specially composed from
a common alphabet of features, with no stimulus containing any
firing in the spatial-filter inputs to VisNet not present in at least
one of the other stimuli. The limited alphabet enables the set of
stimuli to consist of feature sets which are subsets or supersets of
those in the other stimuli.

For these experiments the common pool of stimulus features
chosen was a set of two horizontal and two vertical 8× 1 bars,
each aligned with the sides of a 32× 32 square. The stimuli can
be constructed by arbitrary combination of these base level fea-
tures. We note that effectively the stimulus set consists of four
features, a top bar (T), a bottom bar (B), a left bar (L), and a
right bar (R). Figure 19 shows the complete set used, containing
the possible image feature combination. Subsequent discussion
will group these objects by the number of features each contains:
single-; double-; triple-; and quadruple-feature objects correspond
to the respective rows of Figure 19. Stimuli are referred to by the
list of features they contain; e.g., “LBR” contains the left, bottom,
and right features, while “TL” contains top and left only. Further
details of how the stimuli were prepared are provided by Elliffe
et al. (2002).
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FIGURE 19 | Merged feature objects. All members of the full object set are
shown, using a dotted line to represent the central 32× 32 square on which
the individual features are positioned, with the features themselves shown
as dark line segments. Nomenclature is by acronym of the features present,
where T, top; B, bottom; L, left; and R, right. (After Elliffe et al., 2002.)

To train the network a stimulus was presented in a randomized
sequence of nine locations in a square grid across the 128× 128
input retina of VisNet2. The central location of the square grid
was in the center of the “retina,” and the eight other locations were
offset 8 pixels horizontally and/or vertically from this. Two differ-
ent learning rules were used,“Hebbian” (16), and “trace” (17), and
also an untrained condition with random weights. As in earlier
work (Wallis and Rolls, 1997; Rolls and Milward, 2000) only the
trace rule led to any cells with invariant responses, and the results
shown are for networks trained with the trace rule.

The results with VisNet trained on the set of stimuli shown in
Figure 19 with the trace rule are as follows. First, it was found that
single neurons in the top layer learned to differentiate between the
stimuli in that the responses of individual neurons were maximal
for one of the stimuli and had no response to any of the other stim-
uli invariantly with respect to location. Moreover, the translation
invariance was perfect for every stimulus (by different neurons)
over every location (for all stimuli except “RTL” and “TLBR”).

The results presented show clearly that the VisNet paradigm
can accommodate networks that can perform invariant discrim-
ination of objects that have a subset–superset relationship. The
result has important consequences for feature binding and for dis-
criminating stimuli for other stimuli which may be supersets of the
first stimulus. For example, a VisNet cell which responds invari-
antly to feature combination TL can genuinely signal the presence
of exactly that combination, and will not necessarily be activated

by T alone, or by TLB. The basis for this separation by competitive
networks of stimuli which are subsets and supersets of each other
is described by Rolls and Treves, 1998, Section 4.3.6) and by Rolls
(2008b).

5.4.5. Feature binding in a hierarchical network with invariant
representations of local feature combinations

In this section we consider the ability of output layer neurons to
learn new stimuli if the lower layers are trained solely through
exposure to simpler feature combinations from which the new
stimuli are composed. A key question we address is how invari-
ant representations of low-order feature combinations in the early
layers of the visual system are able to uniquely specify the cor-
rect spatial arrangement of features in the overall stimulus and
contribute to preventing false recognition errors in the output
layer.

The problem, and its proposed solution, can be treated as fol-
lows. Consider an object 1234 made from the features 1, 2, 3,
and 4. The invariant low-order feature combinations might rep-
resent 12, 23, and 34. Then if neurons at the next layer respond
to combinations of the activity of these neurons, the only neu-
rons in the next layer that would respond would be those tuned
to 1234, not to, for example, 3412, which is distinguished from
1234 by the input of a pair neuron responding to 41 rather than
to 23. The argument (Rolls, 1992) is that low-order spatial-feature
combination neurons in the early stage contain sufficient spatial
information so that a particular combination of those low-order
feature combination neurons specifies a unique object, even if the
relative positions of the low-order feature combination neurons
are not known, because they are somewhat invariant.

The architecture of VisNet is intended to solve this problem
partly by allowing high-spatial precision combinations of input
features to be formed in layer 1. The actual input features in VisNet
are, as described above, the output of oriented spatial-frequency
tuned filters, and the combinations of these formed in layer 1
might thus be thought of in a simple way as, for example, a T or
an L or for that matter a Y. Then in layer 2, application of the trace
rule might enable neurons to respond to a T with limited spatial
invariance (limited to the size of the region of layer 1 from which
layer 2 cells receive their input). Then an “object” such as H might
be formed at a higher layer because of a conjunction of two Ts in
the same small region.

To show that VisNet can actually solve this problem, Elliffe et al.
(2002) performed the experiments described next. They trained
the first two layers of VisNet with feature pair combinations,
forming representations of feature pairs with some translation
invariance in layer 2. Then they used feature triples as input stimuli,
allowed no more learning in layers 1 and 2, and then investi-
gated whether layers 3 and 4 could be trained to produce invariant
representations of the triples where the triples could only be distin-
guished if the local spatial arrangement of the features within the
triple had effectively to be encoded in order to distinguish the dif-
ferent triples. For this experiment, they needed stimuli that could
be specified in terms of a set of different features (they chose verti-
cal (1), diagonal (2), and horizontal (3) bars) each capable of being
shown at a set of different relative spatial positions (designated A,
B, and C), as shown in Figure 20.
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The stimuli are thus defined in terms of what features are
present and their precise spatial arrangement with respect to each
other. The length of the horizontal and vertical feature bars shown
in Figure 20 is 8 pixels. To train the network a stimulus (that is a
pair or triple feature combination) is presented in a randomized
sequence of nine locations in a square grid across the 128× 128
input retina. The central location of the square grid is in the cen-
ter of the “retina,” and the eight other locations are offset 8 pixels
horizontally and/or vertically from this. We refer to the two and
three feature stimuli as “pairs” and “triples,” respectively. Indi-
vidual stimuli are denoted by three numbers which refer to the
individual features present in positions A, B and C, respectively.
For example, a stimulus with positions A and C containing a verti-
cal and diagonal bar, respectively, would be referred to as stimulus
102, where the 0 denotes no feature present in position B. In total
there are 18 pairs (120, 130, 210, 230, 310, 320, 012, 013, 021, 023,
031, 032, 102, 103, 201, 203, 301, 302) and 6 triples (123, 132, 213,
231, 312, 321). This nomenclature not only defines which fea-
tures are present within objects, but also the spatial relationships
of their component features. Then the computational problem
can be illustrated by considering the triple 123. If invariant rep-
resentations are formed of single features, then there would be
no way that neurons higher in the hierarchy could distinguish the
object 123 from 213 or any other arrangement of the three fea-
tures. An approach to this problem (see, e.g., Rolls, 1992) is to form
early on in the processing neurons that respond to overlapping
combinations of features in the correct spatial arrangement, and

FIGURE 20 | Feature combinations for experiments of Section 5.4.5:
there are 3 features denoted by 1, 2, and 3 (including a blank space 0)
that can be placed in any of 3 positions A, B, and C. Individual stimuli are
denoted by three consecutive numbers which refer to the individual
features present in positions A, B, and C, respectively. In the experiments in
Section 5.4.5, layers 1 and 2 were trained on stimuli consisting of pairs of
the features, and layers 3 and 4 were trained on stimuli consisting of triples.
Then the network was tested to show whether layer 4 neurons would
distinguish between triples, even though the first two layers had only been
trained on pairs. In addition, the network was tested to show whether
individual cells in layer 4 could distinguish between triples even in locations
where the triples were not presented during training. (After Elliffe et al.,
2002.)

then to develop invariant representations in the next layer from
these neurons which already contain evidence on the local spa-
tial arrangement of features. An example might be that with the
object 123, the invariant feature pairs would represent 120, 023,
and 103. Then if neurons at the next layer correspond to combi-
nations of these neurons, the only next layer neurons that would
respond would be those tuned to 123, not to, for example, 213.
The argument is that the low-order spatial-feature combination
neurons in the early stage contain sufficient spatial information
so that a particular combination of those low-order feature com-
bination neurons specifies a unique object, even if the relative
positions of the low-order feature combination neurons are not
known because these neurons are somewhat translation-invariant
(cf. also Fukushima, 1988).

The stimuli used in the experiments of Elliffe et al. (2002) were
constructed from pre-processed component features as discussed
in Section 5.4.4. That is, base stimuli containing a single feature
were constructed and filtered, and then the pairs and triples were
constructed by merging these pre-processed single feature images.
In the first experiment layers 1 and 2 of VisNet were trained with
the 18 feature pairs, each stimulus being presented in sequences of
9 locations across the input. This led to the formation of neurons
that responded to the feature pairs with some translation invari-
ance in layer 2. Then they trained layers 3 and 4 on the 6 feature
triples in the same 9 locations, while allowing no more learning
in layers 1 and 2, and examined whether the output layer of Vis-
Net had developed transform invariant neurons to the 6 triples.
The idea was to test whether layers 3 and 4 could be trained to
produce invariant representations of the triples where the triples
could only be distinguished if the local spatial arrangement of the
features within the triple had effectively to be encoded in order
to distinguish the different triples. The results from this experi-
ment were compared and contrasted with results from three other
experiments which involved different training regimes for layers 1,
2 and layers 3, 4. All four experiments are summarized in Table 5.
Experiment 2 involved no training in layers 1, 2 and 3, 4, with the
synaptic weights left unchanged from their initial random values.
These results are included as a baseline performance with which
to compare results from the other experiments 1, 3, and 4. The
model parameters used in these experiments were as described by
Rolls and Milward (2000) and Rolls and Stringer (2001).

In Figure 21 we present numerical results for the four experi-
ments listed in Table 5. On the left are the single cell information
measures for all top (4th) layer neurons ranked in order of their

Table 5 |The different training regimes used in VisNet experiments 1–4

of Section 5.4.5.

Layers 1, 2 Layers 3, 4

Experiment 1 Trained on pairs Trained on triples

Experiment 2 No training No training

Experiment 3 No training Trained on triples

Experiment 4 Trained on triples Trained on triples

In the no training condition the synaptic weights were left in their initial untrained

random values.
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FIGURE 21 | Numerical results for experiments 1–4 as described inTable 5, with the trace-learning rule (17). On the left are single cell information
measures, and on the right are multiple cell information measures. (After Elliffe et al., 2002.)

invariance to the triples, while on the right are multiple cell infor-
mation measures. To help to interpret these results we can compute
the maximum single cell information measure according to

Maximum single cell information = log2(Number of triples),

(42)

where the number of triples is 6. This gives a maximum single
cell information measure of 2.6 bits for these test cases. First, com-
paring the results for experiment 1 with the baseline performance
of experiment 2 (no training) demonstrates that even with the
first two layers trained to form invariant responses to the pairs,
and then only layers 3 and 4 trained on feature triples, layer 4 is
indeed capable of developing translation-invariant neurons that
can discriminate effectively between the 6 different feature triples.
Indeed, from the single cell information measures it can be seen
that a number of cells have reached the maximum level of perfor-
mance in experiment 1. In addition, the multiple cell information
analysis presented in Figure 21 shows that all the stimuli could be
discriminated from each other by the firing of a number of cells.
Analysis of the response profiles of individual cells showed that a
fourth layer cell could respond to one of the triple feature stimuli
and have no response to any other of the triple feature stimuli
invariantly with respect to location.

A comparison of the results from experiment 1 with those from
experiment 3 (see Table 5 and Figure 21) reveals that training the
first two layers to develop neurons that respond invariantly to
the pairs (performed in experiment 1) actually leads to improved
invariance of 4th layer neurons to the triples, as compared with
when the first two layers are left untrained (experiment 3).

Two conclusions follow from these results (Elliffe et al., 2002).
First, a hierarchical network that seeks to produce invariant repre-
sentations in the way used by VisNet can solve the feature binding
problem. In particular, when feature pairs in layer 2 with some
translation invariance are used as the input to later layers, these
later layers can nevertheless build invariant representations of
objects where all the individual features in the stimulus must
occur in the correct spatial position relative to each other. This

is possible because the feature combination neurons formed in
the first layer (which could be trained just with a Hebb rule) do
respond to combinations of input features in the correct spatial
configuration, partly because of the limited size of their receptive
fields. The second conclusion is that even though early layers can
in this case only respond to small feature subsets, these provide,
with no further training of layers 1 and 2, an adequate basis for
learning to discriminate in layers 3 and 4 stimuli consisting of
combinations of larger numbers of features. Indeed, comparing
results from experiment 1 with experiment 4 (in which all layers
were trained on triples, see Table 5) demonstrates that training
the lower layer neurons to develop invariant responses to the pairs
offers almost as good performance as training all layers on the
triples (see Figure 21).

5.4.6. Stimulus generalization to untrained transforms of new
objects

Another important aspect of the architecture of VisNet is that it
need not be trained with every stimulus in every possible location.
Indeed, part of the hypothesis (Rolls, 1992) is that training early
layers (e.g., 1–3) with a wide range of visual stimuli will set up
feature analyzers in these early layers which are appropriate later
on with no further training of early layers for new objects. For
example, presentation of a new object might result in large num-
bers of low-order feature combination neurons in early layers of
VisNet being active, but the particular set of feature combination
neurons active would be different for the new object. The later lay-
ers of the network (in VisNet, layer 4) would then learn this new
set of active layer 3 neurons as encoding the new object. However,
if the new object was then shown in a new location, the same set of
layer 3 neurons would be active because they respond with spatial
invariance to feature combinations, and given that the layer 3–4
connections had already been set up by the new object, the correct
layer 4 neurons would be activated by the new object in its new
untrained location, and without any further training.

To test this hypothesis Elliffe et al. (2002) repeated the general
procedure of experiment 1 of Section 5.4.5, training layers 1 and
2 with feature pairs, but then instead trained layers 3 and 4 on the
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triples in only 7 of the original 9 locations. The crucial test was
to determine whether VisNet could form top layer neurons that
responded invariantly to the 6 triples when presented over all nine
locations, not just the seven locations at which the triples had been
presented during training.

It was found that VisNet is still able to develop some fourth
layer neurons with perfect invariance, that is which have invari-
ant responses over all nine locations, as shown by the single cell
information analysis. The response profiles of individual fourth
layer cells showed that they can continue to discriminate between
the triples even in the two locations where the triples were not
presented during training. In addition, the multiple cell analysis
showed that a small population of cells was able to discriminate
between all of the stimuli irrespective of location, even though for
two of the test locations the triples had not been trained at those
particular locations during the training of layers 3 and 4.

The use of transformation rules learned by early stages of the
hierarchy to enable later stages to perform correctly on trans-
formed views never seen before of objects is now being investigated
by others (Leibo et al., 2010).

5.4.7. Discussion of feature binding in hierarchical layered
networks

Elliffe et al. (2002) thus first showed (see Section 5.4.4) that hier-
archical feature-detecting neural networks can learn to respond
differently to stimuli that consist of unique combinations of non-
unique input features, and that this extends to stimuli that are
direct subsets or supersets of the features present in other stimuli.

Second Elliffe et al. (2002) investigated (see Section 5.4.5)
the hypothesis that hierarchical layered networks can produce
identification of unique stimuli even when the feature combi-
nation neurons used to define the stimuli are themselves partly
translation-invariant. The stimulus identification should work
correctly because feature combination neurons in which the spa-
tial features are bound together with high-spatial precision are
formed in the first layer. Then at later layers when neurons with
some translation invariance are formed, the neurons neverthe-
less contain information about the relative spatial position of the
original features. There is only then one object which will be con-
sistent with the set of active neurons at earlier layers, which though
somewhat translation-invariant as combination neurons, reflect in
the activity of each neuron information about the original spatial
position of the features. I note that the trace rule training used in
early layers (1 and 2) in Experiments 1 and 4 would set up partly
invariant feature combination neurons, and yet the late layers (3
and 4) were able to produce during training neurons in layer 4
that responded to stimuli that consisted of unique spatial arrange-
ments of lower order feature combinations. Moreover, and very
interestingly Elliffe et al. (2002) were able to demonstrate that Vis-
Net layer 4 neurons would respond correctly to visual stimuli at
untrained locations, provided that the feature subsets had been
trained in early layers of the network at all locations, and that the
whole stimulus had been trained at some locations in the later
layers of the network.

The results described by Elliffe et al. (2002) thus provide one
solution to the feature binding problem. The solution which has
been shown to work in the model is that in a multilayer competitive

network, feature combination neurons which encode the spatial
arrangement of the bound features are formed at intermediate
layers of the network. Then neurons at later layers of the net-
work which respond to combinations of active intermediate-layer
neurons do contain sufficient evidence about the local spatial
arrangement of the features to identify stimuli because the local
spatial arrangement is encoded by the intermediate-layer neurons.
The information required to solve the visual feature binding prob-
lem thus becomes encoded by self-organization into what become
hard-wired properties of the network. In this sense, feature binding
is not solved at run-time by the necessity to instantaneously set up
arbitrary syntactic links between sets of co-active neurons. The
computational solution proposed to the superset/subset aspect
of the binding problem will apply in principle to other multi-
layer competitive networks, although the issues considered here
have not been explicitly addressed in architectures such as the
Neocognitron (Fukushima and Miyake, 1982).

Consistent with these hypotheses about how VisNet operates to
achieve, by layer 4, position-invariant responses to stimuli defined
by combinations of features in the correct spatial arrangement,
investigations of the effective stimuli for neurons in intermediate
layers of VisNet showed as follows. In layer 1, cells responded to
the presence of individual features, or to low-order combinations
of features (e.g., a pair of features) in the correct spatial arrange-
ment at a small number of nearby locations. In layers 2 and 3,
neurons responded to single features or to higher order combina-
tions of features (e.g., stimuli composed of feature triples) in more
locations. These findings provide direct evidence that VisNet does
operate as described above to solve the feature binding problem.

A further issue with hierarchical multilayer architectures such
as VisNet is that false binding errors might occur in the following
way (Mozer, 1991; Mel and Fiser, 2000). Consider the output of
one-layer in such a network in which there is information only
about which pairs are present. How then could a neuron in the
next layer discriminate between the whole stimulus (such as the
triple 123 in the above experiment) and what could be considered a
more distributed stimulus or multiple different stimuli composed
of the separated subparts of that stimulus (e.g., the pairs 120, 023,
103 occurring in 3 of the 9 training locations in the above exper-
iment)? The problem here is to distinguish a single object from
multiple other objects containing the same component combi-
nations (e.g., pairs). We propose that part of the solution to this
general problem in real visual systems is implemented through lat-
eral inhibition between neurons in individual layers, and that this
mechanism, implemented in VisNet, acts to reduce the possibility
of false recognition errors in the following two ways.

First, consider the situation in which neurons in layer N have
learned to represent low-order feature combinations with loca-
tion invariance, and where a neuron n in layer N + 1 has learned
to respond to a particular set � of these feature combinations.
The problem is that neuron n receives the same input from layer
N as long as the same set � of feature combinations is present,
and cannot distinguish between different spatial arrangements of
these feature combinations. The question is how can neuron n
respond only to a particular favored spatial arrangement 9 of
the feature combinations contained within the set �. We suggest
that as the favored spatial arrangement9 is altered by rearranging
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the spatial relationships of the component feature combinations,
the new feature combinations that are formed in new locations
will stimulate additional neurons nearby in layer N + 1, and these
will tend to inhibit the firing of neuron n. Thus, lateral inhibition
within a layer will have the effect of making neurons more selective,
ensuring neuron n responds only to a single spatial arrangement
9 from the set of feature combinations�, and hence reducing the
possibility of false recognition.

The second way in which lateral inhibition may help to reduce
binding errors is through limiting the sparseness of neuronal firing
rates within layers. In our discussion above the spurious stimuli
we suggested that might lead to false recognition of triples were
obtained from splitting up the component feature combinations
(pairs) so that they occurred in separate training locations. How-
ever, this would lead to an increase in the number of features
present in the complete stimulus; triples contain 3 features while
their spurious counterparts would contain 6 features (resulting
from 3 separate pairs). For this trivial example, the increase in the
number of features is not dramatic, but if we consider, say, stimuli
composed of 4 features where the component feature combina-
tions represented by lower layers might be triples, then to form
spurious stimuli we need to use 12 features (resulting from 4 triples
occurring in separate locations). But if the lower layers also rep-
resented all possible pairs then the number of features required in
the spurious stimuli would increase further. In fact, as the size of
the stimulus increases in terms of the number of features, and as
the size of the component feature combinations represented by the
lower layers increases, there is a combinatorial explosion in terms
of the number of features required as we attempt to construct
spurious stimuli to trigger false recognition. And the construction
of such spurious stimuli will then be prevented through setting a
limit on the sparseness of firing rates within layers, which will in
turn set a limit on the number of features that can be represented.
Lateral inhibition is likely to contribute in both these ways to the
performance of VisNet when the stimuli consist of subsets and
supersets of each other, as described in Section 5.4.4.

Another way is which the problem of multiple objects is
addressed is by limiting the size of the receptive fields of inferior
temporal cortex neurons so that neurons in IT respond primarily
to the object being fixated, but with nevertheless some asymme-
try in the receptive fields (see Section 5.9). Multiple objects are
then “seen” by virtue of being added to a visuo-spatial scratchpad
(Rolls, 2008b).

A related issue that arises in this class of network is whether
forming neurons that respond to feature combinations in the way
described here leads to a combinatorial explosion in the number
of neurons required. The solution to this issue that is proposed
is to form only low-order combinations of features at any one
stage of the network (Rolls, 1992; cf. Feldman, 1985). Using low-
order combinations limits the number of neurons required, yet
enables the type of computation that relies on feature combina-
tion neurons that is analyzed here to still be performed. The actual
number of neurons required depends also on the redundancies
present in the statistics of real-world images. Even given these fac-
tors, it is likely that a large number of neurons would be required
if the ventral visual system performs the computation of invari-
ant representations in the manner captured by the hypotheses

implemented in VisNet. Consistent with this, a considerable part
of the non-human primate brain is devoted to visual informa-
tion processing. The fact that large numbers of neurons and a
multilayer organization are present in the primate ventral visual
system is actually thus consistent with the type of model of visual
information processing described here.

5.5. OPERATION IN A CLUTTERED ENVIRONMENT
In this section we consider how hierarchical layered networks of
the type exemplified by VisNet operate in cluttered environments.
Although there has been much work involving object recognition
in cluttered environments with artificial vision systems, many such
systems typically rely on some form of explicit segmentation fol-
lowed by search and template matching procedure (see Ullman,
1996 for a general review). In natural environments, objects may
not only appear against cluttered (natural) backgrounds, but also
the object may be partially occluded. Biological nervous systems
operate in quite a different manner to those artificial vision sys-
tems that rely on search and template matching, and the way in
which biological systems cope with cluttered environments and
partial occlusion is likely to be quite different also.

One of the factors that will influence the performance of
the type of architecture considered here, hierarchically organized
series of competitive networks, which form one class of approaches
to biologically relevant networks for invariant object recognition
(Fukushima, 1980; Poggio and Edelman, 1990; Rolls, 1992, 2008b;
Wallis and Rolls, 1997; Rolls and Treves, 1998), is how lateral inhi-
bition and competition are managed within a layer. Even if an
object is not obscured, the effect of a cluttered background will be
to fire additional neurons, which will in turn to some extent com-
pete with and inhibit those neurons that are specifically tuned to
respond to the desired object. Moreover, where the clutter is adja-
cent to part of the object, the feature analyzing neurons activated
against a blank background might be different from those activated
against a cluttered background, if there is no explicit segmentation
process. We consider these issues next, following investigations of
Stringer and Rolls (2000).

5.5.1. VisNet simulations with stimuli in cluttered backgrounds
In this section we show that recognition of objects learned previ-
ously against a blank background is hardly affected by the presence
of a natural cluttered background. We go on to consider what hap-
pens when VisNet is set the task of learning new stimuli presented
against cluttered backgrounds.

The images used for training and testing VisNet in the sim-
ulations described next performed by Stringer and Rolls (2000)
were specially constructed. There were 7 face stimuli approxi-
mately 64 pixels in height constructed without backgrounds. In
addition there were 3 possible backgrounds: a blank background
(gray-scale 127, where the range is 0–255), and two cluttered back-
grounds as shown in Figure 22 which are 128× 128 pixels in size.
Each image presented to VisNet’s 128× 128 input retina was com-
posed of a single face stimulus positioned at one of 9 locations on
either a blank or cluttered background. The cluttered background
was intended to be like the background against which an object
might be viewed in a natural scene. If a background is used in an
experiment described here, the same background is always used,
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FIGURE 22 | Cluttered backgrounds used in VisNet simulations:
backgrounds 1 and 2 are on the left and right, respectively.

and it is always in the same position, with stimuli moved to dif-
ferent positions on it. The 9 stimulus locations are arranged in a
square grid across the background, where the grid spacings are 32
pixels horizontally or vertically. Before images were presented to
VisNet’s input layer they were pre-processed by the standard set
of input filters which accord with the general tuning profiles of
simple cells in V1 (Hawken and Parker, 1987); full details are given
in Rolls and Milward (2000). To train the network a sequence of
images is presented to VisNet’s retina that corresponds to a single
stimulus occurring in a randomized sequence of the 9 locations
across a background. At each presentation the activation of indi-
vidual neurons is calculated, then their firing rates are calculated,
and then the synaptic weights are updated. After a stimulus has
been presented in all the training locations, a new stimulus is cho-
sen at random and the process repeated. The presentation of all the
stimuli across all locations constitutes 1 epoch of training. In this
manner the network is trained one-layer at a time starting with
layer 1 and finishing with layer 4. In the investigations described
in this subsection, the numbers of training epochs for layers 1–4
were 50, 100, 100, and 75, respectively.

In this experiment (see Stringer and Rolls, 2000, experiment 2),
VisNet was trained with the 7 face stimuli presented on a blank
background, but tested with the faces presented on each of the 2
cluttered backgrounds.

The single and multiple cell information showed perfect per-
formance. Compared to performance when shown against a blank
background, there was very little deterioration in performance
when testing with the faces presented on either of the two cluttered
backgrounds.

This is an interesting result to compare with many artificial
vision systems that would need to carry out computationally inten-
sive serial searching and template matching procedures in order
to achieve such results. In contrast, the VisNet neural network
architecture is able to perform such recognition relatively quickly
through a simple feed-forward computation.

Further results from this experiment showed that different neu-
rons can achieve excellent invariant responses to each of the 7
faces even with the faces presented on a cluttered background.
The response profiles are independent of location but differenti-
ate between the faces in that the responses are maximal for only
one of the faces and minimal for all other faces.

This is an interesting and important result, for it shows that after
learning, special mechanisms for segmentation and for attention
are not needed in order for neurons already tuned by previous
learning to the stimuli to be activated correctly in the output
layer. Although the experiments described here tested for posi-
tion invariance, we predict and would expect that the same results
would be demonstrable for size and view-invariant representations
of objects.

In experiments 3 and 4 of Stringer and Rolls (2000), VisNet
was trained with the 7 face stimuli presented on either one of
the 2 cluttered backgrounds, but tested with the faces presented
on a blank background. Results for this experiment showed poor
performance. The results of experiments 3 and 4 suggest that in
order for a cell to learn invariant responses to different transforms
of a stimulus when it is presented during training in a cluttered
background, some form of segmentation is required in order to
separate the Figure (i.e., the stimulus or object) from the back-
ground. This segmentation might be performed using evidence in
the visual scene about different depths, motions, colors, etc. of the
object from its background. In the visual system, this might mean
combining evidence represented in different cortical areas, and
might be performed by cross-connections between cortical areas
to enable such evidence to help separate the representations of
objects from their backgrounds in the form-representing cortical
areas.

Another mechanism that helps the operation of architectures
such as VisNet and the primate visual system to learn about new
objects in cluttered scenes is that the receptive fields of inferior
temporal cortex neurons become much smaller when objects are
seen against natural backgrounds (Sections 5.8.1 and 5.8). This
will help greatly to learn about new objects that are being fix-
ated, by reducing responsiveness to other features elsewhere in the
scene.

Another mechanism that might help the learning of new objects
in a natural scene is attention. An attentional mechanism might
highlight the current stimulus being attended to and suppress the
effects of background noise, providing a training representation of
the object more like that which would be produced when it is pre-
sented against a blank background. The mechanisms that could
implement such attentional processes are described elsewhere
(Rolls, 2008b). If such attentional mechanisms do contribute to
the development of view-invariance, then it follows that cells in the
temporal cortex may only develop transform invariant responses
to objects to which attention is directed.

Part of the reason for the poor performance in experiments 3
and 4 was probably that the stimuli were always presented against
the same fixed background (for technical reasons), and thus the
neurons learned about the background rather than the stimuli.
Part of the difficulty that hierarchical multilayer competitive net-
works have with learning in cluttered environments may more
generally be that without explicit segmentation of the stimulus
from its background, at least some of the features that should be
formed to encode the stimuli are not formed properly, because the
neurons learn to respond to combinations of inputs which come
partly from the stimulus, and partly from the background. To
investigate this Stringer and Rolls (2000) performed experiment 5
in which layers 1–3 were pre-trained with stimuli to ensure that
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good feature combination neurons for stimuli were available, and
then allowed learning in only layer 4 when stimuli were presented
in the cluttered backgrounds. Layer 4 was then trained in the usual
way with the 7 faces presented against a cluttered background. The
results showed that prior random exposure to the face stimuli led
to much improved performance.

These results demonstrated that the problem of developing
position-invariant neurons to stimuli occurring against clut-
tered backgrounds may be ameliorated by the prior existence of
stimulus-tuned feature-detecting neurons in the early layers of the
visual system, and that these feature-detecting neurons may be
set up through previous exposure to the relevant class of objects.
When tested in cluttered environments, the background clutter
may of course activate some other neurons in the output layer, but
at least the neurons that have learned to respond to the trained
stimuli are activated. The result of this activity is sufficient for
the activity in the output layer to be useful, in the sense that
it can be read-off correctly by a pattern associator connected to
the output layer. Indeed, Stringer and Rolls (2000) tested this by
connecting a pattern associator to layer 4 of VisNet. The pattern
associator had seven neurons, one for each face, and 1,024 inputs,
one from each neuron in layer 4 of VisNet. The pattern associ-
ator learned when trained with a simple associative Hebb rule
(equation (16)) to activate the correct output neuron whenever
one of the faces was shown in any position in the uncluttered
environment. This ability was shown to be dependent on invari-
ant neurons for each stimulus in the output layer of VisNet, for
the pattern associator could not be taught the task if VisNet had
not been previously trained with a trace-learning rule to produce
invariant representations. Then it was shown that exactly the cor-
rect neuron was activated when any of the faces was shown in
any position with the cluttered background. This read-off by a
pattern associator is exactly what we hypothesize takes place in
the brain, in that the inferior temporal visual cortex (where neu-
rons with invariant responses are found) projects to structures
such as the orbitofrontal cortex and amygdala, where associations
between the invariant visual representations and stimuli such as
taste and touch are learned (Rolls and Treves, 1998; Rolls, 1999,
2005, 2008b, 2013; Rolls and Grabenhorst, 2008; Grabenhorst and
Rolls, 2011). Thus testing whether the output of an architecture
such as VisNet can be used effectively by a pattern associator is a
very biologically relevant way to evaluate the performance of this
class of architecture.

5.5.2. Learning invariant representations of an object with multiple
objects in the scene and with cluttered backgrounds

The results of the experiments just described suggest that in order
for a neuron to learn invariant responses to different transforms
of a stimulus when it is presented during training in a cluttered
background, some form of segmentation is required in order to
separate the figure (i.e., the stimulus or object) from the back-
ground. This segmentation might be performed using evidence in
the visual scene about different depths, motions, colors, etc. of the
object from its background. In the visual system, this might mean
combining evidence represented in different cortical areas, and
might be performed by cross-connections between cortical areas
to enable such evidence to help separate the representations of

objects from their backgrounds in the form-representing cortical
areas.

A second way in which training a feature hierarchy network in
a cluttered natural scene may be facilitated follows from the find-
ing that the receptive fields of inferior temporal cortex neurons
shrink from in the order of 70˚ in diameter when only one object
is present in a blank scene to much smaller values of as little as 5–
10˚ close to the fovea in complex natural scenes (Rolls et al., 2003).
The proposed mechanism for this is that if there is an object at the
fovea, this object, because of the high-cortical magnification fac-
tor at the fovea, dominates the activity of neurons in the inferior
temporal cortex by competitive interactions (Trappenberg et al.,
2002; Deco and Rolls, 2004; see Section 5.8). This allows primarily
the object at the fovea to be represented in the inferior temporal
cortex, and, it is proposed, for learning to be about this object, and
not about the other objects in a whole scene.

Third, top-down spatial attention (Deco and Rolls, 2004, 2005a;
Rolls, 2008b) could bias the competition toward a region of visual
space where the object to be learned is located.

Fourth, if object 1 is presented during training with other
different objects present on different trials, then the competitive
networks that are part of VisNet will learn to represent each object
separately, because the features that are part of each object will
be much more strongly associated together, than are those fea-
tures with the other features present in the different objects seen
on some trials during training (Stringer et al., 2007; Stringer and
Rolls, 2008). It is a natural property of competitive networks that
input features that co-occur very frequently together are allocated
output neurons to represent the pattern as a result of the learn-
ing. Input features that do not co-occur frequently, may not have
output neurons allocated to them. This principle may help feature
hierarchy systems to learn representations of individual objects,
even when other objects with some of the same features are present
in the visual scene, but with different other objects on different tri-
als. With this fundamental and interesting property of competitive
networks, it has now become possible for VisNet to self-organize
invariant representations of individual objects, even though each
object is always presented during training with at least one other
object present in the scene (Stringer et al., 2007; Stringer and Rolls,
2008). This has been extended to learning separate representations
of face expression and face identity from the same set of images,
depending on the statistics with which the images are presented
(Tromans et al., 2011); and learning separate representations of
independently rotating objects (Tromans et al., 2012).

5.5.3. VisNet simulations with partially occluded stimuli
In this section we examine the recognition of partially occluded
stimuli. Many artificial vision systems that perform object recog-
nition typically search for specific markers in stimuli, and hence
their performance may become fragile if key parts of a stimulus
are occluded. However, in contrast we demonstrate that the model
of invariance learning in the brain discussed here can continue
to offer robust performance with this kind of problem, and that
the model is able to correctly identify stimuli with considerable
flexibility about what part of a stimulus is visible.

In these simulations (Stringer and Rolls, 2000), training
and testing was performed with a blank background to avoid
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confounding the two separate problems of occlusion and back-
ground clutter. In object recognition tasks, artificial vision systems
may typically rely on being able to locate a small number of key
markers on a stimulus in order to be able to identify it. This
approach can become fragile when a number of these markers
become obscured. In contrast, biological vision systems may gen-
eralize or complete from a partial input as a result of the use of
distributed representations in neural networks, and this could lead
to greater robustness in situations of partial occlusion.

In this experiment (6 of Stringer and Rolls, 2000), the network
was first trained with the 7 face stimuli without occlusion, but dur-
ing testing there were two options: either (i) the top halves of all the
faces were occluded or (ii) the bottom halves of all the faces were
occluded. Since VisNet was tested with either the top or bottom
half of the stimuli no stimulus features were common to the two
test options. This ensures that if performance is good with both
options, the performance cannot be based on the use of a single
feature to identify a stimulus. Results for this experiment are shown
in Figure 23, with single and multiple cell information measures
on the left and right, respectively. When compared with the per-
formance without occlusion (Stringer and Rolls, 2000), Figure 23
shows that there is only a modest drop in performance in the single
cell information measures when the stimuli are partially occluded.

For both options (i) and (ii), even with partially occluded stim-
uli, a number of cells continue to respond maximally to one
preferred stimulus in all locations, while responding minimally
to all other stimuli. However, comparing results from options
(i) and (ii) shows that the network performance is better when
the bottom half of the faces is occluded. This is consistent with
psychological results showing that face recognition is performed
more easily when the top halves of faces are visible rather than
the bottom halves (see Bruce, 1988). The top half of a face will
generally contain salient features, e.g., eyes and hair, that are
particularly helpful for recognition of the individual, and it is
interesting that these simulations appear to further demonstrate
this point. Furthermore, the multiple cell information measures
confirm that performance is better with the upper half of the face

visible (option (ii)) than the lower half (option (i)). When the
top halves of the faces are occluded the multiple cell information
measure asymptotes to a suboptimal value reflecting the difficulty
of discriminating between these more difficult images.

Thus this model of the ventral visual system offers robust
performance with this kind of problem, and the model is able
to correctly identify stimuli with considerable flexibility about
what part of a stimulus is visible, because it is effectively using
distributed representations and associative processing.

5.6. LEARNING 3D TRANSFORMS
In this section we describe investigations of Stringer and Rolls
(2002) which show that trace-learning can in the VisNet archi-
tecture solve the problem of in-depth rotation invariant object
recognition by developing representations of the transforms which
features undergo when they are on the surfaces of 3D objects.
Moreover, it is shown that having learned how features on 3D
objects transform as the object is rotated in-depth, the network
can correctly recognize novel 3D variations within a generic view
of an object which is composed of previously learned feature
combinations.

Rolls’ hypothesis of how object recognition could be imple-
mented in the brain postulates that trace rule learning helps
invariant representations to form in two ways (Rolls, 1992, 1994,
1995, 2000). The first process enables associations to be learned
between different generic 3D views of an object where there are
different qualitative shape descriptors. One example of this would
be the front and back views of an object, which might have very
different shape descriptors. Another example is provided by con-
sidering how the shape descriptors typical of 3D shapes, such as
Y vertices, arrow vertices, cusps, and ellipse shapes, alter when
most 3D objects are rotated in 3 dimensions. At some point in the
3D rotation, there is a catastrophic rearrangement of the shape
descriptors as a new generic view can be seen (Koenderink, 1990).
An example of a catastrophic change to a new generic view is when
a cup being viewed from slightly below is rotated so that one can see
inside the cup from slightly above. The bottom surface disappears,

FIGURE 23 | Effects of partial occlusion of a stimulus: numerical
results for experiment 6 of Stringer and Rolls (2000), with the 7 faces
presented on a blank background during both training and testing.
Training was performed with the whole face. However, during testing there

are two options: either (i) the top half of all the faces are occluded, or (ii)
the bottom half of all the faces are occluded. On the left are single cell
information measures, and on the right are multiple cell information
measures.
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the top surface of the cup changes from a cusp to an ellipse, and the
inside of the cup with a whole set of new features comes into view.
The second process is that within a generic view, as the object
is rotated in-depth, there will be no catastrophic changes in the
qualitative 3D shape descriptors, but instead the quantitative val-
ues of the shape descriptors alter. For example, while the cup is
being rotated within a generic view seen from somewhat below,
the curvature of the cusp forming the top boundary will alter, but
the qualitative shape descriptor will remain a cusp. Trace-learning
could help with both processes. That is, trace-learning could help
to associate together qualitatively different sets of shape descrip-
tors that occur close together in time, and describe, for example,
the generically different views of a cup. Trace-learning could also
help with the second process, and learn to associate together the
different quantitative values of shape descriptors that typically
occur when objects are rotated within a generic view.

We note that there is evidence that some neurons in the inferior
temporal cortex may show the two types of 3D invariance. First
Booth and Rolls (1998) showed that some inferior temporal cor-
tex neurons can respond to different generic views of familiar 3D
objects. Second, some neurons do generalize across quantitative
changes in the values of 3D shape descriptors while faces (Has-
selmo et al., 1989b) and objects (Logothetis et al., 1995; Tanaka,
1996) are rotated within-generic views. Indeed, Logothetis et al.
(1995) showed that a few inferior temporal cortex neurons can
generalize to novel (untrained) values of the quantitative shape
descriptors typical of within-generic view object rotation.

In addition to the qualitative shape descriptor changes that
occur catastrophically between different generic views of an object,
and the quantitative changes of 3D shape descriptors that occur
within a generic view, there is a third type of transform that
must be learned for correct invariant recognition of 3D objects
as they rotate in-depth. This third type of transform is that
which occurs to the surface features on a 3D object as it trans-
forms in-depth. The main aim here is to consider mechanisms
that could enable neurons to learn this third type of transform,
that is how to generalize correctly over the changes in the sur-
face markings on 3D objects that are typically encountered as 3D
objects rotate within a generic view. Examples of the types of
perspectival transforms investigated are shown in Figure 24. Sur-
face markings on the sphere that consist of combinations of three
features in different spatial arrangements undergo characteristic
transforms as the sphere is rotated from 0˚ to −60˚ and +60˚. We
investigated whether the class of architecture exemplified by Vis-
Net, and the trace-learning rule, can learn about the transforms
that surface features of 3D objects typically undergo during 3D
rotation in such a way that the network generalizes across the
change of the quantitative values of the surface features produced
by the rotation, and yet still discriminates between the different
objects (in this case spheres). In the cases being considered, each
object is identified by surface markings that consist of a different
spatial arrangement of the same three features (a horizontal, ver-
tical, and diagonal line, which become arcs on the surface of the
object).

We note that it has been suggested that the finding that neurons
may offer some degree of 3D rotation invariance after training with
a single view (or limited set of views) represents a challenge for

FIGURE 24 | Learning 3D perspectival transforms of features.
Representations of the 6 visual stimuli with 3 surface features (triples)
presented to VisNet during the simulations described in Section 5.6. Each
stimulus is a sphere that is uniquely identified by a unique combination of
three surface features (a vertical, diagonal, and horizontal arc), which occur
in 3 relative positions A, B, and C. Each row shows one of the stimuli
rotated through the 5 different rotational views in which the stimulus is
presented to VisNet. From left to right the rotational views shown are: (i)
–60˚, (ii) –30˚, (iii) 0˚ (central position), (iv) +30˚, and (v) +60˚. (After Stringer
and Rolls, 2002.)

existing trace-learning models, because these models assume that
an initial exposure is required during learning to every transfor-
mation of the object to be recognized (Riesenhuber and Poggio,
1998). Stringer and Rolls (2002) showed as described here that
this is not the case, and that such models can generalize to novel
within-generic views of an object provided that the characteristic
changes that the features show as objects are rotated have been
learned previously for the sets of features when they are present in
different objects.

Elliffe et al. (2002) demonstrated for a 2D system how the exis-
tence of translation-invariant representations of low-order feature
combinations in the early layers of the visual system could allow
correct stimulus identification in the output layer even when the
stimulus was presented in a novel location where the stimulus had
not previously occurred during learning. The proposal was that the
low-order spatial-feature combination neurons in the early stages
contain sufficient spatial information so that a particular combi-
nation of those low-order feature combination neurons specifies
a unique object, even if the relative positions of the low-order fea-
ture combination neurons are not known because these neurons
are somewhat translation-invariant (see Section 5.4.5). Stringer
and Rolls (2002) extended this analysis to feature combinations
on 3D objects, and indeed in their simulations described in this
section therefore used surface markings for the 3D objects that
consisted of triples of features.
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The images used for training and testing VisNet were specially
constructed for the purpose of demonstrating how the trace-
learning paradigm might be further developed to give rise to neu-
rons that are able to respond invariantly to novel within-generic
view perspectives of an object, obtained by rotations in-depth
up to 30˚ from any perspectives encountered during learning.
The stimuli take the form of the surface feature combinations
of 3-dimensional rotating spheres, with each image presented to
VisNet’s retina being a 2-dimensional projection of the surface
features of one of the spheres. Each stimulus is uniquely identi-
fied by two or three surface features, where the surface features
are (1) vertical, (2) diagonal, and (3) horizontal arcs, and where
each feature may be centered at three different spatial positions,
designated A, B, and C, as shown in Figure 24. The stimuli are
thus defined in terms of what features are present and their pre-
cise spatial arrangement with respect to each other. We refer to the
two and three feature stimuli as “pairs” and “triples,” respectively.
Individual stimuli are denoted by three numbers which refer to the
individual features present in positions A, B and C, respectively.
For example, a stimulus with positions A and C containing a verti-
cal and diagonal bar, respectively, would be referred to as stimulus
102, where the 0 denotes no feature present in position B. In total
there are 18 pairs (120, 130, 210, 230, 310, 320, 012, 013, 021, 023,
031, 032, 102, 103, 201, 203, 301, 302) and 6 triples (123, 132, 213,
231, 312, 321).

To train the network each stimulus was presented to VisNet in a
randomized sequence of five orientations with respect to VisNet’s
input retina, where the different orientations are obtained from
successive in-depth rotations of the stimulus through 30˚. That is,
each stimulus was presented to VisNet’s retina from the follow-
ing rotational views: (i) −60˚, (ii) −30˚, (iii) 0˚ (central position
with surface features facing directly toward VisNet’s retina), (iv)
30˚, and (v) 60˚. Figure 24 shows representations of the 6 visual
stimuli with 3 surface features (triples) presented to VisNet dur-
ing the simulations. (For the actual simulations described here,
the surface features and their deformations were what VisNet was
trained and tested with, and the remaining blank surface of each
sphere was set to the same gray-scale as the background.) Each row
shows one of the stimuli rotated through the 5 different rotational
views in which the stimulus is presented to VisNet. At each presen-
tation the activation of individual neurons is calculated, then the
neuronal firing rates are calculated, and then the synaptic weights
are updated. Each time a stimulus has been presented in all the
training orientations, a new stimulus is chosen at random and
the process repeated. The presentation of all the stimuli through
all 5 orientations constitutes 1 epoch of training. In this manner
the network was trained one-layer at a time starting with layer 1
and finishing with layer 4. In the investigations described here, the
numbers of training epochs for layers 1–4 were 50, 100, 100, and
75, respectively.

In experiment 1, VisNet was trained in two stages. In the first
stage, the 18 feature pairs were used as input stimuli, with each
stimulus being presented to VisNet’s retina in sequences of five
orientations as described above. However, during this stage, learn-
ing was only allowed to take place in layers 1 and 2. This led to
the formation of neurons which responded to the feature pairs
with some rotation invariance in layer 2. In the second stage, we

used the 6 feature triples as stimuli, with learning only allowed
in layers 3 and 4. However, during this second training stage, the
triples were only presented to VisNet’s input retina in the first 4
orientations (i–iv). After the two stages of training were completed
Stringer and Rolls (2002) examined whether the output layer of
VisNet had formed top layer neurons that responded invariantly
to the 6 triples when presented in all 5 orientations, not just the 4
in which the triples had been presented during training. To pro-
vide baseline results for comparison, the results from experiment
1 were compared with results from experiment 2 which involved
no training in layers 1, 2 and 3, 4, with the synaptic weights left
unchanged from their initial random values.

In Figure 25 numerical results are given for the experiments
described. On the left are the single cell information measures for
all top (4th) layer neurons ranked in order of their invariance to the
triples, while on the right are multiple cell information measures.
To help to interpret these results we can compute the maximum
single cell information measure according to

Maximum single cell information = log2(Number of triples),

(43)

where the number of triples is 6. This gives a maximum single cell
information measure of 2.6 bits for these test cases. The informa-
tion results from the experiment demonstrate that even with the
triples presented to the network in only four of the five orientations
during training, layer 4 is indeed capable of developing rotation
invariant neurons that can discriminate effectively between the 6
different feature triples in all 5 orientations, that is with correct
recognition from all five perspectives. In addition, the multiple
cell information for the experiment reaches the maximal level of
2.6 bits, indicating that the network as a whole is capable of perfect
discrimination between the 6 triples in any of the 5 orientations.

These results may be compared with the very poor baseline
performance from the control experiment, where no learning was
allowed before testing.

Stringer and Rolls (2002) also performed a control experiment
to show that the network really had learned invariant repre-
sentations specific to the kinds of 3D deformations undergone
by the surface features as the objects rotated in-depth. In the
control experiment the network was trained on “spheres” with
non-deformed surface features; and then as predicted the network
failed to operate correctly when it was tested with objects with the
features present in the transformed way that they appear on the
surface of a real 3D object.

Stringer and Rolls (2002) were thus able to show how trace-
learning can form neurons that can respond invariantly to novel
rotational within-generic view perspectives of an object, obtained
by within-generic view 3D rotations up to 30˚ from any view
encountered during learning. They were able to show in addi-
tion that this could occur for a novel view of an object which was
not an interpolation from previously shown views. This was possi-
ble given that the low-order feature combination sets from which
an object was composed had been learned about in early layers of
VisNet previously. The within-generic view transform invariant
object recognition described was achieved through the develop-
ment of true 3-dimensional representations of objects based on
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FIGURE 25 | Learning 3D perspectival transforms of features. Numerical results for experiments 1 and 2: on the left are single cell information measures,
and on the right are multiple cell information measures. (After Stringer and Rolls, 2002.)

3-dimensional features and feature combinations, which, unlike
2-dimensional feature combinations, are invariant under moder-
ate in-depth rotations of the object. Thus, in a sense, these rotation
invariant representations encode a form of 3-dimensional knowl-
edge with which to interpret the visual input from the real-world,
that is able provide a basis for robust rotation invariant object
recognition with novel perspectives. The particular finding in the
work described here was that VisNet can learn how the surface
features on 3D objects transform as the object is rotated in-depth,
and can use knowledge of the characteristics of the transforms
to perform 3D object recognition. The knowledge embodied in
the network is knowledge of the 3D properties of objects, and in
this sense assists the recognition of 3D objects seen from different
views.

The process investigated by Stringer and Rolls (2002) will only
allow invariant object recognition over moderate 3D object rota-
tions, since rotating an object through a large angle may lead to a
catastrophic change in the appearance of the object that requires
the new qualitative 3D shape descriptors to be associated with
those of the former view. In that case, invariant object recogni-
tion must rely on the first process referred to at the start of this
Section (6) in order to associate together the different generic
views of an object to produce view-invariant object identification.
For that process, association of a few cardinal or generic views is
likely to be sufficient (Koenderink, 1990). The process described in
this section of learning how surface features transform is likely to
make a major contribution to the within-generic view transform
invariance of object identification and recognition.

5.7. CAPACITY OF THE ARCHITECTURE, AND INCORPORATION OF A
TRACE RULE INTO A RECURRENT ARCHITECTURE WITH OBJECT
ATTRACTORS

One issue that has not been considered extensively so far is the
capacity of hierarchical feed-forward networks of the type exem-
plified byVisNet that are used for invariant object recognition. One
approach to this issue is to note that VisNet operates in the general
mode of a competitive network, and that the number of different
stimuli that can be categorized by a competitive network is in the
order of the number of neurons in the output layer (Rolls, 2008b).

Given that the successive layers of the real visual system (V1, V2,
V4, posterior inferior temporal cortex, anterior inferior temporal
cortex) are of the same order of magnitude, VisNet is designed to
work with the same number of neurons in each successive layer.
(Of course the details are worth understanding further. V1 is, for
example, somewhat larger than earlier layers, but on the other
hand serves the dorsal as well as the ventral stream of visual corti-
cal processing.) The hypothesis is that because of redundancies in
the visual world, each layer of the system by its convergence and
competitive categorization can capture sufficient of the statistics
of the visual input at each stage to enable correct specification
of the properties of the world that specify objects. For example,
V1 does not compute all possible combinations of a few lateral
geniculate inputs, but instead represents linear series of geniculate
inputs to form edge-like and bar-like feature analyzers, which are
the dominant arrangement of pixels found at the small scale in
natural visual scenes. Thus the properties of the visual world at
this stage can be captured by a small proportion of the total num-
ber of combinations that would be needed if the visual world were
random. Similarly, at a later stage of processing, just a subset of all
possible combinations of line or edge analyzers would be needed,
partly because some combinations are much more frequent in the
visual world, and partly because the coding because of conver-
gence means that what is represented is for a larger area of visual
space (that is, the receptive fields of the neurons are larger), which
also leads to economy and limits what otherwise would be a com-
binatorial need for feature analyzers at later layers. The hypothesis
thus is that the effects of redundancies in the input space of stimuli
that result from the statistical properties of natural images (Field,
1987), together with the convergent architecture with competi-
tive learning at each stage, produces a system that can perform
invariant object recognition for large numbers of objects. Large in
this case could be within one or two orders of magnitude of the
number of neurons in any one-layer of the network (or cortical
area in the brain). The extent to which this can be realized can
be explored with simulations of the type implemented in VisNet,
in which the network can be trained with natural images which
therefore reflect fully the natural statistics of the stimuli presented
to the real brain.
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We should note that a rich variety of information in perceptual
space may be represented by subtle differences in the distributed
representation provided by the output of the visual system. At
the same time, the actual number of different patterns that may be
stored in, for example, a pattern associator connected to the output
of the visual system is limited by the number of input connections
per neuron from the output neurons of the visual system (Rolls,
2008b). One essential function performed by the ventral visual
system is to provide an invariant representation which can be read
by a pattern associator in such a way that if the pattern associ-
ator learns about one view of the object, then the visual system
allows generalization to another view of the same object, because
the same output neurons are activated by the different view. In the
sense that any view can and must activate the same output neurons
of the visual system (the input to the associative network), then
we can say the invariance is made explicit in the representation.
Making some properties of an input representation explicit in an
output representation has a major function of enabling associa-
tive networks that use visual inputs in, for example, recognition,
episodic memory, emotion and motivation to generalize correctly,
that is invariantly with respect to image transforms that are all
consistent with the same object in the world (Rolls and Treves,
1998).

Another approach to the issue of the capacity of networks
that use trace learning to associate together different instances
(e.g., views) of the same object is to reformulate the issue in
the context of autoassociation (attractor) networks, where ana-
lytic approaches to the storage capacity of the network are well
developed (Amit, 1989; Rolls and Treves, 1998; Rolls, 2008b).
This approach to the storage capacity of networks that associate
together different instantiations of an object to form invariant
representations has been developed by Parga and Rolls (1998) and
Elliffe et al. (2000), and is described next.

In this approach, the storage capacity of a recurrent net-
work which performs, for example, view-invariant recognition of
objects by associating together different views of the same object
which tend to occur close together in time, was studied (Parga
and Rolls, 1998; Elliffe et al., 2000). The architecture with which
the invariance is computed is a little different to that described
earlier. In the model of Rolls (1992, 1994, 1995), Wallis and Rolls
(1997), Rolls and Milward (2000) Rolls and Stringer (2006), the
post-synaptic memory trace enabled different afferents from the
preceding stage to modify onto the same post-synaptic neuron
(see Figure 26). In that model there were no recurrent connections
between the neurons, although such connections were one way in
which it was postulated the memory trace might be implemented,
by simply keeping the representation of one view or aspect active
until the next view appeared. Then an association would occur
between representations that were active close together in time
(within, e.g., 100–300 ms).

In the model developed by Parga and Rolls (1998) and Elliffe
et al. (2000), there is a set of inputs with fixed synaptic weights to a
network. The network itself is a recurrent network,with a trace rule
incorporated in the recurrent collaterals (see Figure 27). When
different views of the same object are presented close together in
time, the recurrent collaterals learn using the trace rule that the
different views are of the same object. After learning, presentation

FIGURE 26 |The learning scheme implemented in VisNet. A
trace-learning rule is implemented in the feed-forward inputs to a
competitive network.

of any of the views will cause the network to settle into an attractor
that represents all the views of the object, that is which is a view-
invariant representation of an object. (In this Section, the different
exemplars of an object which need to be associated together are
called views, for simplicity, but could at earlier stages of the hierar-
chy represent, for example, similar feature combinations (derived
from the same object) in different positions in space.)

We envisage a set of neuronal operations which set up a synaptic
weight matrix in the recurrent collaterals by associating together
because of their closeness in time the different views of the same
object.

In more detail Parga and Rolls (1998) considered two main
approaches. First, one could store in a synaptic weight matrix the s
views of an object. This consists of equally associating all the views
to each other, including the association of each view with itself.
Choosing in Figure 28 an example such that objects are defined
in terms of five different views, this might produce (if each view
produced firing of one neuron at a rate of 1) a block of 5× 5 pairs
of views contributing to the synaptic efficacies each with value
1. Object 2 might produce another block of synapses of value 1
further along the diagonal, and symmetric about it. Each object
or memory could then be thought of as a single attractor with a
distributed representation involving five elements (each element
representing a different view).

Then the capacity of the system in terms of the number Po of
objects that can be stored is just the number of separate attractors
which can be stored in the network. For random fully distributed
patterns this is as shown numerically by Hopfield (1982)

Po = 0.14 C (44)

where there are C inputs per neuron (and N =C neurons if the
network is fully connected). Now the synaptic matrix envisaged
here does not consist of random fully distributed binary elements,
but instead we will assume has a sparseness a= s/N, where s is
the number of views stored for each object, from any of which
the whole representation of the object must be recognized. In this
case, one can show (Gardner, 1988; Tsodyks and Feigel’man, 1988;
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FIGURE 27 |The learning scheme considered by Parga and Rolls (1998)
and Elliffe et al. (2000). There are inputs to the network from the preceding
stage via unmodifiable synapses, and a trace or pairwise associative learning

rule is implemented in the recurrent collateral synapses of an autoassociative
memory to associate together the different exemplars (e.g., views) of the
same object.

FIGURE 28 | A schematic illustration of the first type of associations contributing to the synaptic matrix considered by Parga and Rolls (1998). Object 1
(O1) has five views labeled v 1 to v 5, etc. The matrix is formed by associating the pattern presented in the columns with itself, that is with the same pattern
presented as rows.

Treves and Rolls, 1991) that the number of objects that can be
stored and correctly retrieved is

Po =
k C

a ln (1/a)
(45)

where C is the number of synapses on each neuron devoted to the
recurrent collaterals from other neurons in the network, and k is
a factor that depends weakly on the detailed structure of the rate
distribution, on the connectivity pattern, etc., but is approximately
in the order of 0.2–0.3. A problem with this proposal is that as the

number of views of each object increases to a large number (e.g.,
>20), the network will fail to retrieve correctly the internal repre-
sentation of the object starting from any one view (which is only
a fraction 1/s of the length of the stored pattern that represents an
object).

The second approach, taken by Parga and Rolls (1998) and
Elliffe et al. (2000), is to consider the operation of the network
when the associations between pairs of views can be described
by a matrix that has the general form shown in Figure 29. Such
an association matrix might be produced by different views of an
object appearing after a given view with equal probability, and
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FIGURE 29 | A schematic illustration of the second and main type of
associations contributing to the synaptic matrix considered by Parga
and Rolls (1998) and Elliffe et al. (2000). Object 1 (O1) has five views

labeled v 1 to v 5, etc. The association of any one view with itself has
strength 1, and of any one with another view of the same object has
strength b.

synaptic modification occurring of the view with itself (giving
rise to the diagonal term), and of any one view with that which
immediately follows it.

The same weight matrix might be produced not only by pair-
wise association of successive views because the association rule
allows for associations over the short-time scale of, e.g., 100–
200 ms, but might also be produced if the synaptic trace had an
exponentially decaying form over several hundred milliseconds,
allowing associations with decaying strength between views sepa-
rated by one or more intervening views. The existence of a regime,
for values of the coupling parameter between pairs of views in a
finite interval, such that the presentation of any of the views of
one object leads to the same attractor regardless of the particular
view chosen as a cue, is one of the issues treated by Parga and
Rolls (1998) and Elliffe et al. (2000). A related problem also dealt
with was the capacity of this type of synaptic matrix: how many
objects can be stored and retrieved correctly in a view-invariant
way? Parga and Rolls (1998) and Elliffe et al. (2000) showed that
the number grows linearly with the number of recurrent collateral
connections received by each neuron. Some of the groundwork
for this approach was laid by the work of Amit and collaborators
(Amit, 1989; Griniasty et al., 1993).

A variant of the second approach is to consider that the remain-
ing entries in the matrix shown in Figure 29 all have a small value.
This would be produced by the fact that sometimes a view of one
object would be followed by a view of a different object, when, for
example, a large saccade was made, with no explicit resetting of
the trace. On average, any one object would follow another rarely,
and so the case is considered when all the remaining associations
between pairs of views have a low value.

Parga and Rolls (1998) and Elliffe et al. (2000) were able to show
that invariant object recognition is feasible in attractor neural
networks in the way described. The system is able to store and
retrieve in a view-invariant way an extensive number of objects,
each defined by a finite set of views. What is implied by extensive
is that the number of objects is proportional to the size of the
network. The crucial factor that defines this size is the number of
connections per neuron. In the case of the fully connected net-
works considered in this section, the size is thus proportional to

the number of neurons. To be particular, the number of objects
that can be stored is 0.081 N /5, when there are five views of each
object. The number of objects is 0.073 N /11, when there are eleven
views of each object. This is an interesting result in network terms,
in that s views each represented by an independent random set
of active neurons can, in the network described, be present in the
same “object” attraction basin. It is also an interesting result in
neurophysiological terms, in that the number of objects that can
be represented in this network scales linearly with the number of
recurrent connections per neuron. That is, the number of objects
Po that can be stored is approximately

Po =
k C

s
(46)

where C is the number of synapses on each neuron devoted to
the recurrent collaterals from other neurons in the network, s is
the number of views of each object, and k is a factor that is in the
region of 0.07–0.09 (Parga and Rolls, 1998).

Although the explicit numerical calculation was done for a
rather small number of views for each object (up to 11), the basic
result, that the network can support this kind of “object” phase, is
expected to hold for any number of views (the only requirement
being that it does not increase with the number of neurons). This
is of course enough: once an object is defined by a set of views,
when the network is presented with a somewhat different stimulus
or a noisy version of one of them it will still be in the attraction
basin of the object attractor.

Parga and Rolls (1998) thus showed that multiple (e.g., “view”)
patterns could be within the basin of attraction of a shared (e.g.,
“object”) representation, and that the capacity of the system was
proportional to the number of synapses per neuron divided by the
number of views of each object.

Elliffe et al. (2000) extended the analysis of Parga and Rolls
(1998) by showing that correct retrieval could occur where
retrieval “view” cues were distorted; where there was some associ-
ation between the views of different objects; and where there was
only partial and indeed asymmetric connectivity provided by the
associatively modified recurrent collateral connections in the net-
work. The simulations also extended the analysis by showing that
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the system can work well with sparse patterns, and indeed that
the use of sparse patterns increases (as expected) the number of
objects that can be stored in the network.

Taken together, the work described by Parga and Rolls (1998)
and Elliffe et al. (2000) introduced the idea that the trace rule
used to build invariant representations could be implemented in
the recurrent collaterals of a neural network (as well as or as an
alternative to its incorporation in the forward connections from
one-layer to another incorporated in VisNet), and provided a pre-
cise analysis of the capacity of the network if it operated in this
way. In the brain, it is likely that the recurrent collateral connec-
tions between cortical pyramidal cells in visual cortical areas do
contribute to building invariant representations, in that if they
are associatively modifiable, as seems likely, and because there is
continuing firing for typically 100–300 ms after a stimulus has
been shown, associations between different exemplars of the same
object that occur together close in time would almost necessar-
ily become built into the recurrent synaptic connections between
pyramidal cells.

Invariant representation of faces in the context of attractor
neural networks has also been discussed by Bartlett and Sejnowski
(1997) in terms of a model where different views of faces are
presented in a fixed sequence (Griniasty et al., 1993). This is
not however the general situation; normally any pair of views
can be seen consecutively and they will become associated. The
model described by Parga and Rolls (1998) treats this more general
situation.

I wish to note the different nature of the invariant object recog-
nition problem studied here, and the paired associate learning
task studied by Miyashita (1988), Miyashita and Chang (1988),
and Sakai and Miyashita (1991). In the invariant object recogni-
tion case no particular learning protocol is required to produce an
activity of the inferior temporal cortex cells responsible for invari-
ant object recognition that is maintained for 300 ms. The learning
can occur rapidly, and the learning occurs between stimuli (e.g.,
different views) which occur with no intervening delay. In the
paired associate task, which had the aim of providing a model of
semantic memory, the monkeys must learn to associate together
two stimuli that are separated in time (by a number of seconds),
and this type of learning can take weeks to train. During the delay
period the sustained activity is rather low in the experiments, and
thus the representation of the first stimulus that remains is weak,
and can only poorly be associated with the second stimulus. How-
ever, formally the learning mechanism could be treated in the same
way as that used by Parga and Rolls (1998) for invariant object
recognition. The experimental difference is just that in the paired
associate task used by Miyashita et al., it is the weak memory of
the first stimulus that is associated with the second stimulus. In
contrast, in the invariance learning, it would be the firing activity
being produced by the first stimulus (not the weak memory of
the first stimulus) that can be associated together. It is possible
that the perirhinal cortex makes a useful contribution to invariant
object recognition by providing a short-term memory that helps
successive views of the same objects to become associated together
(Buckley et al., 2001; Rolls et al., 2005a).

The mechanisms described here using an attractor network
with a trace associative learning rule would apply most naturally

when a small number of representations need to be associ-
ated together to represent an object. One example is associat-
ing together what is seen when an object is viewed from dif-
ferent perspectives. Another example is scale, with respect to
which neurons early in the visual system tolerate scale changes
of approximately 1.5 octaves, so that the whole scale range could
be covered by associating together a limited number of such
representations (see Chapter 5 of Rolls and Deco (2002) and
Figure 1). The mechanism would not be so suitable when a
large number of different instances would need to be associ-
ated together to form an invariant representation of objects, as
might be needed for translation invariance. For the latter, the
standard model of VisNet with the associative trace-learning rule
implemented in the feed-forward connections (or trained by con-
tinuous spatial transformation learning as described in Section
5.10) would be more appropriate. However, both types of mech-
anism, with the trace rule in the feed-forward or in recurrent
collateral synapses, could contribute (separately or together) to
achieve invariant representations. Part of the interest of the attrac-
tor approach described in this section is that it allows analytic
investigation.

Another approach to training invariance is the purely asso-
ciative mechanism continuous spatial transformation learning,
described in Section 5.10. With this training procedure, the capac-
ity is increased with respect to the number of training locations,
with, for example, 169 training locations producing translation-
invariant representations for two face stimuli (Perry et al., 2010).
When we scaled up the 32× 32 VisNet used for most of the inves-
tigations described here to 128× 128 neurons per layer in the
VisNetL specified in Table 1, it was demonstrated that perfect
translation-invariant representations were produced over at least
1,089 locations for 5 objects. Thus the indications are that scaling
up the size of VisNet does markedly improve performance, and
in this case allows invariant representations for 5 objects across
more than 1,000 locations to be trained with continuous spatial
transformation learning (Perry et al., 2010).

It will be of interest in future research to investigate how the
VisNet architecture, whether trained with a trace or purely asso-
ciative rule, scales up with respect to capacity as the number of
neurons in the system increases further. More distributed repre-
sentations in the output layer may also help to increase the capacity.
In recent investigations, we have been able to train VisNetL (i.e.,
128× 128 neurons in each layer, a 256× 256 input image, and 8
spatial frequencies for the Gabor filters as shown in Table 4) on
a view-invariance learning problem, and have found good scal-
ing up with respect to the original VisNet (i.e., 32× 32 neurons
in each layer, a 64× 64 input image, and 4 spatial frequencies for
the filters). For example, VisNetL can learn with the trace rule
perfect invariant representations of 32 objects each shown in 24
views (T. J. Webb and E. T. Rolls, recent observations). The objects
were made with Blender 3D modeling software, so the image views
generated were carefully controlled for lighting, background inten-
sity, etc. When trained on half of these views for each object,
with the other half used for cross-validation testing, the perfor-
mance was reasonable at approximately 68% correct for the 32
objects, and having the full set of 8 spatial frequencies did improve
performance.
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5.8. VISION IN NATURAL SCENES – EFFECTS OF BACKGROUND
VERSUS ATTENTION

Object-based attention refers to attention to an object. For exam-
ple, in a visual search task the object might be specified as what
should be searched for, and its location must be found. In spa-
tial attention, a particular location in a scene is pre-cued, and the
object at that location may need to be identified. Here we consider
some of the neurophysiology of object selection and attention in
the context of a feature hierarchy approach to invariant object
recognition. The computational mechanisms of attention, includ-
ing top-down biased competition, are described elsewhere (Rolls
and Deco, 2002; Deco and Rolls, 2005b; Rolls, 2008b).

5.8.1. Neurophysiology of object selection and translation
invariance in the inferior temporal visual cortex

Much of the neurophysiology, psychophysics, and modeling of
attention has been with a small number, typically two, of objects
in an otherwise blank scene. In this Section, I consider how atten-
tion operates in complex natural scenes, and in particular describe
how the inferior temporal visual cortex operates to enable the
selection of an object in a complex natural scene (see also Rolls
and Deco, 2006). The inferior temporal visual cortex contains dis-
tributed and invariant representations of objects and faces (Rolls
and Baylis, 1986; Hasselmo et al., 1989a; Tovee et al., 1994; Rolls
and Tovee, 1995b; Rolls et al., 1997b; Booth and Rolls, 1998; Rolls,
2000, 2007a,b,c, 2011b; Rolls and Deco, 2002; Rolls and Treves,
2011).

To investigate how attention operates in complex natural
scenes, and how information is passed from the inferior temporal
cortex (IT) to other brain regions to enable stimuli to be selected
from natural scenes for action, Rolls et al. (2003) analyzed the
responses of inferior temporal cortex neurons to stimuli presented

in complex natural backgrounds. The monkey had to search for
two objects on a screen, and a touch of one object was rewarded
with juice, and of another object was punished with saline (see
Figure 3 for a schematic illustration and Figure 30 for a version of
the display with examples of the stimuli shown to scale). Neuronal
responses to the effective stimuli for the neurons were compared
when the objects were presented in the natural scene or on a plain
background. It was found that the overall response of the neuron
to objects was hardly reduced when they were presented in natural
scenes, and the selectivity of the neurons remained. However, the
main finding was that the magnitudes of the responses of the neu-
rons typically became much less in the real scene the further the
monkey fixated in the scene away from the object (see Figure 4). A
small receptive field size has also been found in inferior temporal
cortex neurons when monkeys have been trained to discriminate
closely spaced small visual stimuli (DiCarlo and Maunsell, 2003).

It is proposed that this reduced translation invariance in natural
scenes helps an unambiguous representation of an object which
may be the target for action to be passed to the brain regions
that receive from the primate inferior temporal visual cortex. It
helps with the binding problem, by reducing in natural scenes the
effective receptive field of at least some inferior temporal cortex
neurons to approximately the size of an object in the scene.

It is also found that in natural scenes, the effect of object-based
attention on the response properties of inferior temporal cortex
neurons is relatively small, as illustrated in Figure 31 (Rolls et al.,
2003).

5.8.2. Attention and translation invariance in natural scenes – a
computational account

The results summarized in Figure 31 for 5˚ stimuli show that the
receptive fields were large (77.6˚) with a single stimulus in a blank

FIGURE 30 |The visual search task. The monkey had to search for and
touch an object (in this case a banana) when shown in a complex natural
scene, or when shown on a plain background. In each case a second

object is present (a bottle) which the monkey must not touch. The stimuli
are shown to scale. The screen subtended 70˚×55˚ (After Rolls et al.,
2003.)
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FIGURE 31 | Summary of the receptive field sizes of inferior temporal
cortex neurons to a 5˚ effective stimulus presented in either a blank
background (blank screen) or in a natural scene (complex background).
The stimulus that was a target for action in the different experimental
conditions is marked by T. When the target stimulus was touched, a reward
was obtained. The mean receptive field diameter of the population of
neurons analyzed, and the mean firing rate in spikes/s, is shown. The
stimuli subtended 5˚×3.5˚ at the retina, and occurred on each trial in a
random position in the 70˚×55˚ screen. The dashed circle is proportional to
the receptive field size. Top row: responses with one visual stimulus in a
blank (left) or complex (right) background. Middle row: responses with two
stimuli, when the effective stimulus was not the target of the visual search.
Bottom row: responses with two stimuli, when the effective stimulus was
the target of the visual search. (After Rolls et al., 2003.)

background (top left), and were greatly reduced in size (to 22.0˚)
when presented in a complex natural scene (top right). The results
also show that there was little difference in receptive field size or

firing rate in the complex background when the effective stimu-
lus was selected for action (bottom right, 19.2˚), and when it was
not (middle right, 15.6˚; Rolls et al., 2003). (For comparison, the
effects of attention against a blank background were much larger,
with the receptive field increasing from 17.2˚ to 47.0˚ as a result
of object-based attention, as shown in Figure 31, left middle and
bottom.)

Trappenberg et al. (2002) have suggested what underlying
mechanisms could account for these findings, and simulated a
model to test the ideas. The model utilizes an attractor network
representing the inferior temporal visual cortex (implemented
by the recurrent connections between inferior temporal cortex
neurons), and a neural input layer with several retinotopically
organized modules representing the visual scene in an earlier visual
cortical area such as V4 (see Figure 32). The attractor network
aspect of the model produces the property that the receptive fields
of IT neurons can be large in blank scenes by enabling a weak
input in the periphery of the visual field to act as a retrieval cue for
the object attractor. On the other hand, when the object is shown
in a complex background, the object closest to the fovea tends to
act as the retrieval cue for the attractor, because the fovea is given
increased weight in activating the IT module because the magni-
tude of the input activity from objects at the fovea is greatest due
to the higher magnification factor of the fovea incorporated into
the model. This results in smaller receptive fields of IT neurons in
complex scenes, because the object tends to need to be close to the
fovea to trigger the attractor into the state representing that object.
(In other words, if the object is far from the fovea, then it will not
trigger neurons in IT which represent it, because neurons in IT are
preferentially being activated by another object at the fovea.) This
may be described as an attractor model in which the competition
for which attractor state is retrieved is weighted toward objects at
the fovea.

Attentional top-down object-based inputs can bias the com-
petition implemented in this attractor model, but have relatively
minor effects (in, for example, increasing receptive field size) when
they are applied in a complex natural scene, as then as usual the
stronger forward inputs dominate the states reached. In this net-
work, the recurrent collateral connections may be thought of as
implementing constraints between the different inputs present,
to help arrive at firing in the network which best meets the con-
straints. In this scenario, the preferential weighting of objects close
to the fovea because of the increased magnification factor at the
fovea is a useful principle in enabling the system to provide use-
ful output. The attentional object biasing effect is much more
marked in a blank scene, or a scene with only two objects present
at similar distances from the fovea, which are conditions in which
attentional effects have frequently been examined. The results of
the investigation (Trappenberg et al., 2002) thus suggest that top-
down attention may be a much more limited phenomenon in
complex, natural, scenes than in reduced displays with one or two
objects present. The results also suggest that the alternative prin-
ciple, of providing strong weight to whatever is close to the fovea,
is an important principle governing the operation of the inferior
temporal visual cortex, and in general of the output of the visual
system in natural environments. This principle of operation is
very important in interfacing the visual system to action systems,
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FIGURE 32 |The architecture of the inferior temporal cortex (IT) model
ofTrappenberg et al. (2002) operating as an attractor network with
inputs from the fovea given preferential weighting by the greater
magnification factor of the fovea. The model also has a top-down
object-selective bias input. The model was used to analyze how object
vision and recognition operate in complex natural scenes.

because the effective stimulus in making inferior temporal cortex
neurons fire is in natural scenes usually on or close to the fovea.
This means that the spatial coordinates of where the object is in
the scene do not have to be represented in the inferior temporal
visual cortex, nor passed from it to the action selection system,
as the latter can assume that the object making IT neurons fire is
close to the fovea in natural scenes.

There may of course be in addition a mechanism for object
selection that takes into account the locus of covert attention when

actions are made to locations not being looked at. However, the
simulations described in this section suggest that in any case covert
attention is likely to be a much less significant influence on visual
processing in natural scenes than in reduced scenes with one or
two objects present.

Given these points, one might question why inferior temporal
cortex neurons can have such large receptive fields, which show
translation invariance. At least part of the answer to this may be
that inferior temporal cortex neurons must have the capability
to be large if they are to deal with large objects. A V1 neuron,
with its small receptive field, simply could not receive input from
all the features necessary to define an object. On the other hand,
inferior temporal cortex neurons may be able to adjust their size
to approximately the size of objects, using in part the interactive
effects involved in attention (Rolls, 2008b), and need the capabil-
ity for translation invariance because the actual relative positions
of the features of an object could be at different relative positions
in the scene. For example, a car can be recognized whichever way
it is viewed, so that the parts (such as the bonnet or hood) must
be identifiable as parts wherever they happen to be in the image,
though of course the parts themselves also have to be in the correct
relative positions, as allowed for by the hierarchical feature analysis
architecture described in this paper.

Some details of the simulations follow. Each independent mod-
ule within “V4” in Figure 32 represents a small part of the visual
field and receives input from earlier visual areas represented by an
input vector for each possible location which is unique for each
object. Each module was 6˚ in width, matching the size of the
objects presented to the network. For the simulations Trappen-
berg et al. (2002) chose binary random input vectors representing
objects with N V4aV4 components set to ones and the remaining
N V4(1− aV4) components set to zeros. N V4 is the number of nodes
in each module and aV4 is the sparseness of the representation
which was set to be aV4

= 0.2 in the simulations.
The structure labeled “IT” represents areas of visual association

cortex such as the inferior temporal visual cortex and cortex in the
anterior part of the superior temporal sulcus in which neurons
provide distributed representations of faces and objects (Booth
and Rolls, 1998; Rolls, 2000). Nodes in this structure are governed
by leaky integrator dynamics with time constant τ

τ
dhIT

i (t )

dt
= −hIT

i (t )+
∑

j

(
w IT

ij − c IT
)

y IT
j (t )

+

∑
k

w IT−V4
ik yV4

k (t )+ kIT_BIASI OBJ
i . (47)

The firing rate y IT
i of the ith node is determined by a sigmoidal

function from the activation hIT
i as follows

y IT
i (t ) =

1

1+ exp
[
−2β

(
hIT

i (t )− α
)] , (48)

where the parameters β = 1 and α= 1 represent the gain and the
bias, respectively.

The recognition functionality of this structure is modeled as an
attractor neural network (ANN) with trained memories indexed
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by µ representing particular objects. The memories are formed
through Hebbian learning on sparse patterns,

w IT
ij = kIT

∑
µ

(
ξ
µ
i − aIT

) (
ξ
µ
j − aIT

)
, (49)

where kIT (set to 1 in the simulations) is a normalization constant
that depends on the learning rate, aIT

= 0.2 is the sparseness of the
training pattern in IT, and ξµi are the components of the pattern

used to train the network. The constant c IT in equation (47) rep-
resents the strength of the activity-dependent global inhibition
simulating the effects of inhibitory interneurons. The external
“top-down” input vector I OBJ produces object-selective inputs,
which are used as the attentional drive when a visual search task
is simulated. The strength of this object bias is modulated by the
value of kIT_BIAS in equation (47).

The weights w IT−V4
ij between the V4 nodes and IT nodes were

trained by Hebbian learning of the form

w IT−V4
ij = kIT−V4 (k)

∑
µ

(
ξ
µ
i − aV 4) (ξµj − aIT

)
. (50)

to produce object representations in IT based on inputs in V4. The
normalizing modulation factor kIT−V4(k) allows the gain of inputs
to be modulated as a function of their distance from the fovea, and
depends on the module k to which the presynaptic node belongs.
The model supports translation-invariant object recognition of a
single object in the visual field if the normalization factor is the
same for each module and the model is trained with the objects
placed at every possible location in the visual field. The translation
invariance of the weight vectors between each “V4” module and
the IT nodes is however explicitly modulated in the model by the
module-dependent modulation factor kIT−V4(k) as indicated in
Figure 32 by the width of the lines connecting V4 with IT. The
strength of the foveal V4 module is strongest, and the strength
decreases for modules representing increasing eccentricity. The
form of this modulation factor was derived from the parameter-
ization of the cortical magnification factors given by Dow et al.
(1981).

To study the ability of the model to recognize trained objects
at various locations relative to the fovea the system was trained
on a set of objects. The network was then tested with distorted
versions of the objects, and the “correlation” between the target
object and the final state of the attractor network was taken as a
measure of the performance. The correlation was estimated from
the normalized dot product between the target object vector that
was used during training the IT network, and the state of the IT
network after a fixed amount of time sufficient for the network
to settle into a stable state. The objects were always presented on
backgrounds with some noise (introduced by flipping 2% of the
bits in the scene which were not the test stimulus) in order to utilize
the properties of the attractor network, and because the input to
IT will inevitably be noisy under normal conditions of operation.

In the first simulation only one object was present in the visual
scene in a plain (blank) background at different eccentricities from
the fovea. As shown in Figure 33A by the line labeled “blank back-
ground,” the receptive fields of the neurons were very large. The

FIGURE 33 | Correlations as measured by the normalized dot product
between the object vector used to train IT and the state of the IT
network after settling into a stable state with a single object in the
visual scene (blank background) or with other trained objects at all
possible locations in the visual scene (natural background). There is no
object bias included in the results shown in graph (A), whereas an object
bias is included in the results shown in (B) with k IT_BIAS

=0.7 in the
experiments with a natural background and k IT_BIAS

=0.1 in the experiments
with a blank background. (After Trappenberg et al., 2002.)

value of the object bias kIT_BIAS was set to 0 in these simulations.
Good object retrieval (indicated by large correlations) was found
even when the object was far from the fovea, indicating large IT
receptive fields with a blank background. The reason that any drop
is seen in performance as a function of eccentricity is because flip-
ping 2% of the bits outside the object introduces some noise into
the recall process. This demonstrates that the attractor dynamics
can support translation-invariant object recognition even though
the translation-invariant weight vectors between V4 and IT are
explicitly modulated by the modulation factor kIT−V4 derived from
the cortical magnification factor.

In a second simulation individual objects were placed at all
possible locations in a natural and cluttered visual scene. The
resulting correlations between the target pattern and the asymp-
totic IT state are shown in Figure 33A with the line labeled“natural
background.” Many objects in the visual scene are now competing
for recognition by the attractor network, and the objects around
the foveal position are enhanced through the modulation fac-
tor derived from the cortical magnification factor. This results
in a much smaller size of the receptive field of IT neurons when
measured with objects in natural backgrounds.

In addition to this major effect of the background on the size
of the receptive field, which parallels and may account for the
physiological findings outlined above and in Section 5.8.1, there
is also a dependence of the size of the receptive fields on the level
of object bias provided to the IT network. Examples are shown in
Figure 33B where an object bias was used. The object bias biases
the IT network toward the expected object with a strength deter-
mined by the value of kIT−BIAS, and has the effect of increasing the
size of the receptive fields in both blank and natural backgrounds
(see Figure 33B compared to Figure 33A). This models the effect
found neurophysiologically (Rolls et al., 2003).

Some of the conclusions are as follows (Trappenberg et al.,
2002). When single objects are shown in a scene with a blank
background, the attractor network helps neurons to respond to an
object with large eccentricities of this object relative to the fovea
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of the agent. When the object is presented in a natural scene, other
neurons in the inferior temporal cortex become activated by the
other effective stimuli present in the visual field, and these forward
inputs decrease the response of the network to the target stimu-
lus by a competitive process. The results found fit well with the
neurophysiological data, in that IT operates with almost complete
translation invariance when there is only one object in the scene,
and reduces the receptive field size of its neurons when the object
is presented in a cluttered environment. The model described here
provides an explanation of the responses of real IT neurons in
natural scenes.

In natural scenes, the model is able to account for the neuro-
physiological data that the IT neuronal responses are larger when
the object is close to the fovea, by virtue of fact that objects close to
the fovea are weighted by the cortical magnification factor related
modulation kIT−V4.

The model accounts for the larger receptive field sizes from the
fovea of IT neurons in natural backgrounds if the target is the
object being selected compared to when it is not selected (Rolls
et al., 2003). The model accounts for this by an effect of top-down
bias which simply biases the neurons toward particular objects
compensating for their decreasing inputs produced by the decreas-
ing magnification factor modulation with increasing distance from
the fovea. Such object-based attention signals could originate in
the prefrontal cortex and could provide the object bias for the
inferior temporal visual cortex (Renart et al., 2000; Rolls, 2008b).

Important properties of the architecture for obtaining the
results just described are the high magnification factor at the fovea
and the competition between the effects of different inputs, imple-
mented in the above simulation by the competition inherent in an
attractor network.

We have also been able to obtain similar results in a hierarchical
feed-forward network where each layer operates as a competitive
network (Deco and Rolls, 2004). This network thus captures many
of the properties of our hierarchical model of invariant object
recognition (Rolls, 1992; Wallis and Rolls, 1997; Rolls and Mil-
ward, 2000; Stringer and Rolls, 2000, 2002; Rolls and Stringer,
2001, 2006, 2007; Elliffe et al., 2002; Rolls and Deco, 2002; Stringer
et al., 2006), but incorporates in addition a foveal magnification
factor and top-down projections with a dorsal visual stream so
that attentional effects can be studied, as shown in Figure 34.

Deco and Rolls (2004) trained the network shown in Figure 34
with two objects, and used the trace-learning rule (Wallis and
Rolls, 1997; Rolls and Milward, 2000) in order to achieve trans-
lation invariance. In a first experiment we placed only one object
on the retina at different distances from the fovea (i.e., different
eccentricities relative to the fovea). This corresponds to the blank
background condition. In a second experiment, we also placed the
object at different eccentricities relative to the fovea, but on a clut-
tered natural background. Larger receptive fields were found with
the blank as compared to the cluttered natural background.

Deco and Rolls (2004) also studied the influence of object-
based attentional top-down bias on the effective size of the recep-
tive field of an inferior temporal cortex neuron for the case of
an object in a blank or a cluttered background. To do this, they
repeated the two simulations but now considered a non-zero top-
down bias coming from prefrontal area 46v and impinging on

the inferior temporal cortex neuron specific for the object tested.
When no attentional object bias was introduced, a shrinkage of
the receptive field size was observed in the complex vs the blank
background. When attentional object bias was introduced, the
shrinkage of the receptive field due to the complex background was
somewhat reduced. This is consistent with the neurophysiological
results (Rolls et al., 2003). In the framework of the model (Deco
and Rolls, 2004), the reduction of the shrinkage of the receptive
field is due to the biasing of the competition in the inferior tem-
poral cortex layer in favor of the specific IT neuron tested, so that
it shows more translation invariance (i.e., a slightly larger recep-
tive field). The increase of the receptive field size of an IT neuron,
although small, produced by the external top-down attentional
bias offers a mechanism for facilitation of the search for specific
objects in complex natural scenes (Rolls, 2008b).

I note that it is possible that a “spotlight of attention” (Desi-
mone and Duncan, 1995) can be moved covertly away from the
fovea (Rolls, 2008b). However, at least during normal visual search
tasks in natural scenes, the neurons are sensitive to the object at
which the monkey is looking, that is primarily to the object that
is on the fovea, as shown by Rolls et al. (2003) and Aggelopoulos
and Rolls (2005), and described in Sections 1 and 9.

5.9. THE REPRESENTATION OF MULTIPLE OBJECTS IN A SCENE
When objects have distributed representations, there is a prob-
lem of how multiple objects (whether the same or different) can
be represented in a scene, because the distributed representa-
tions overlap, and it may not be possible to determine whether
one has an amalgam of several objects, or a new object (Mozer,
1991), or multiple instances of the same object, let alone the
relative spatial positions of the objects in a scene. Yet humans
can determine the relative spatial locations of objects in a scene
even in short presentation times without eye movements (Bieder-
man, 1972; and this has been held to involve some spotlight of
attention). Aggelopoulos and Rolls (2005) analyzed this issue by
recording from single inferior temporal cortex neurons with five
objects simultaneously present in the receptive field. They found
that although all the neurons responded to their effective stim-
ulus when it was at the fovea, some could also respond to their
effective stimulus when it was in some but not other parafoveal
positions 10˚ from the fovea. An example of such a neuron is shown
in Figure 35. The asymmetry is much more evident in a scene
with 5 images present (Figure 35A) than when only one image is
shown on an otherwise blank screen (Figure 35B). Competition
between different stimuli in the receptive field thus reveals the
asymmetry in the receptive field of inferior temporal visual cortex
neurons.

The asymmetry provides a way of encoding the position of
multiple objects in a scene. Depending on which asymmetric neu-
rons are firing, the population of neurons provides information to
the next processing stage not only about which image is present at
or close to the fovea, but where it is with respect to the fovea.

Simulations with VisNet with an added layer to simulate hip-
pocampal scene memory have demonstrated that receptive field
asymmetry appears when multiple objects are simultaneously
present because of the probabilistic connectivity from the preced-
ing stage which introduces asymmetry, which becomes revealed
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FIGURE 34 | Cortical architecture for hierarchical and attention-based
visual perception after Deco and Rolls (2004). The system is essentially
composed of five modules structured such that they resemble the two known
main visual paths of the mammalian visual cortex. Information from the
retino-geniculo-striate pathway enters the visual cortex through area V1 in the
occipital lobe and proceeds into two processing streams. The
occipital-temporal stream leads ventrally through V2–V4 and IT (inferior

temporal visual cortex), and is mainly concerned with object recognition. The
occipito-parietal stream leads dorsally into PP (posterior parietal complex),
and is responsible for maintaining a spatial map of an object’s location. The
solid lines with arrows between levels show the forward connections, and
the dashed lines the top-down backprojections. Short-term memory systems
in the prefrontal cortex (PF46) apply top-down attentional bias to the object or
spatial processing streams. (After Deco and Rolls, 2004.)
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FIGURE 35 | (A) The responses (firing rate with the spontaneous rate
subtracted, means± sem) of an inferior temporal cortex neuron when
tested with 5 stimuli simultaneously present in the close (10˚)
configuration with the parafoveal stimuli located 10˚ from the fovea.
(B) The responses of the same neuron when only the effective

stimulus was presented in each position. The firing rate for each
position is that when the effective stimulus (in this case the hand) for
the neuron was in that position. The p value is that from the ANOVA
calculated over the four parafoveal positions. (After Aggelopoulos and
Rolls, 2005.)

by the enhanced lateral inhibition when multiple objects are
presented simultaneously (Rolls et al., 2008).

The information in the inferior temporal visual cortex is pro-
vided by neurons that have firing rates that reflect the relevant
information, and stimulus-dependent synchrony is not necessary
(Aggelopoulos and Rolls, 2005). Top-down attentional biasing
input could thus, by biasing the appropriate neurons, facilitate
bottom-up information about objects without any need to alter
the time relations between the firing of different neurons. The
exact position of the object with respect to the fovea, and effec-
tively thus its spatial position relative to other objects in the scene,
would then be made evident by the subset of asymmetric neurons
firing.

This is thus the solution that these experiments (Aggelopoulos
and Rolls, 2005; Rolls et al., 2008) indicate is used for the represen-
tation of multiple objects in a scene, an issue that has previously
been difficult to account for in neural systems with distributed
representations (Mozer, 1991) and for which “attention” has been
a proposed solution.

The learning of invariant representations of objects when mul-
tiple objects are present in a scene is considered in Section 5.5.2.

5.10. LEARNING INVARIANT REPRESENTATIONS USING SPATIAL
CONTINUITY: CONTINUOUS SPATIAL TRANSFORMATION
LEARNING

The temporal continuity typical of objects has been used in an
associative learning rule with a short-term memory trace to help
build invariant object representations in the networks described
previously in this paper. Stringer et al. (2006) showed that spa-
tial continuity can also provide a basis for helping a system to
self-organize invariant representations. They introduced a new
learning paradigm“continuous spatial transformation (CT) learn-
ing” which operates by mapping spatially similar input patterns
to the same post-synaptic neurons in a competitive learning sys-
tem. As the inputs move through the space of possible continuous
transforms (e.g., translation, rotation, etc.), the active synapses
are modified onto the set of post-synaptic neurons. Because other
transforms of the same stimulus overlap with previously learned
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exemplars, a common set of post-synaptic neurons is activated by
the new transforms, and learning of the new active inputs onto the
same post-synaptic neurons is facilitated.

The concept is illustrated in Figure 36. During the presenta-
tion of a visual image at one position on the retina that activates
neurons in layer 1, a small winning set of neurons in layer 2 will
modify (through associative learning) their afferent connections
from layer 1 to respond well to that image in that location. When
the same image appears later at nearby locations, so that there
is spatial continuity, the same neurons in layer 2 will be activated
because some of the active afferents are the same as when the image
was in the first position. The key point is that if these afferent con-
nections have been strengthened sufficiently while the image is in
the first location, then these connections will be able to continue
to activate the same neurons in layer 2 when the image appears
in overlapping nearby locations. Thus the same neurons in the
output layer have learned to respond to inputs that have similar
vector elements in common.

As can be seen in Figure 36, the process can be continued for
subsequent shifts, provided that a sufficient proportion of input
cells stay active between individual shifts. This whole process is
repeated throughout the network, both horizontally as the image
moves on the retina, and hierarchically up through the network.
Over a series of stages, transform invariant (e.g., location invari-
ant) representations of images are successfully learned, allowing
the network to perform invariant object recognition. A similar CT
learning process may operate for other kinds of transformation,
such as change in view or size.

Stringer et al. (2006) demonstrated that VisNet can be trained
with continuous spatial transformation learning to form view-
invariant representations. They showed that CT learning requires
the training transforms to be relatively close together spatially so
that spatial continuity is present in the training set; and that the
order of stimulus presentation is not crucial, with even inter-
leaving with other objects possible during training, because it
is spatial continuity rather the temporal continuity that drives
the self-organizing learning with the purely associative synaptic
modification rule.

Perry et al. (2006) extended these simulations with VisNet of
view-invariant learning using CT to more complex 3D objects, and
using the same training images in human psychophysical investiga-
tions, showed that view-invariant object learning can occur when
spatial but not temporal continuity applies in a training condition
in which the images of different objects were interleaved. How-
ever, they also found that the human view-invariance learning was
better if sequential presentation of the images of an object was
used, indicating that temporal continuity is an important factor in
human invariance learning.

Perry et al. (2010) extended the use of continuous spatial trans-
formation learning to translation invariance. They showed that
translation-invariant representations can be learned by continu-
ous spatial transformation learning; that the transforms must be
close for this to occur; that the temporal order of presentation of
each transformed image during training is not crucial for learn-
ing to occur; that relatively large numbers of transforms can be
learned; and that such continuous spatial transformation learning
can be usefully combined with temporal trace training.

FIGURE 36 | An illustration of how continuous spatial transformation
(CT) learning would function in a network with a single-layer of
forward synaptic connections between an input layer of neurons and
an output layer. Initially the forward synaptic weights are set to random
values. The top part (A) shows the initial presentation of a stimulus to the
network in position 1. Activation from the (shaded) active input cells is
transmitted through the initially random forward connections to stimulate
the cells in the output layer. The shaded cell in the output layer wins the
competition in that layer. The weights from the active input cells to the
active output neuron are then strengthened using an associative learning
rule. The bottom part (B) shows what happens after the stimulus is shifted
by a small amount to a new partially overlapping position 2. As some of the
active input cells are the same as those that were active when the stimulus
was presented in position 1, the same output cell is driven by these
previously strengthened afferents to win the competition again. The
rightmost shaded input cell activated by the stimulus in position 2, which
was inactive when the stimulus was in position 1, now has its connection
to the active output cell strengthened (denoted by the dashed line). Thus
the same neuron in the output layer has learned to respond to the two
input patterns that have similar vector elements in common. As can be
seen, the process can be continued for subsequent shifts, provided that a
sufficient proportion of input cells stay active between individual shifts.
(After Stringer et al., 2006.)

5.11. LIGHTING INVARIANCE
Object recognition should occur correctly even despite variations
of lighting. In an investigation of this, Rolls and Stringer (2006)
trained VisNet on a set of 3D objects generated with OpenGL in
which the viewing angle and lighting source could be indepen-
dently varied (see Figure 37). After training with the trace rule
on all the 180 views (separated by 1˚, and rotated about the ver-
tical axis in Figure 37) of each of the four objects under the left
lighting condition, we tested whether the network would recog-
nize the objects correctly when they were shown again, but with
the source of the lighting moved to the right so that the objects
appeared different (see Figure 37). With this protocol, lighting
invariant object recognition by VisNet was demonstrated (Rolls
and Stringer, 2006).
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FIGURE 37 | Lighting invariance. VisNet was trained on a set of 3D objects
(cube, tetrahedron, octahedron, and torus) generated with OpenGL in which
for training the objects had left lighting, and for testing the objects had right

lighting. Just one view of each object is shown in the Figure, but for training
and testing 180 views of each object separated by 1˚ were used. (After Rolls
and Stringer, 2006.)

Some insight into the good performance with a change of light-
ing is that some neurons in the inferior temporal visual cortex
respond to the outlines of 3D objects (Vogels and Biederman,
2002), and these outlines will be relatively consistent across light-
ing variations. Although the features about the object represented
in VisNet will include more than the representations of the out-
lines, the network may because it uses distributed representations
of each object generalize correctly provided that some of the fea-
tures are similar to those present during training. Under very
difficult lighting conditions, it is likely that the performance of
the network could be improved by including variations in the
lighting during training, so that the trace rule could help to
build representations that are explicitly invariant with respect to
lighting.

5.12. INVARIANT GLOBAL MOTION IN THE DORSAL VISUAL SYSTEM
A key issue in understanding the cortical mechanisms that under-
lie motion perception is how we perceive the motion of objects
such as a rotating wheel invariantly with respect to position on
the retina, and size. For example, we perceive the wheel shown in
Figure 38A rotating clockwise independently of its position on the
retina. This occurs even though the local motion for the wheels in
the different positions may be opposite. How could this invariance
of the visual motion perception of objects arise in the visual sys-
tem? Invariant motion representations are known to be developed
in the cortical dorsal visual system. Motion-sensitive neurons in
V1 have small receptive fields (in the range 1–2˚ at the fovea), and
can therefore not detect global motion, and this is part of the aper-
ture problem (Wurtz and Kandel, 2000b). Neurons in MT, which
receives inputs from V1 and V2, have larger receptive fields (e.g.,
5˚ at the fovea), and are able to respond to planar global motion,
such as a field of small dots in which the majority (in practice
as few as 55%) move in one direction, or to the overall direction
of a moving plaid, the orthogonal grating components of which
have motion at 45˚ to the overall motion (Movshon et al., 1985;
Newsome et al., 1989). Further on in the dorsal visual system,
some neurons in macaque visual area MST (but not MT) respond

to rotating flow fields or looming with considerable translation
invariance (Graziano et al., 1994; Geesaman and Andersen, 1996).
In the cortex in the anterior part of the superior temporal sulcus,
which is a convergence zone for inputs from the ventral and dor-
sal visual systems, some neurons respond to object-based motion,
for example, to a head rotating clockwise but not anticlockwise,
independently of whether the head is upright or inverted which
reverses the optic flow across the retina (Hasselmo et al., 1989b).

In a unifying hypothesis with the design of the ventral cortical
visual system Rolls and Stringer (2007) proposed that the dorsal
visual system uses a hierarchical feed-forward network architec-
ture (V1, V2, MT, MSTd, parietal cortex) with training of the
connections with a short-term memory trace associative synaptic
modification rule to capture what is invariant at each stage. The
principle is illustrated in Figure 38A. Simulations showed that the
proposal is computationally feasible, in that invariant representa-
tions of the motion flow fields produced by objects self-organize in
the later layers of the architecture (see examples in Figures 38B–E).
The model produces invariant representations of the motion flow
fields produced by global in-plane motion of an object, in-plane
rotational motion, looming vs receding of the object. The model
also produces invariant representations of object-based rotation
about a principal axis. Thus it is proposed that the dorsal and
ventral visual systems may share some unifying computational
principles Rolls and Stringer (2007). Indeed, the simulations of
Rolls and Stringer (2007) used a standard version of VisNet, with
the exception that instead of using oriented bar receptive fields as
the input to the first layer, local motion flow fields provided the
inputs.

6. LEARNING INVARIANT REPRESENTATIONS OF SCENES
AND PLACES

The primate hippocampal system has neurons that respond to a
view of a spatial scene, or when that location in a scene is being
looked at in the dark or when it is obscured (Rolls et al., 1997a,
1998; Robertson et al., 1998; Georges-François et al., 1999; Rolls
and Xiang, 2006; Rolls, 2008b). The representation is relatively

Frontiers in Computational Neuroscience www.frontiersin.org June 2012 | Volume 6 | Article 35 | 55

http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Computational_Neuroscience/archive


Rolls Invariant visual object recognition

FIGURE 38 | (A) Two rotating wheels at different locations rotating in
opposite directions. The local flow field is ambiguous. Clockwise or
counterclockwise rotation can only be diagnosed by a global flow
computation, and it is shown how the network is expected to solve the
problem to produce position-invariant global motion-sensitive neurons.
One rotating wheel is presented at any one time, but the need is to
develop a representation of the fact that in the case shown the rotating
flow field is always clockwise, independently of the location of the flow
field. (B–D) Translation invariance, with training on 9 locations. (B) Single
cell information measures showing that some layer 4 neurons have

perfect performance of 1 bit (clockwise vs anticlockwise) after training
with the trace rule, but not with random initial synaptic weights in the
untrained control condition. (C) The multiple cell information measure
shows that small groups of neurons have perfect performance. (D)
Position invariance illustrated for a single cell from layer 4, which
responded only to the clockwise rotation, and for every one of the 9
positions. (E) Size-invariance illustrated for a single cell from layer 4,
which after training with three different radii of rotating wheel,
responded only to anticlockwise rotation, independently of the size of
the rotating wheels. (After Rolls and Stringer, 2007.)

invariant with respect to the position of the macaque in the envi-
ronment, and of head direction, and eye position. The requirement
for these spatial view neurons is that a position in the spatial scene

is being looked at. (There is an analogous set of place neurons
in the rat hippocampus that respond in this case when the rat is
in a given position in space, relatively invariantly with respect to
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head direction (McNaughton et al., 1983; O’Keefe, 1984; Muller
et al., 1991).) How might these spatial view neurons be set up in
primates?

Before addressing this, it is useful to consider the difference
between a spatial view or scene representation, and an object rep-
resentation. An object can be moved to different places in space or
in a spatial scene. An example is a motor car that can be moved to
different places in space. The object is defined by a combination
of features or parts in the correct relative spatial position, but its
representation is independent of where it is in space. In contrast, a
representation of space has objects in defined relative spatial posi-
tions, which cannot be moved relative to one another in space. An
example might be Trafalgar Square, in which Nelson’s column is in
the middle, and the National Gallery and St Martin’s in the Fields
church are at set relative locations in space, and cannot be moved
relative to one another. This draws out the point that there may
be some computational similarities between the construction of
an objects and of a scene or a representation of space, but there
are also important differences in how they are used. In the present
context we are interested in how the brain may set up a spatial
view representation in which the relative position of the objects in
the scene defines the spatial view. That spatial view representation
may be relatively invariant with respect to the exact position from
which the scene is viewed (though extensions are needed if there
are central objects in a space through which one moves).

It is now possible to propose a unifying hypothesis of the rela-
tion between the ventral visual system, and primate hippocampal
spatial view representations (Rolls, 2008b; Rolls et al., 2008). Let
us consider a computational architecture in which a fifth layer is
added to the VisNet architecture, as illustrated in Figure 39. In

the anterior inferior temporal visual cortex, which corresponds to
the fourth layer of VisNet, neurons respond to objects, but sev-
eral objects close to the fovea (within approximately 10˚) can be
represented because many object-tuned neurons have asymmet-
ric receptive fields with respect to the fovea (Aggelopoulos and
Rolls, 2005; see Section 5.9). If the fifth layer of VisNet performs
the same operation as previous layers, it will form neurons that
respond to combinations of objects in the scene with the positions
of the objects relative spatially to each other incorporated into the
representation (as described in Section 5.4). The result will be spa-
tial view neurons in the case of primates when the visual field of
the primate has a narrow focus (due to the high-resolution fovea),
and place cells when as in the rat the visual field is very wide (De
Araujo et al., 2001; Rolls, 2008b). The trace-learning rule in layer
5 should help the spatial view or place fields that develop to be
large and single, because of the temporal continuity that is inher-
ent when the agent moves from one part of the view or place space
to another, in the same way as has been shown for the entorhinal
grid cell to hippocampal place cell mapping (Rolls et al., 2006b;
Rolls, 2008b).

The hippocampal dentate granule cells form a network
expected to be important in this competitive learning of spa-
tial view or place representations based on visual inputs. As the
animal navigates through the environment, different spatial view
cells would be formed. Because of the overlapping fields of adja-
cent spatial view neurons, and hence their coactivity as the animal
navigates, recurrent collateral associative connections at the next
stage of the system, CA3, could form a continuous attractor rep-
resentation of the environment (Rolls, 2008b). We thus have a
hypothesis for how the spatial representations are formed as a

FIGURE 39 | Adding a fifth layer, corresponding to the
parahippocampal gyrus/hippocampal system, after the inferior
temporal visual cortex (corresponding to layer 4) may lead to the
self-organization of spatial view/place cells in layer 5 when whole
scenes are presented (see text). Convergence in the visual system is

shown in the earlier layers. Right – as it occurs in the brain. V1, visual
cortex area V1; TEO, posterior inferior temporal cortex; TE, inferior
temporal cortex (IT). Left – as implemented in VisNet (layers 1–4).
Convergence through the network is designed to provide fourth layer
neurons with information from across the entire input retina.
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natural extension of the hierarchically organized competitive net-
works in the ventral visual system. The expression of such spatial
representations in CA3 may be particularly useful for associating
those spatial representations with other inputs, such as objects or
rewards (Rolls, 2008b).

We have performed simulations to test this hypothesis with
VisNet simulations with conceptually a fifth layer added (Rolls
et al., 2008). Training now with whole scenes that consist of a set
of objects in a given fixed spatial relation to each other results
in neurons in the added layer that respond to one of the trained
whole scenes, but do not respond if the objects in the scene are
rearranged to make a new scene from the same objects. The for-
mation of these scene-specific representations in the added layer is
related to the fact that in the inferior temporal cortex (Aggelopou-
los and Rolls, 2005), and in the VisNet model (Rolls et al., 2008),
the receptive fields of inferior temporal cortex neurons shrink and
become asymmetric when multiple objects are present simultane-
ously in a natural scene. This also provides a solution to the issue
of the representation of multiple objects, and their relative spatial
positions, in complex natural scenes (Rolls, 2008b).

Consistently, in a more artificial network trained by gradient
ascent with a goal function that included forming relatively time
invariant representations and decorrelating the responses of neu-
rons within each layer of the 5-layer network, place-like cells were
formed at the end of the network when the system was trained with
a real or simulated robot moving through spatial environments
(Wyss et al., 2006), and slowness as an asset in learning spatial
representations has also been investigated by others (Wiskott and
Sejnowski, 2002; Wiskott, 2003; Franzius et al., 2007). It will be
interesting to test whether spatial view cells develop in a VisNet
fifth layer if trained with foveate views of the environment, or place
cells if trained with wide angle views of the environment (cf. De
Araujo et al., 2001), and the utility of testing this with a VisNet-like
architecture is that it is embodies a biologically plausible imple-
mentation based on neuronally plausible competitive learning and
a short-term memory trace-learning rule.

It is an interesting part of the hypothesis just described that
because spatial views and places are defined by the relative spatial
positions of fixed landmarks (such a buildings), slow learning of
such representations over a number of trials might be useful, so
that the neurons come to represent spatial views or places, and do
not learn to represent a random collection of moveable objects
seen once in conjunction. In this context, an alternative brain
region to the dentate gyrus for this next layer of VisNet-like pro-
cessing might be the parahippocampal areas that receive from the
inferior temporal visual cortex. Spatial view cells are present in the
parahippocampal areas (Rolls et al., 1997a, 1998, 2005b; Robertson
et al., 1998; Georges-François et al., 1999), and neurons with place-
like fields (though in some cases as a grid, Hafting et al., 2005)
are found in the rat medial entorhinal cortex (Moser and Moser,
1998; Brun et al., 2002; Fyhn et al., 2004; Moser, 2004). These spa-
tial view and place-like representations could be formed in these
regions as, effectively, an added layer to VisNet. Moreover, these
cortical regions have recurrent collateral connections that could
implement a continuous attractor representation. Alternatively,
it is possible that these parahippocampal spatial representations
reflect the effects of backprojections from the hippocampus to the

entorhinal cortex and thus to parahippocampal areas. In either
case, it is an interesting and unifying hypothesis that an effect of
adding an additional layer to VisNet-like ventral stream visual pro-
cessing might with training in a natural environment lead to the
self-organization, using the same principles as in the ventral visual
stream, of spatial view or place representations in parahippocam-
pal or hippocampal areas (Rolls, 2008b; Rolls et al., 2008). Such
spatial view representations are relatively invariant with respect
to the position from which the scene is viewed (Georges-François
et al., 1999), but are selective to the relative spatial position of the
objects that define the spatial view (Rolls, 2008b; Rolls et al., 2008).

7. FURTHER APPROACHES TO INVARIANT OBJECT
RECOGNITION

A related approach to invariant object recognition is described
by Riesenhuber and Poggio (1999b), and builds on the hypothesis
that not just shift invariance (as implemented in the Neocognitron
of Fukushima (1980)), but also other invariances such as scale,
rotation, and even view, could be built into a feature hierarchy
system, as suggested by Rolls (1992) and incorporated into Vis-
Net (Wallis et al., 1993; Wallis and Rolls, 1997; Rolls and Milward,
2000; Rolls and Stringer, 2007; Rolls, 2008b; see also Perrett and
Oram, 1993). The approach of Riesenhuber and Poggio (1999b)
and its developments (Riesenhuber and Poggio, 1999a, 2000; Serre
et al., 2007a,b,c) is a feature hierarchy approach that uses alter-
nate “simple cell” and “complex cell” layers in a way analogous to
(Fukushima, 1980; see Figure 40).

The function of each S cell layer is to build more complicated
features from the inputs, and works by template matching. The
function of each “C” cell layer is to provide some translation
invariance over the features discovered in the preceding simple cell
layer (as in Fukushima, 1980), and operates by performing a MAX
function on the inputs. The non-linear MAX function makes a
complex cell respond only to whatever is the highest activity input
being received, and is part of the process by which invariance is
achieved according to this proposal. This C layer process involves
“implicitly scanning over afferents of the same type differing in
the parameter of the transformation to which responses should
be invariant (for instance, feature size for scale invariance), and
then selecting the best-matching afferent” (Riesenhuber and Pog-
gio, 1999b). Brain mechanisms by which this computation could
be set up are not part of the scheme, and the model does not
incorporate learning in its architecture, so does not yet provide a
biologically plausible model of invariant object recognition. The
model receives as its inputs a set of symmetric spatial-frequency
filters that are closely spaced in spatial-frequency, and maps these
through pairs of convergence followed by MAX function layers,
without learning. Whatever output appears in the final layer is
then tested with a support vector machine to measure how well
the output can be used by this very powerful subsequent learning
stage to categorize different types of image. Whether that is a good
test of invariance learning is a matter for discussion (Pinto et al.,
2008; see Section 8). The approach taken in VisNet is that instead
of using a benchmark test of image exemplars from which to learn
categories (Serre et al., 2007a,b,c), instead VisNet is trained to gen-
eralize across transforms of objects that provide the training set.
However, the fact that the model of Poggio, Riesenhuber, Serre and
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FIGURE 40 | Sketch of Riesenhuber and Poggio’s (1999a,b) model of invariant object recognition. The model includes layers of “S” cells which perform
template matching (solid lines), and “C” cells (solid lines) which pool information by a non-linear MAX function to achieve invariance (see text). (After
Riesenhuber and Poggio, 1999a,b.)

colleagues does use a hierarchical approach to object recognition
does represent useful convergent thinking toward how invariant
object recognition may be implemented in the brain. Similarly,
the approach of training a five-layer network with a more artificial
gradient ascent approach with a goal function that does how-
ever include forming relatively time invariant representations and
decorrelating the responses of neurons within each layer (Wyss
et al., 2006; both processes that have their counterpart in VisNet),
also reflects convergent thinking.

Further evidence consistent with the approach developed in the
investigations of VisNet described in this paper comes from psy-
chophysical studies. Wallis and Bülthoff (1999) and Perry et al.
(2006) describe psychophysical evidence for learning of view-
invariant representations by experience, in that the learning can
be shown in special circumstances to be affected by the temporal
sequence in which different views of objects are seen.

Another related approach, from the machine learning area, is
that of convolutional networks. Convolutional Networks are a bio-
logically inspired trainable architecture that can learn invariant
features. Each stage in a ConvNet is composed of a filter bank, some
non-linearities, and feature pooling layers. With multiple stages, a
ConvNet can learn multi-level hierarchies of features (LeCun et al.,
2010). Non-linearities that include rectification and local contrast
normalization are important in such systems (Jarrett et al., 2009;
and are of course properties of VisNet). Applications have been

developed to visual object recognition and vision navigation for
off-road mobile robots. Ullman has considered the use of features
in a hierarchy to help with processes such as segmentation and
object recognition (Ullman, 2007).

Another approach to the implementation of invariant represen-
tations in the brain is the use of neurons with Sigma-Pi synapses.
Sigma-Pi synapses effectively allow one input to a synapse to be
multiplied or gated by a second input to the synapse (Rolls, 2008b).
The multiplying input might gate the appropriate set of the other
inputs to a synapse to produce the shift or scale change required.
For example, the multiplying input could be a signal that varies
with the shift required to compute translation invariance, effec-
tively mapping the appropriate set of xj inputs through to the
output neurons depending on the shift required (Olshausen et al.,
1993, 1995; Mel et al., 1998; Mel and Fiser, 2000). Local opera-
tions on a dendrite could be involved in such a process (Mel et al.,
1998). The explicit neural implementation of the gating mecha-
nism seems implausible, given the need to multiply and thus remap
large parts of the retinal input depending on shift and scale modi-
fying connections to a particular set of output neurons. Moreover,
the explicit control signal to set the multiplication required in V1
has not been identified. Moreover, if this was the solution used by
the brain, the whole problem of shift and scale invariance could
in principle be solved in one-layer of the system, rather than with
the multiple hierarchically organized set of layers actually used
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in the brain, as shown schematically in Figure 1. The multiple-
layers actually used in the brain are much more consistent with
the type of scheme incorporated in VisNet. Moreover, if a multi-
plying system of the type hypothesized by Olshausen et al. (1993),
Mel et al. (1998), and Olshausen et al. (1995) was implemented
in a multilayer hierarchy with the shift and scale change emerging
gradually, then the multiplying control signal would need to be
supplied to every stage of the hierarchy. A further problem with
such approaches is how the system is trained in the first place.

8. MEASURING THE CAPACITY OF VisNet
For a theory of the brain mechanisms of invariant object recog-
nition, it is important that the system should scale up, so that
if a model such as VisNet was the size of the human visual sys-
tem, it would have comparable performance. Most of the research
with VisNet to date has focused on the principles of operation of
the system, and what aspects of invariant object recognition the
model can solve (Rolls, 2008b). In this section I consider how the
system performs in its scaled up version (VisNetL, with 128× 128
neurons in each of 4 layers). I compare the capacity of VisNetL
with that of another model, HMAX, as that has been described
as competing with state of the art systems (Serre et al., 2007a,b,c;
Mutch and Lowe, 2008), and I raise interesting issues about how
to measure the capacity of systems for invariant object recognition
in natural scenes.

The tests (performed by L. Robinson of the Department of
Computer Science, University of Warwick, UK and E. T. Rolls)
utilized a benchmark approach incorporated in the work of Serre,
Mutch, Poggio and colleagues (Serre et al., 2007b,c; Mutch and
Lowe, 2008) and indeed typical of many standard approaches in
computer vision. This uses standard datasets such as the Caltech-
256 (Griffin et al., 2007) in which sets of images from different
categories are to be classified.

8.1. OBJECT BENCHMARK DATABASES
The Caltech-256 dataset (Griffin et al., 2007) is comprised of 256
object classes made up of images that have many aspect ratios, sizes
and differ quite significantly in quality (having being manually
collated from web searches). The objects within the images show
significant intra-class variation and have a variety of poses, illumi-
nation, scale, and occlusion as expected from natural images (see
examples in Figure 41). In this sense, the Caltech-256 database is
considered to be a difficult challenge to object recognition systems.
I come to the conclusion below that the benchmarking approach
with this type of dataset is not useful for training a system that
must learn invariant object representations. The reason for this is
that the exemplars of each category in the Caltech-256 dataset are
too discontinuous to provide a basis for learning invariant object
representations. For example, the exemplars within a category in
these datasets may be very different indeed.

Partly because of the limitations of the Caltech-256 database
for training in invariant object recognition, we also investigated
training with the Amsterdam Library of Images (ALOI; Geuse-
broek et al., 2005) database1. The ALOI database takes a different

1http://staff.science.uva.nl/aloi/

approach to the Caltech-256, and instead of focusing on a set of
natural images within a category, provides images with a system-
atic variation of pose and illumination for 1,000 small objects.
Each object is placed onto a turntable and photographed in con-
sistent conditions at 5˚ increments, resulting in a set of images
that not only show the whole object (with regard to out of plane
rotations), but does so with some continuity from one image to
the next (see examples in Figure 42).

8.2. THE HMAX MODELS USED FOR COMPARISON WITH VISNETL
The performance of VisNetL was compared against a standard
HMAX model (Serre et al., 2007b,c; Mutch and Lowe, 2008), and
a HMAX model scaled down to have a comparable complexity (in
terms, for example, of the number of neurons) to that of VisNetL.
The scaled down HMAX model is referred to as HMAX_min. The
current HMAX family models have in the order of 10 million com-
putational units (Serre et al., 2007b), which is at least 100 times the
number contained within the current implementation of VisNetL
(which uses 128× 128 neurons in each of 4 layers, i.e., 65,536
neurons). In producing HMAX_min, we aimed to maintain the
architectural features of HMAX, and primarily to scale it down.
HMAX_min is based upon the “base” implementation of Mutch
and Lowe (2008)2. The minimal version used in the comparisons
differs from this base HMAX implementation in two significant
ways. First, HMAX_min has only 4 scales compared to the 10
scales of HMAX. (Care was taken to ensure that HMAX_min still
covered the same image size range – 256, 152, 90, and 53 pixels.)
Second, the number of distinct units in the S2“template matching”
layer was limited to only 25 in HMAX_min, compared to 2,000 in
HMAX. This results in a scaled down model HMAX_min, with
approximately 12,000 units in the C1 layer, 75,000 units in the S2
layer, and 25 in the upper C2 layer, which is much closer to the
65,536 neurons of VisNetL. (The 75,000 units in S2 allow for every
C2 neuron to be connected by its own weight to a C1 neuron.;
When counting the number of neurons in the models, the num-
ber of neurons in S1 is not included, as they just provide the inputs
to the models.)

8.3. PERFORMANCE ON A CALTECH-256 TEST
VisNetL and the two HMAX models were trained to discrimi-
nate between two object classes from the Caltech-256 database,
the teddy-bear and cowboy-hat (see examples in Figure 41). Sixty
image examples of each class were rescaled to 256× 256 and
converted to gray-scale, so that shape recognition was being inves-
tigated. The 60 images from each class were randomly partitioned
into training and testing sets, with the training set size ranging
over 1, 5, 15 and 30 images, and the corresponding testing set being
the remainder of the 60 images in the cross-validation design. A
linear support vector machine (libSVM, Chang and Lin, 2011)
approach operating on the output of layer 4 of VisnetL was used
to compare the categorization of the trained images with that of
the test images, as that is the approach used by HMAX (Serre et al.,
2007b,c; Mutch and Lowe, 2008). The standard default parameters
of the support vector machine were used in identical form for the
VisNetL and HMAX tests.

2http://cbcl.mit.edu/jmutch/cns/index.html
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FIGURE 41 | Example images from the Caltech-256 database for two object classes, teddy-bears and cowboy-hats.

FIGURE 42 | Example images from the two object classes within the ALOI database, (A) 90 (rubber duck) and (B) 93 (black shoe). Only the 45˚
increments are shown.

Figure 43 shows the performance of all three models when
performing the task with the Caltech-256 dataset. It is clear that
VisNetL performed better than HMAX_min as soon as there were
reasonable numbers of training images, and this was confirmed
statistically using the Chi-square test. It is also shown that the
full HMAX model (as expected given its very large number of
neurons) exhibits higher performance than that of VisNetL and
HMAX_min.

8.4. PERFORMANCE WITH THE AMSTERDAM LIBRARY OF IMAGES
Eight classes of object (with designations 36, 90, 93, 103, 138, 156,
203, 161) from the dataset were chosen (see Figure 42, for exam-
ple). Each class comprises of 72 images taken at 5˚ increments
through the full 360˚ out of plane rotation. Three sets of train-
ing images were used. (1) Three training images per class were
taken at 315, 0, and 45˚. (2) Eight training images encompassing
the entire rotation of the object were taken in 45˚ increments.
(3) Eighteen training images also encompassing the entire rota-
tion of the object were taken in 20˚ increments. The testing set
consisted for each object of the remaining orientations from the
set of 72 that were not present in the particular training set. The
aim of using the different training sets was to investigate how

close in viewing angle the training images need to be; and also
to investigate the effects of using different numbers of training
images.

Figure 44 shows that VisNetL performed better than
HMAX_min as soon as there were even a few training images,
with HMAX as expected performing better. VisNetL performed
almost as well as the very much larger HMAX as soon as there
were reasonable numbers of training images.

What VisNetL can do here is to learn view-invariant represen-
tations using its trace-learning rule to build feature analyzers that
reflect the similarity across at least adjacent views of the training
set. Very interestingly, with 8 training images, the view spacing
of the training images was 45˚, and the test images in the cross-
validation design were the intermediate views, 22.5˚ away from the
nearest trained view. This is promising, for it shows that enormous
numbers of training images with many different closely spaced
views are not necessary for VisNetL. Even 8 training views spaced
45˚ apart produced reasonable training.

8.5. INDIVIDUAL LAYER PERFORMANCE
To test whether the VisNet hierarchy is actually performing use-
ful computations with these datasets the simulations were re-run,
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FIGURE 43 | Performance of VisNetL, HMAX, and HMAX_min on the
classification task using the Caltech-256 dataset. The error bars show
the standard error of the means over 5 cross-validation trials with different
images chosen at random for the training set on each trial. It is clear that

VisNetL performs better than HMAX_min, and this was confirmed
statistically using the Chi-square test performed with 30 training images
and 30 cross-validation test images in each of two categories
(Chi-square=8.09, df=1, p=0.0025).

FIGURE 44 | Performance of VisNetL, HMAX_min, and HMAX on the
classification task with 8 classes using the Amsterdam Library of Images
dataset. It is clear that VisNetL performs better than HMAX_min, and this

was confirmed statistically using the Chi-square test performed with 18
training images 20˚ apart in view and 54 cross-validation testing images 5˚
apart in each of eight categories (Chi-square=110.58, df=1, p= 10−3).

though this time instead of only training the SVM on the activity
generated in the final layer, four identical SVM’s were trained inde-
pendently on the activities of each of the four layers. If the VisNet

hierarchy is actually forming useful representations with these
datasets then we should see the discriminatory power of SVMs
trained on each layer increase as we traverse the hierarchy.
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When the Caltech-256 dataset was used to train VisNetL there
was very little difference in the measured performance of classi-
fiers trained on each layer. This is revealing, for it shows that the
Caltech-256 dataset does not have sufficient similarity between the
exemplars within a given class for the trace-learning rule utilized in
VisNet to perform useful learning. Thus, at least with a convergent
feature hierarchy network trained in this way, there is insufficient
similarity and information in the exemplars of each category of
the Caltech-256 to learn to generalize in a view-invariant way to
further exemplars of that category.

In contrast, when the ALOI dataset was used to train Vis-
NetL the later layers performed better (layer 2–72% correct; layer
3–84% correct; layer 4–86% correct: p< 0.001). Thus there is suf-
ficient continuity in the images in the ALOI dataset to support
view-invariance learning in this feature hierarchy network.

8.6. EVALUATION
One conclusion is that VisNetL performs comparably to a scaled
down version of HMAX on benchmark tests. This is reassuring,
for HMAX has been described as competing with state of the art
systems (Serre et al., 2007a,b,c; Mutch and Lowe, 2008).

A second conclusion is that image databases such as the Caltech-
256 that are used to test the performance of object recognition
systems (Serre et al., 2007a,b,c; Mutch and Lowe, 2008; and in
many computer vision approaches) are inappropriate as training
sets for systems that perform invariant visual object recognition.
Instead, for such systems, it will be much more relevant to train
on image sets in which the image exemplars within a class show
much more continuous variation. This provides the system with
the opportunity to learn invariant representations, instead of just
doing its best to categorize images into classes from relatively lim-
ited numbers of images that do not allow the system to learn the
rules of the transforms that objects undergo in the real-world,
and that can be used to help object recognition when objects may
be seen from different views. This is an important conclusion for
research in the area. Consistently, others are realizing that invari-
ant visual object recognition is a hard problem (Pinto et al., 2008;
DiCarlo et al., 2012). In this context, the hypotheses presented in
this paper are my theory of how invariant visual object recognition
is performed by the brain (Rolls, 1992, 2008b), and the model Vis-
Net tests those hypotheses and provides a model for how invariant
visual object representations can be learned (Rolls, 2008b).

Third, the findings described here are encouraging with respect
to training view-invariant representations, in that the training
images with the ALOI dataset could be separated by as much
as 45˚ to still provide for view-invariant object recognition with
cross-validation images that were never closer than 22.5˚ to a
training image. This is helpful, for it is an indication that large
numbers of different views will not need to be trained with the
VisNet architecture in order to achieve good view-invariant object
recognition.

9. DIFFERENT PROCESSES INVOLVED IN DIFFERENT TYPES
OF OBJECT IDENTIFICATION

To conclude this paper, it is proposed that there are (at least) three
different types of process that could be involved in object identifi-
cation. The first is the simple situation where different objects can

be distinguished by different non-overlapping sets of features (see
Section 3.1). An example might be a banana and an orange, where
the list of features of the banana might include yellow, elongated,
and smooth surface; and of the orange its orange color, round
shape, and dimpled surface. Such objects could be distinguished
just on the basis of a list of the properties, which could be processed
appropriately by a competitive network, pattern associator, etc. No
special mechanism is needed for view-invariance, because the list
of properties is very similar from most viewing angles. Object
recognition of this type may be common in animals, especially
those with visual systems less developed than those of primates.
However, this approach does not describe the shape and form of
objects, and is insufficient to account for primate vision. Never-
theless, the features present in objects are valuable cues to object
identity, and are naturally incorporated into the feature hierarchy
approach.

A second type of process might involve the ability to gener-
alize across a small range of views of an object, that is within a
generic view, where cues of the first type cannot be used to solve
the problem. An example might be generalization across a range of
views of a cup when looking into the cup, from just above the near
lip until the bottom inside of the cup comes into view. This type
of process includes the learning of the transforms of the surface
markings on 3D objects which occur when the object is rotated, as
described in Section 5.6. Such generalization would work because
the neurons are tuned as filters to accept a range of variation of
the input within parameters such as relative size and orientation of
the components of the features. Generalization of this type would
not be expected to work when there is a catastrophic change in
the features visible, as, for example, occurs when the cup is rotated
so that one can suddenly no longer see inside it, and the outside
bottom of the cup comes into view.

The third type of process is one that can deal with the sud-
den catastrophic change in the features visible when an object is
rotated to a completely different view, as in the cup example just
given (cf. Koenderink, 1990). Another example, quite extreme to
illustrate the point, might be when a card with different images
on its two sides is rotated so that one face and then the other is
in view. This makes the point that this third type of process may
involve arbitrary pairwise association learning, to learn which fea-
tures and views are different aspects of the same object. Another
example occurs when only some parts of an object are visible. For
example, a red-handled screwdriver may be recognized either from
its round red handle, or from its elongated silver-colored blade.

The full view-invariant recognition of objects that occurs even
when the objects share the same features, such as color, texture,
etc. is an especially computationally demanding task which the
primate visual system is able to perform with its highly devel-
oped temporal lobe cortical visual areas. The neurophysiological
evidence and the neuronal network analyses described here and
elsewhere (Rolls, 2008b) provide clear hypotheses about how the
primate visual system may perform this task.

10. CONCLUSION
We have seen that the feature hierarchy approach has a num-
ber of advantages in performing object recognition over other
approaches (see Section 3),and that some of the key computational
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issues that arise in these architectures have solutions (see Sections
4 and 5). The neurophysiological and computational approach
taken here focuses on a feature hierarchy model in which invari-
ant representations can be built by self-organizing learning based
on the statistics of the visual input.

The model can use temporal continuity in an associative synap-
tic learning rule with a short-term memory trace, and/or it can use
spatial continuity in continuous spatial transformation learning.

The model of visual processing in the ventral cortical stream
can build representations of objects that are invariant with respect
to translation, view, size, and lighting.

The model uses a feature combination neuron approach with
the relative spatial positions of the objects specified in the feature
combination neurons, and this provides a solution to the binding
problem.

The model has been extended to provide an account of invari-
ant representations in the dorsal visual system of the global motion
produced by objects such as looming, rotation, and object-based
movement.

The model has been extended to incorporate top-down feed-
back connections to model the control of attention by biased
competition in, for example, spatial and object search tasks (Deco
and Rolls, 2004; Rolls, 2008b).

The model has also been extended to account for how the visual
system can select single objects in complex visual scenes, how
multiple objects can be represented in a scene, and how invari-
ant representations of single objects can be learned even when
multiple objects are present in the scene.

It has also been suggested in a unifying proposal that adding
a fifth layer to the model and training the system in spatial envi-
ronments will enable hippocampus-like spatial view neurons or
place cells to develop, depending on the size of the field of view
(Section 6).

We have thus seen how many of the major computational
issues that arise when formulating a theory of object recognition
in the ventral visual system (such as feature binding, invari-
ance learning, the recognition of objects when they are in clut-
tered natural scenes, the representation of multiple objects in
a scene, and learning invariant representations of single objects
when there are multiple objects in the scene), could be solved
in the brain, with tests of the hypotheses performed by simula-
tions that are consistent with complementary neurophysiological
results.

The approach described here is unifying in a number of ways.
First, a set of simple organizational principles involving a hier-
archy of cortical areas with convergence from stage to stage, and

competitive learning using a modified associative learning rule
with a short-term memory trace of preceding neuronal activ-
ity, provide a basis for understanding much processing in the
ventral visual stream, from V1 to the inferior temporal visual cor-
tex. Second, the same principles help to understand some of the
processing in the dorsal visual stream by which invariant repre-
sentations of the global motion of objects may be formed. Third,
the same principles continued from the ventral visual stream
onward to the hippocampus help to show how spatial view and
place representations may be built from the visual input. Fourth,
in all these cases, the learning is possible because the system is
able to extract invariant representations because it can utilize
the spatio-temporal continuities and statistics in the world that
help to define objects, moving objects, and spatial scenes. Fifth,
a great simplification and economy in terms of brain design is
that the computational principles need not be different in each
of the cortical areas in these hierarchical systems, for some of
the important properties of the processing in these systems to be
performed.

In conclusion, we have seen how the invariant recognition of
objects involves not only the storage and retrieval of information,
but also major computations to produce invariant representations.
Once these invariant representations have been formed, they are
used for many processes including not only recognition mem-
ory (Rolls, 2008b), but also associative learning of the rewarding
and punishing properties of objects for emotion and motivation
(Rolls, 2005, 2008b, 2013), the memory for the spatial locations of
objects and rewards, the building of spatial representations based
on visual input, and as an input to short-term memory, attention,
decision, and action selection systems (Rolls, 2008b).
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