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Triplet correlations among similarly
tuned cells impact population coding

Natasha A. Cayco-Gajic *, Joel Zylberberg and Eric Shea-Brown

Department of Applied Mathematics, University of Washington, Seattle, WA, USA

Which statistical features of spiking activity matter for how stimuli are encoded in neural
populations? A vast body of work has explored how firing rates in individual cells
and correlations in the spikes of cell pairs impact coding. Recent experiments have
shown evidence for the existence of higher-order spiking correlations, which describe
simultaneous firing in triplets and larger ensembles of cells; however, little is known
about their impact on encoded stimulus information. Here, we take a first step toward
closing this gap. We vary triplet correlations in small (approximately 10 cell) neural
populations while keeping single cell and pairwise statistics fixed at typically reported
values. This connection with empirically observed lower-order statistics is important, as
it places strong constraints on the level of triplet correlations that can occur. For each
value of triplet correlations, we estimate the performance of the neural population on a
two-stimulus discrimination task. We find that the allowed changes in the level of triplet
correlations can significantly enhance coding, in particular if triplet correlations differ for
the two stimuli. In this scenario, triplet correlations must be included in order to accurately
quantify the functionality of neural populations. When both stimuli elicit similar triplet
correlations, however, pairwise models provide relatively accurate descriptions of coding
accuracy. We explain our findings geometrically via the skew that triplet correlations
induce in population-wide distributions of neural responses. Finally, we calculate how
many samples are necessary to accurately measure spiking correlations of this type,
providing an estimate of the necessary recording times in future experiments.

Keywords: higher-order correlations, maximum entropy model, population coding, Ising model, information theory

1. Introduction

The brain transforms sensory inputs into spiking activity that is distributed across neural
populations and is variable from trial to trial. What are the key statistical features of this activity
that determine the amount of sensory information encoded by such a population? Much can be
learned by quantifying the mean responses as well as the trial-to-trial variability of spikes emitted
by individual cells. However, this variability is often coordinated across the population. Significant
correlations between the spikes emitted simultaneously by pairs of cells have been observed across
the brain, e.g., in visual cortex (Kohn and Smith, 2005; Hansen et al., 2012; Martin and Schréder,
2013; but see Ecker et al.,, 2010), auditory cortex (deCharms and Merzenich, 1996), motor cortex
(Maynard et al., 1999), prefrontal cortex (Constantinidis and Goldman-Rakic, 2002), the lateral
geniculate nucleus (Alonso et al., 1996), and retina (Mastronarde, 1983)—possibly reflecting circuit
mechanisms such as recurrent connectivity and common input (Shadlen and Newsome, 1998;
Binder and Powers, 2001; Reid, 2001; Kohn and Smith, 2005; Trong and Rieke, 2008; Bruno, 2011).
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Such pairwise spike correlations can have a wide range of impacts
on stimulus encoding. In principle, pairwise correlations can
interfere with population-wide averaging that would otherwise
damp noise; conversely, they may play a more positive role,
allowing variability to be canceled or even acting as an extra
conduit of information independent of firing rates. Thus, a large
body of theoretical work has been dedicated to understanding
the precise relationship between pairwise correlations and
population coding (e.g., Zohary et al., 1994; Oram et al., 1998;
Abbott and Dayan, 1999; Panzeri et al., 1999; Sompolinsky et al.,
2001; Averbeck et al., 2006; da Silveira and Berry, 2014; Hu et al.,
2014; Shamir, 2014).

Intriguingly, recent experiments suggest that knowing the
correlations between pairs of neurons is not enough to
characterize collective activity across neural populations in
retina (Ganmor et al., 2011; Tkacik et al., 2014) and in cortex
(Martignon et al., 2000; Montani et al., 2009; Ohiorhenuan
et al., 2010; Yu et al., 2011; Shimazaki et al., 2012; Koster et al.,
2014). This implies the existence of “higher-order correlations”
(HOCs): that is, correlated firing between groups of three or
more cells that is either more or less than what would be
expected from the firing rates and pairwise correlations alone. In
contrast to previous studies that found that pairwise correlations
(Schneidman et al., 2006), or even firing rates (Nirenberg et al.,
2001) were sufficient to describe population spiking, at least
in retina, HOCs have observed either when larger populations
(Ganmor et al.,, 2011; Tkacik et al., 2014) or localized cortical
microcircuits (Ohiorhenuan et al., 2010) were recorded. Results
to date illustrate that, as for pairwise correlations, HOCs can
have a range of positive to negative effects on stimulus encoding.
This is assessed by comparing coding fidelity based on the “full”
responses recorded simultaneously in a population, with coding
fidelity based on a model population that has the same firing rates
and pairwise correlations but no HOCs. Ganmor et al. (2011)
found that HOCs among retinal ganglion cells improved coding
efficiency—specifically, they increased the speed with which the
identity of two types of visual stimulus could be distinguished
from the population response. Meanwhile, Montani et al. (2009)
found that HOCs in somatosensory cortex decreased mutual
information between neural activity in rat somatosensory cortex
and the frequency of whisker stimulation.

These findings raise two important questions. First, when
should we expect HOCs to have a significant impact on
population coding? Second, a common rule of thumb for pairwise
correlations is that the encoded information increases when the
noise correlations cancel out signal correlations (Averbeck et al.,
2006). Are there similar simple rules that predict when HOCs will
facilitate vs. hinder the population code? These questions remain
largely unexplored, but the answers may lead to new perspectives
on neural coding, as many studies to date have used measures of
coding accuracy, such as the optimal linear estimator (Salinas and
Abbott, 1994), that do not incorporate the effects of HOCs.

We approach these questions by investigating the effect
that triplet correlations—the most frequently-observed HOCs
(Ganmor et al., 2011)—can have on two-stimulus discrimination
tasks. Throughout, we use maximum-entropy statistical models
(Schneidman et al, 2006) that isolate the effect of triplet

correlations, while fixing the lower-order statistics (i.e., mean
activity of each neuron and correlations between each pair)
to prescribed values typical of those reported in physiology
experiments. Positive (or negative) triplet correlations signify
that triplets of cells spike together more (respectively, less)
frequently than expected from the lower-order statistics. We
find that triplet correlations can indeed strongly improve
stimulus encoding, if they have a stimulus-dependent structure.
Specifically, if triplet correlations among cells with similar
stimulus tuning are larger for their non-preferred vs. their
preferred stimulus (or, to a lesser extent, vice-versa), then the
triplet correlations will separate the distributions of population
spiking patterns produced by each stimulus. As a result, the
stimuli can be better discriminated. Comparable statistical
models with stimulus-independent triplet correlations show
relatively little effect on coding. We show that these findings
can be explained geometrically as either positively or negatively
skewing the distribution of the summed population activity in
short time windows. Our results emphasize the importance of
quantifying HOCs in neurophysiology experiments, as they may
have a significant impact on the coding performance of neural
systems. Finally, a major challenge of measuring correlated
spiking is the large amount of data that is required for accurate
detection. We give a simple calculation that estimates the length
of recordings necessary to identify such triplet correlations
experimentally.

2. Materials and Methods

We investigate the effect of higher-order spike correlations
(HOCs) on the level of stimulus information that a neural
population encodes about pairs of stimuli: a preferred stimulus
(eliciting a higher firing rate), and a non-preferred stimulus.
Each stimulus elicits a different distribution of spike patterns
characterized by firing rates, pairwise correlations, and HOCs.
We vary the triplet statistics separately for each stimulus, and
calculate the amount of information that spiking patterns contain
about the stimulus identity. In order to isolate the effect of
HOCs, we keep the lower-order statistics (i.e., firing rates and
pairwise correlations) fixed during this process. We do this
by using a popular class of statistical models called maximum
entropy models, which are able to match any given statistics
of a population of neurons while minimally constraining other
features of the spike distribution.

2.1. The Maximum Entropy Model

Consider the spikes emitted by N cells in response to stimulus
S0, where m = 1 or 2. Binning these spikes in small windows
yields a sequence of spiking patterns &, each of which is a vector
of 1s and Os representing whether a given neuron spiked or not
within that time window. Assuming that the population is at a
stationary state under each stimulus, the marginal distribution of
the binned spiking activity o; of each cell is a Bernoulli random
variable determined by the firing rate of neuron i. In general,
the joint activity will not be independent due to correlated
neural activity. As such, each binned population spiking pattern,
described by vector &, can be viewed as a random sample
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from a probability distribution that describes the simultaneous,
population-wide response of the neurons to a particular stimulus.
These are the probability distributions that we will study in this
paper.

Under the assumption of stationarity, if the i neuron spikes
with probability p; in each time window (i.e., the firing rate of
the i" neuron is Wi/ At), then the (simultaneous) pairwise spike
correlation between cell i and j is:

_ Pr(oi, 05 = 1) — pipj

P = /var(o;j)var(o;)

In other words, to quantify the correlation between pairs of
neurons, one must subtract from the observed probability of
simultaneous paired spiking the probability of simultaneous
paired spiking in a “null” model (in this case, assuming all activity
is independent).

Similarly, quantifying HOCs requires comparing against a
null model. In this case, we use the pairwise maximum entropy
model, which matches the observed lower-order statistics while
making the fewest additional assumptions about the structure of
the data (Schneidman et al., 2003, 2006). Under this model, the
probability of firing pattern & under stimulus S™ is given by:

(1)

Ppw (518 = %exp Y Mo+ Moo | ()
i i>j

Here, the interaction terms hl(-m) and ]i(jm) are tuned so that the
distribution matches the prescribed lower-order statistics, that is,
firing rates and pairwise correlations. Z is a normalization factor.
Thus equipped, we define a measure of triplet correlations as
the probability of three neurons firing simultaneously, relative
to what would be expected from the pairwise maximum entropy
model:

kijx = P(oi, 0j, op = 1) — Ppw (0, 0j, 0% = 1). (3)

We refer to this quantity as the “excess triplet probability.” When
positive (or negative), the excess triplet probability indicates
that triplets of cells tend to spike synchronously more than
(respectively, less than) expected from the lower-order statistics
under a maximum entropy assumption. Throughout this paper,
the phrase “triplet correlations” is synonymous with the excess
triplet probability.

In order to explore the effects of HOCs, we add a triplet
interaction term G to the previous distribution:

P55

1
= exp E hl(»m)cri + E ];m)oiaj + G E 0i0j0
i i>j i>j>k

(4)

Similar maximum entropy models with higher-order interactions
have been studied in Amari et al. (2003), Montani et al. (2009),

Ohiorhenuan et al. (2010), Ganmor et al. (2011), Shimazaki et al.
(2012), and Koster et al. (2014).

Increasing (or decreasing) G increases (or decreases) the
excess triplet probability «jj. For simplicity, we set the triplet
interaction term to be the same for all triplets of neurons;
however we have also added heterogeneity by adding zero-mean
noise to the triplets G terms for each triplet i, j, k, and we
found the same qualitative results that we will report here, as long
as the Gf};:) have the same sign for each triplet (data not shown).

To compare the pairwise and triplet maximum entropy
distributions, we calculate the Kullback-Leibler (KL) divergence,
which measures the average log likelihood ratio of the true
distribution compared to its pairwise maximum entropy fit:

. P(c|S™)
DL = PG |S") log, ———— " ) 5
KL <Z;: 1) log, Ppw (5|St™) Sm) ©

We use the KL divergence to measure the effect of higher-
order statistics in a way that is complementary to the excess
triplet probability. In particular, the excess triplet probability
focuses on subsets of three cells within the population, while the
KL divergence measures how higher-order statistics change the
overall spiking pattern distribution of the full population of cells.

The approach we have described is useful, because it allows
us to isolate the effects of triplet correlations: for each triplet
interaction G, we re-fit the single-cell and pairwise interactions
hgm) and ]i(jm) to maintain the same firing rates and pairwise
correlations. However, this is computationally demanding, and
limits the size of the populations that we can study systematically
to around N = 10 neurons. We return to the issue of population
size in the Discussion.

2.2. Fitting the Maximum Entropy Models

To fit maximum entropy models (Jaynes, 1957), we use improved
iterative scaling (IIS), an algorithm that maximizes the average
log-likelihood of the parameterized model to find the interaction
parameters such that the moments of the resulting distribution
match prescribed values (Darroch and Ratcliff, 1972; Berger et al.,
1996). For homogeneous populations, the interaction parameters
hgm) and ]i(jm) are identical for each neuron and neuron pair.
Fitting is thus sped up considerably, as we are reduced to a
three-parameter search. To explore the full range of possible
triplet statistics that are consistent with prescribed single-cell
and pairwise statistics, we vary the probability of synchronous
triplet firing in steps of 0.001 and found the values for which
the lower-order statistics and the probability of triplet firing
converged within an average relative error of 1% in 1000 steps.
For heterogenous populations, we implemented a slight variant
of this algorithm. We fixed the triplet interaction terms G, and
then used IIS to tune the first and second order interaction terms
so that the lower-order statistics converged to the specified values
within an average 5% error.

2.3. How to Quantify Triplet Correlations?
We chose to quantify triplet correlations using the excess triplet
probability (defined in Equation 4). Due its simplicity, we believe
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that the excess triplet probability is an intuitive measurement of
the statistical dependencies that cannot be explained by pairwise
statistics. As described above, it is analogous to the covariance
between two cells, which requires measuring the probability that
two cells spike synchronously in the data while subtracting the
probability that those cells would spike synchronously under a
null independent model.

Moreover, the excess triplet probability has the desirable
property that it does not directly depend on the lower-order
statistics, but rather it only depends on the difference between
the true distribution and the pairwise maximum entropy fit.
In contrast, the third-order cumulant or centered moment (for
triplets they are the same) depends critically on the lower-order
moments.

As an example, consider three neurons that have exactly
identical spike trains. Intuitively, since their activity can be fully
described by their common spiking probability © and the fact
that each pair is perfectly correlated, we would expect there to
be zero triplet correlations. However, the third-order cumulant
in this case reduces to:

& =2u® =312+ . (6)

Contrary to intuition, the expression above varies (in both
magnitude and sign) with firing rate. This does not occur with the
excess third moment «, which is uniformly zero in this example,
hence matching our intuition.

2.4. Mutual Information Between Stimuli and
Firing Patterns

To quantify encoded stimulus information, we compute the
mutual information between the binary firing patterns 6 and
stimuli S". This is given by the following difference in entropies:

I=H(c)— H(5|S). (7)

The first term denotes the entropy in the full distribution of firing
patterns:

H(G) = — ) _P(3)log, P(5). (8)

The second term, sometimes called the noise entropy, is the
average entropy of the firing patterns conditioned on a particular
stimulus (each of which we assume is equally likely):

HGIS) =— ) Z%P(6|S('”))log2P(8|S(m)). )

m=1,2 ¢
Thus, the mutual information quantifies how much entropy (or
uncertainty) in the firing patterns is reduced given knowledge of
the stimulus identity. The benefit of using mutual information is
that it is not specific to a particular neural decoder. Instead, it can
be thought of as an upper bound for how much information any
decoder can extract from the spiking activity of the population.
Throughout this paper, we calculate mutual information exactly,
without requiring any entropy estimators.

To quantify the effect of beyond-pairwise statistics, we first
calculate Ipy, the mutual information between the stimulus and
the firing patterns of the pairwise maximum entropy models.
This is subtracted from the information I in populations that
include triplet statistics:

I— Ipy. (10)
Throughout the paper, we average the change in information
over populations that have very different lower-order statistics
(and hence, very different baseline levels of information Ipy ). In
order to compare between such disparate models it is necessary
to normalize the increase in information by Ipy, resulting in the
following equation:

I—Ipw

(11)

relative AI =
Ipw

This quantifies the factor of increase in mutual information
that is gained by different populations that include triplet
statistics relative to each model’s baseline. When not comparing
multiple populations (in particular, Figure 3A), we use the raw
information I.

2.5. Homogenous Populations

As described above, we prescribe the firing rates and pairwise
correlations in our neural populations and hold these statistics
fixed while we vary triplet correlations. We first consider
populations with homogenous statistics: i.e., all neurons have
the same firing rates, all pairwise correlations are the same, etc.
We consider various choices for the firing rates of our cells, in
the range of 0.1-0.35 spikes per bin, with a step size of 0.05.
For spikes counted in 20 ms bins, this corresponds to spiking
at 5-17 Hz, a range similar to that of average stimulus-evoked
firing rates under different preparations in rodent sensory cortex
(Barth and Poulet, 2012). We denote the difference in firing rates
between the preferred and non-preferred stimulus by Ay, and
use values of A = u® — u® = 0.05, 0.10, 0.15 (2.5-7.5 Hz);
larger values gave highly discriminable responses regardless of
the choice of HOCs. We take pairwise noise correlations fixed
at various values between 0 and 0.25, a range corresponding
to values typically reported in, e.g., sensory and motor cortex
(Cohen and Kohn, 2011). For simplicity, we use the same values
of pairwise correlations for both stimuli.

2.6. Heterogenous Populations

For populations with heterogenous spiking statistics, we make
the following choices. For concreteness, we choose firing
rates and pairwise correlations from distributions reported in
anesthetized cat visual cortex in response to natural movies
(Martin and Schroder, 2013). Under the non-preferred stimulus,
firing rates were taken to be exponentially distributed (as shown
by Baddeley et al. 1997) with a median firing rate of 5 Hz as
indicated by Martin and Schroder (2013). The activity under the
preferred stimulus was given by adding to each cell’s firing rate a
Gaussian random variable with mean A and standard deviation
0.02, where Ap ranged from 0.1 to 0.15. The probability of
spiking (or of two neurons spiking together) was constrained to
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be no less than 0.05 (2.5 Hz) to avoid convergence problems with
tuning the maximum entropy models.

Spike correlations between pairs of cells were drawn from
a Gaussian distribution with mean and interquartile length of
approximately 0.05 each, as reported for 20 ms time bins by
Martin and Schroder (2013). These values were used as the
elements in the spike count covariance matrix as long as they
formed a positive semidefinite matrix; if the matrix were not
positive semidefinite, another random draw of values was taken.
Since larger correlations have been observed in other areas and
preparations (Cohen and Kohn, 2011), we also repeated this
study with average noise correlations of 0.1 and 0.2 and the same
variance as before. For simplicity, in all cases we continue to use
the same noise correlation matrix for both stimuli.

All calculations were averaged over 24 random populations,
i.e., 24 random draws from the same distributions of lower-order
statistics.

2.7. Calculation of Tegt

Here we calculate the length of recordings that would be required
in order to estimate a key quantity in our study: the frequency
with which three neurons fire within the same time bin. In
particular, based on a particular experiment lasting T time bins,
we want to bound the 95% confidence intervals of the relative
error of the sample estimate of the frequency of cells i, j, k firing
within the same time bin in the data. Suppose we want the relative
error between the estimated frequency p and the true frequency
p = Pr(oi, 0j, o = 1) to be at most o, which means the raw error
must be bounded by ap. Assuming the time bins are independent,
the variance of the estimated frequency is var(p) = p(1 — p).
Under a normal approximation, the 95% confidence interval for
the true probability p is within two standard errors above or
below p. This means that, in order to bound the relative error
(p — p)/p by @ with 95% confidence, we must set the following
inequality:

20sEM < ap. (12)

Using the definition of the the standard error as ospm =

Vvar(p)/T = /p(1 —p)/T, this can be rearranged into the
following equation for the desired length of the experiment:
1—
T> a%. (13)
p(%)

The inequality above provides a lower bound on how many time
bins are needed to estimate any triplet spike of probability p or
greater within a relative accuracy of «. In the text we call this
lower bound Teg;.

3. Results

Firing rates of individual neurons, and correlations between
spiking activity in pairs of neurons, are the properties that
are typically used in assessing neural variability and population
coding. Far less is known about the role of higher-order
correlations (HOCs). When and how should we expect HOCs to
affect the fidelity of the neural code?

As an example, Figure 1 shows spike trains of three sample
populations in response to two different stimuli: a preferred
stimulus, eliciting relatively high firing rates, and a non-preferred
stimulus. Importantly, all three of these populations have the
same firing rates and pairwise correlations for each stimulus
(i.e., the same “lower order statistics”). The sole difference is
in the HOCs within each population. In Figure 1A, the first
and second order statistics are sufficient to fully characterize the
responses. That is, the responses follow a pairwise maximum
entropy distribution (Jaynes, 1957; Schneidman et al., 2003). We
refer to this simply as the “pairwise” model; it is the null case
against which we compare the responses of populations with
other HOCs. In Figure 1B, we modified the probability of three
neurons firing within a short time window, keeping the lower-
order statistics fixed. In particular, we changed triplet spiking
probabilities in a stimulus-dependent way, so that the frequency
of synchronous triplets is decreased under the preferred stimulus
and increased under the non-preferred one. We refer to this
difference between the true triplet spiking probability and what
is predicted by the pairwise model as triplet correlations.

It is difficult to visualize the difference in population spiking
from the raster plots alone (e.g., comparing Figures 1A,B).
However, the implications for stimulus coding become apparent
from distributions of the spike count, that is, the number of cells
spiking within short time windows. For the pairwise model, these
response distributions overlap strongly (Figure 1D). Changing
the triplet correlations significantly reduces this overlap by
skewing the spike count histograms away from each other
(Figure 1E). Note that the stimulus dependence of the triplet
correlations is crucial; simply changing the triplet correlations
identically under each stimulus skews the spike count histograms
in the same direction, preserving much of the overlap in the
pairwise distributions (Figures 1C,F). This is the key observation
from this example: increasing (or decreasing) the frequency of
triplets of neurons firing together corresponds to increasing
(decreasing) the skew of the spike count distribution, which
can shape the response distributions to significantly improve
stimulus encoding. Moreover, the largest improvements arise
when triplet correlations for the two stimuli are distinct.

These observations are illustrated by the schematic in
Figure 2. The labeled regions show the four possible types of
skewed distributions for the preferred and non-preferred stimuli.
If the signs of the triplet correlations are the same under
each stimulus, we say they are stimulus-independent (SI). The
skews of the spike count distributions then can either be larger
compared to the pairwise model (which we call the SI1 quadrant),
or smaller (SI2). Alternatively, the triplet correlations may be
stimulus-dependent (SD), in which case they have opposite sign
for the two stimuli (SD1 and SD2). Figure 2 shows that SD
triplet correlations give a greater coding benefit than SI ones.
Moreover, the greatest benefit occurs in the SD2 quadrant,
where the skewed distributions are the most strongly separated;
if neural populations produce responses of this type, ignoring
HOCs may lead to a significant underestimation of encoded
information.

Guided by this intuition, we studied the range of effects
that triplet correlations can have on encoded information in
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populations of N = 10 neurons. We first considered populations
with homogenous firing rates and correlations for all cells, and
then moved to the heterogeneous case, where we took lower-
order statistics consistent with those observed in anesthetized
cat V1 (Martin and Schroder, 2013). In each case, we used
maximum entropy models to manipulate the triplet correlations
while keeping the lower-order moments fixed (see Materials and
Methods).

3.1. Populations with Homogenous Statistics

We first investigated populations with homogenous firing
statistics (i.e., equal firing rates ugm) = u", pairwise
correlations p;; = p, etc.). This simple case illustrates how the
information in neural populations can vary with triplet firing
statistics, and is used as a basis for studying more realistic
populations in the next section. As described above, we fixed the

firing rates and pairwise correlations elicited by each stimulus,

FIGURE 1 | Population spike responses in three examples with
different higher-order correlations. (A-C) Raster plots for three sample
populations in response to two stimuli (parameters are indicated in

Figure 3A). All three populations have identical firing rates and pairwise
correlations, and differ solely in the level of higher-order correlations. (A) The
“pairwise” model, which can be fully described by the firing rates and pairwise

s A pairwise (no HOCs) B stimulus-dependent HOCs c¢ stimulus-independent HOCs
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correlations. In (B), the probability of three neurons spiking simultaneously
has been increased (decreased) compared to the pairwise model in response
to the non-preferred (preferred) stimulus. In (C), the probability of such triplet
spiking is decreased for both stimuli. (D-F) Histograms of population spike
count within 20 ms time bins for the three populations. Note how triplet
correlations impact the skew of these response distributions (see text).

L 4
-

skew under
preferred stimulus

non-preferred stimulus

FIGURE 2 | Schematic illustrating how triplet correlations skew
population spike count distributions. Each quadrant corresponds to a
different case of stimulus-dependent (SD) or stimulus-independent (SI)
triplet spike correlations. The means and variances of the distributions are
the same for all four quadrants; only the skew differs (and higher

‘f
SI2 Quadrant = ~ SD2 Quadrant
skew under »

Pairwise Model

moments). The red dot represents the null pairwise model (which has zero
skew). In particular, note that the distributions are pulled away from each
other when the non-preferred response (solid line) is positively skewed
and the preferred stimulus (dashed line) is negatively skewed (i.e., the
SD2 quadrant). This case gives the largest coding advantage (see text).
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and independently varied triplet spike probabilities over the
entire range for which the models can be tuned (see Materials
and Methods for details). For each value of triplet correlation,
we calculated the mutual information between the stimuli and
the spike responses in the population. Because the population
is homogenous, this process simplifies: a histogram of the total
number of spikes produced in response to a stimulus (the
spike count histogram) gives a complete representation of the
population activity. For example, the firing patterns 1010000100
and 0011001000 are equally likely to occur because they have the
same number of active neurons.

Figure 3A summarizes how triplet correlations can affect the
level of encoded information in a homogenous population. The
axes of this plot are given by « (Equation 3), the excess probability
of a triplet spike vs. that expected in the corresponding pairwise
model, under each stimulus; they differ in scale because the
range of realizable triplet spiking probabilities varies depending
on the prescribed lower-order statistics. Within this plot, the
cross indicates the population illustrated in Figures 1B,E, while
the circle marker represents that in Figures 1C,F. The pairwise
distributions occur along the white lines; at their intersection
is the case shown in Figures 1A,D. The asymmetry between
quadrants SD1 and SD2 is due to the difference in the average
firing rate evoked by each stimulus.

The overall trends in mutual information agree with
the intuition developed in Figure2. Mutual information is
largely increased with the presence of oppositely signed triplet
correlations that skew the response distributions away from
each other, whereas simply increasing or decreasing the triplet
correlations independent of stimulus identity does not have a
significant effect. This is especially true in the SD2 quadrant. In
general, the relative effects on mutual information are strongest
when the population activity is noisy relative to the difference

in firing rates, i.e., when firing rates are similar under the two
stimuli or when the correlation between pairs of cells is large
(Figures 3B,C).

One concern is that our results for N = 10 neurons may
not hold for larger populations. To test this, we repeated our
calculations of mutual information with fixed lower-order and
triplet statistics, for increasing population size (up to N = 40; see
Supplementary Material). We found that, for fixed «, the relative
increase in information can be stable across a range of population
sizes, at least for homogenous populations; in fact, it increases
slightly with N. We return to the question of population size in
the discussion.

3.2. Populations with Heterogeneous Statistics
To test the effect of triplet correlations on stimulus encoding
in a more realistic setting, we next considered populations with
heterogenous statistics. For concreteness, we chose distributions
of firing rates and pairwise correlations that have been observed
in mammalian V1 (see Materials and Methods, Heterogeneous
Populations). The difference in the average firing rates under each
stimulus is a free parameter that determines the baseline level
of encoded information in the pairwise models. If the stimulus-
evoked firing rates are very different, HOCs would have little
room to improve discrimination. We therefore set Au so that
stimulus discrimination was 60% accurate on average for the
pairwise models; later in this section this parameter was increased
to correspond to up to 75% accuracy.

We first considered a population in which all neurons have
similar stimulus tuning and hence fire preferentially to the same
stimulus. This is often referred to as positive stimulus correlation
(Gawne and Richmond, 1993). As above, we varied the triplet
interaction parameters of a third-order maximum entropy model
(Equation 4), re-tuning the lower-order interaction parameters

non-preferred stimulus

FIGURE 3 | Populations with homogenous statistics. (A) Mutual
information in bits as the excess triplet probability is varied for responses
to the preferred and non-preferred stimuli. White lines indicate the
pairwise maximum entropy model under each stimulus (shown in

Figure 1A). The cross marker indicates the population in Figure 1B;
circular marker for Figure 1C. Quadrants are labeled corresponding to
the different stimulus-dependent triplet correlations (see Figure 2). In this
example, the firing rate uy = 0.25 for the non-preferred stimulus,

o = 0.35 for the preferred stimulus, and the pairwise correlation p = 0.05

difference in mean activity

A o information (bits) & 25 ¢ 8
x10315
0.4
o¢ 10 20 6
o5
S2 5 pairwise 0.3 15 4
Q= Y 2
35 2 £4
=3 02 §10 %
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for both stimuli. (B) Relative increase in mutual information for the full
model compared to the pairwise fit (see text), averaged over populations
with firing rates between 0.1 and 0.35 but keeping Au fixed to 0.05,
0.10, or 0.15. Pairwise correlations are fixed to p = 0.05. Colors
correspond to the corners of the quadrants indicated in (A) (blue, SD1;
yellow, SI1, etc.). (C) Relative increase in mutual information as a function
of pairwise noise correlations, averaged over different firing rates. Shading
represents standard deviation over single-cell activity, ranging from 0.1 to
0.35 with step sizes of 0.05.
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each time to keep constant the population’s mean activity and
pairwise correlations. Specifically, triplet interaction parameters
were increased or decreased to explore each of the four quadrants
in Figures 2, 3.

Since the spiking statistics are heterogeneous across the
population, mutual information must be computed using the
response distributions over all spiking patterns rather than
simply over spike counts, as in the homogeneous case. In this
setting, the two stimuli are the most discriminable when the
population spike patterns have the most different frequencies
under each stimulus. To illustrate this, Figure 4 shows scatter
plots of the probability of every firing pattern under the preferred
vs. the non-preferred stimulus. Good discriminability between
the stimuli therefore corresponds to points lying far from the
identity line. The figure shows probabilities for four example
populations, each having the same lower-order statistics but
differing in triplet interaction terms. The four populations
correspond to the four stimulus-dependent (SD) and stimulus-
independent (SI) cases introduced for homogeneous populations
above. For comparison, gray points show responses for the
pairwise model. The presence of triplet correlations changed
spike pattern probabilities in each case. However, these changes

only significantly improved discriminability when they are SD.
SI triplet correlations failed to significantly affect discrimination
because they change the probabilities in a similar way for
each stimulus. In sum, it appears that the same rule of
thumb that we found for the homogeneous populations also
applies here: SD triplet correlations can significantly improve
population coding in cases where SI correlations will have little
effect.

To test this idea, we next computed the coding effect of
triplet correlations in population models with a range of spiking
statistics. Figure 5A shows the relative increase in encoded
information compared to the pairwise maximum entropy models
(Equation 11). Because of our focus on small populations,
we are able to calculate mutual information exactly without
need for entropy estimators. Results were averaged over 24
random draws of firing rates and pairwise correlation matrices
(see Materials and Methods, Heterogeneous Populations). SD
triplet correlations produced a significant effect while SI triplet
correlations did not, and again the optimal strategy that we found
was to increase triplet spiking for the non-preferred stimulus
and decrease triplet spiking for the preferred stimulus (region
SD2). Figure 5B verifies that the triplet interaction term (G in
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FIGURE 4 | lllustration of stimulus discriminability based on
spike patterns in a heterogeneous neural population. Each point
represents a different spiking pattern either for the pairwise model
(gray, same model for all panels) or one with triplet correlations from
one of the four quadrants in Figure 3A. The firing rates and
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pairwise correlations are identical for all five populations. The axes
represent the probability of that spiking pattern under each stimulus.
The triplet statistics drawn from quadrants SD1 and SD2 lead to
better stimulus discrimination, since the points lie far from the
identity line (see text).
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FIGURE 5 | Impact of triplet correlations on stimulus coding for
populations with heterogeneous spiking statistics and similar
stimulus tuning for all cells. (A) Relative increase in information A/,
averaged across 24 populations with different single-cell and pairwise
statistics. Al is plotted against the magnitude of the third order
interactions |G(m)|, as the magnitudes of these interactions increase within
the four different quadrants (see text). Colors correspond to the
quadrants indicated in Figure 3A. Average discrimination accuracy over
the 24 pairwise models is 60%. The average correlation coefficient is
0.05 and the average difference between the probability of a spike under
each stimulus is 0.05. The inset shows the average Kullback-Leibler
divergence in bits between the triplet models and their pairwise maximum
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entropy fits. (B) Excess triplet probability for the non-preferred (solid lines)
and preferred (dashed lines) stimuli, averaged over all triplets. (C) Raster
plots for the population marked with a red box in (A), and the pairwise
model. Note that the triplet correlations do not create large
population-wide events immediately apparent by eye. (D) Relative
increase in information over varying Ap with average correlation of

p = 0.05. The average baseline firing rate (to the non-preferred stimulus)
was fixed to 0.05. (E) Relative increase in information as a function of
average pairwise correlation. Here, the triplet interaction term is fixed to a
magnitude of 0.6. Values are averaged over all firing rates (see Materials
and Methods, Heterogeneous Populations). All error bars and shading
represent standard deviation.

Equation 4) has the expected effect on the averaged excess triplet
spike probability («;j, from Equation 3).

Example rasters from a population in region SD2 (red box in
Figure 5A) and the corresponding pairwise model are shown in
Figure 5C. Despite the 5-fold increase in mutual information, the
effect of the added triplet correlations on spike rasters appears
subtle to the eye. The similarity of the pairwise firing pattern

distributions and the triplet distributions can be measured by the
Kullback-Leibler (KL) divergence, which calculates the average
difference between the log-likelihood of each firing pattern under
the triplet and pairwise distributions (see Materials and Methods,
Equation 5). A large KL divergence indicates that the pairwise
model would fit the neural data poorly if the triplet model were
the “true” distribution of firing patterns. The inset in Figure 5A
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FIGURE 7 | Raw increase in information relative to pairwise (I — Ipy) for
(A) all populations shown in Figure 5A and (B) 500 populations with
random interaction parameters. Each dot represents a different random
population. Abscissa represents the increase in information over all firing
patterns, while the ordinate shows the increase in information in the spike
count distributions.

shows that even a population with a 4-fold increase in mutual
information has a relatively low KL divergence of only 0.2, which
is approximately the KL divergence between the experimental
recordings and pairwise fit in salamander retina reported by
Ganmor et al. (2011). Note that large KL divergence does
not necessarily correlate with a large increase in information.
For example, populations in region SI1 have a KL divergence
of up to 0.4 but minimal effect on discrimination. This fact
is also illustrated in Figure 4: triplet correlations modify the
firing pattern probabilities (yellow points) so that they are very
different from the pairwise models (gray points), but they lie
distributed around the identity line, showing that the firing
pattern probabilities are similar between stimuli.

Over a variety of parameter choices, SD triplet statistics
continued to have a strong effect on information. Figure 5D

shows the relative increase in information as the difference
between the stimulus-conditioned firing rates increases, averaged
over networks with different firing rates (see Materials and
Methods, Heterogenous Populations). The effect of triplet
correlations decreased as the stimulus-conditioned means
become more different because the response distributions are less
overlapping; however, region SD2 continued to strongly enhance
correlations while other regions have smaller effect. Finally, panel
E shows the relative increase in information for networks with
increasing pairwise correlations. In highly correlated networks,
any SD triplet correlations (both region SD1 and region SD2)
strongly increased information.

Intuitively, these effects follow the predictions from the
schematic in Figure2 that SD triplet correlations enhance
discrimination by skewing the response distributions. Illustrating
this, Figure 6 shows a reduction of the distributions to the
population spike count distributions for the four quadrants
in one population from Figure 5A. The spike count response
distributions are skewed away from each other in region SD2
(and to a lesser extent in SD1), whereas SI statistics (in SI1 or SI2)
shape the distributions in the same direction. Even though the
intuition in Figure 2 describes the effects of skewing distributions
of the population spike count, the findings here agree with the
trends shown for stimulus information based on spike patterns.
In fact, Figure 7A shows the strong correlation between the raw
increase in mutual information in the individual firing patterns
(abscissa) and in the population-wide spike count (ordinate) for
all populations in Figure 5A. This correlation is only guaranteed
when the triplet correlations are all within the same quadrant
(defined in Figure 2) and is not generally true for randomly
generated population statistics (Figure 7B).

Finally, we tested whether the same effects of triplet
correlations on stimulus information would occur in populations
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with more diverse stimulus tuning. Toward this end, we split
the populations into two groups of cells, each preferring
a different stimulus. Within each subgroup, all triplets had

the same interaction parameter Gl(.jrz). The magnitude of this

triplet interaction term was varied while the sign was fixed in
accordance with the four quadrants in Figure 3A. For example,
in region SDI1, GE};:) for a particular triplet is positive under
the preferred stimulus for neurons i, j, and k, and is negative
under the non-preferred stimulus for those neurons. The triplet
interaction terms for triplets composed of cells drawn from both
subgroups were set to zero. That is, non-zero triplet interactions
only occurred for cells with similar stimulus tuning, a choice
consistent with empirical observations of triplet correlations
being localized to nearby cortical microcolumns (Ohiorhenuan
et al,, 2010). We also tried manipulating all triplets regardless of
subgroup, and saw a similar increase in information for SD triplet
correlations, but the scale of the effect was significantly smaller
(data not shown).

Results were qualitatively the same as before (Figures 8A,D).
SI triplet correlations made little difference on the
discriminability of the stimuli. Meanwhile, the largest
increase in information occurred in region SD2, when the
frequency of triplet spikes within each subgroup was depressed
under the preferred stimulus and enhanced under the non-
preferred stimulus. The changes in triplet spiking from case
to case continued to have only a subtle impact on the raster
plots (Figure 8C). Finally, SD correlations in region SD2
continued to have a strong effect on networks with different
stimulus-conditioned firing rates and different average pairwise
correlations (Figures 8D,E).

Finally, we asked whether the same intuition that we have
developed throughout this paper, about how triplet correlations
impact stimulus encoding by skewing distributions of population
spike counts, also applies here. Because the two subgroups differ
in stimulus selectivity, we did not group their spikes into a
single count; instead, we considered the spike counts of the two
subgroups separately. The resulting two-subgroup spike count
histograms are shown in Figure 9. These provide insight into
how the triplet correlations shape the response distributions.
The triplet correlations in region SD2 skew the two-dimensional
response distributions away from each other, allowing the stimuli
to be better distinguished. SI triplet correlations, however, again
shape the distributions in the same way for both stimuli. We
conclude that, even for our inhomogenous populations with
diverse stimulus tuning, the intuition developed in Figure 2
describes how triplet correlations can affect the encoding of
preferred vs. non-preferred stimuli.

3.3. How Much Data is Necessary to Estimate
HOCs?

Above, we have seen when and how triplet spiking statistics
can have a significant impact on discrimination in neural
populations. To characterize the effect of HOCs in data, accurate
measurements of the frequencies of spiking patterns are crucial.
An essential source of difficulty in observing HOCs is the
amount of data required. Since synchronous spiking events are

relatively infrequent, they require longer recordings or many
trials to measure. We estimated the amount of data that is
required to measure the likelihood of a triplet of neurons spiking
synchronously within a relative error of o by bounding the 95%
confidence interval of any triplet of probability larger than pmin
(see Materials and Methods for details). This gives the following
equation:

1 _pmin
a2’
Pmin (j)

Test provides a lower bound on the number of binned activity
patterns that are necessary to measure all triplets with frequencies
of pmin or greater within a relative error of a. The choice of
bin size is an important issue that we do not address here,
as it does not affect these results. Figure 10A illustrates the
dependence of Test on prin for a relative error of 10%, or ¢ =
0.1 (plotted in seconds assuming time bins of 20 ms). Note the
logarithmic scaling on the axes: for example, only 220s of data
would be necessary to estimate the average triplet probabilities in
Figure 8C (right panels), but over 2 hours are needed to estimate
the least frequent triplets.

To test the tightness of the bound, we generated third
order maximum entropy distributions with random interaction
parameters and calculated the probability of three neurons firing
synchronously from independent samples from the distribution.
Figure 10B shows the mean relative error (black dots) and two
standard errors of the mean (gray funnel) for all triplets with
sample probability greater than pmin = 0.05. At the estimate
Test, the width of the 95% confidence interval is around 2,
as predicted. The estimate is shown to be accurate for several
ranges of p in Figure 10C; in fact, the estimate is conservative,
because probabilities larger than ppy will require even less data.
This formula can be helpful for designing experiments to detect
infrequent spiking events; or alternately, given a data set, this
formula specifies which spiking patterns have sample frequencies
that are large enough to be relatively accurately determined.

Test = (14)

4. Discussion

The spiking patterns that neural populations produce in response
to a given stimulus are variable, and this variability is correlated
from cell to cell. There has been extensive work on how
these correlations impact the fidelity with which a population
encodes its stimuli, but the majority of this work has focused on
correlations between pairs of cells. Here, we held such pairwise
correlations as well as firing rates fixed and explored the impact
of triplet correlations, which have recently been observed in
multiple brain areas, on discriminating between preferred vs.
non-preferred stimuli in small populations of neurons.

Starting with homogeneous populations and working through
those with progressively more diverse properties, we found that
a common set of principles governed the impact of triplet
correlations on the discrimination of stimuli. When triplet
spike correlations were either increased or decreased relative
to the level occurring in a null “pairwise model,” and this
increase or decrease occurred similarly for both stimuli, there was
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FIGURE 8 | Impact of triplet correlations on stimulus coding for average Kullback-Leibler divergence in bits between the triplet models
populations with heterogeneous spiking statistics and different and their pairwise maximum entropy fits. (B) Excess triplet probability for
stimulus tuning for subgroups of cells. (A) Relative increase in the non-preferred (solid lines) and preferred (dashed lines) stimuli,
information A/, averaged across 24 populations with different single-cell averaged over all triplets. (C) Raster plots for the population marked with
and pairwise statistics. Al is plotted against the magnitude of the third a red box in (A), and the pairwise model. Note that the triplet correlations
order interactions |G}$)\, as the magnitudes of these interactions increase do not create large population-wide events immediately apparent by eye.
within the four different quadrants (see text). Note that stronger triplet (D) Relative increase in information over varying Ap with average
interaction terms than in Figure 5A are required to have an effect on correlation of p = 0.05. The average baseline firing rate (to the
information because fewer triplets are varied in this case. Colors non-preferred stimulus) was fixed to 0.05. (E) Relative increase in
correspond to the quadrants indicated in Figure 3A. Average information as a function of average pairwise correlation. Here, the triplet
discrimination accuracy over the 24 pairwise models is 60%. The average interaction term is fixed to a magnitude of 1.5. Values are averaged over
correlation coefficient is 0.05 and the average difference between the all firing rates (see Materials and Methods, Heterogeneous Populations).
probability of a spike under each stimulus is 0.05. The inset shows the All error bars and shading represent standard deviation.

little impact on coding accuracy. However, stimulus-dependent
triplet correlations significantly enhanced coding by shaping
the response distributions to reduce their overlap. In particular,
when pairwise correlations were low, the greatest improvements
were found when triplet spike correlations were decreased for
their preferred stimulus, and increased for their non-preferred

stimulus. Despite the fact that these triplet correlations are
constrained by experimentally-observed lower order statistics,
they were able to have a significant impact on coding. These
effects can be understood intuitively as skewing the stimulus-
conditioned spike count distributions away from or toward each
other (as in Figure 2). We showed that this intuition is fruitful
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FIGURE 10 | Amount of data necessary to accurately estimate triplet
frequencies. In all panels, « = 0.1 (this represents the prescribed relative
error; see text). (A) Test scales as a power law for small probabilities; here it is
plotted in seconds, assuming 20 ms time bins. (B) Triplet probabilities were
estimated from samples of 1000 triplet maximum entropy models with
randomly chosen interaction parameters using different amounts of simulated
data. Black dotted line shows the average relative error for all triplets with
frequency greater than ppyip = 0.05 as a function of time used in the estimation
(assuming 20 ms time bins). Gray funnel represents the 95% confidence
interval. Dotted red line shows Tggt calculated from Equation (14). As
expected, the width of the confidence interval here (denoted by the arrows) is
2 = 0.2. (C) Width of 95% confidence interval (Cl) plotted as a fraction of Tegt
for four choices of ppin. All widths are below 2« by time T = Tggt.

even when considering the information encoded in spiking
patterns of heterogenous populations with more diverse tuning
properties.

Thus, if triplet correlations are modulated by stimuli,
models that only take pairwise statistics into account could
significantly underestimate the information represented in neural
populations, at least in the cases we study here. On the other
hand, if triplet correlations are similarly shaped for different
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FIGURE 9 | Spike count histograms for five sample populations with (G(m) = £2.0). Parameters are taken from the red box in Figure 8 but are
dissimilar stimulus tuning, all of which share the same inhomogenous reduced from probabilities of spiking patterns to spike counts. In particular,
lower-order statistics. Panels show the pairwise model, right, (in which the average pairwise correlation coefficient is 0.05 and the average difference
GIM = 0) and the four different quadrants of triplet interactions, left, between the probability of a spike under each stimulus is 0.05.
stimuli, we found that pairwise models were able to capture
"
A 19 L2 + 005 < pin < .01 the amount of information encoded relatively well. Importantly,
O 10), PR as we have illustrated, the presence of triplet correlations can
[ Gosl- © Prin > 1 be easily overlooked despite their potentially large impact on
12| o
101 L e ) §0 ol stimulus encoding: for example, some measures of coding
B probability of triplet “_g 3 accuracy, such as the optimal linear estimator, do not incorporate
SE02 pmin>005 | 204 s HOCs. Second, higher-order spiking statistics are difficult to
23 { 02 o VU observe from raster plots alone (as in Figure 1). Finally, even
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2802 it o ¢ S direct measurements may be impractical in some cases as long
0 200 400 600 800 0 02 04 06 08 recordings are necessary to reliably sample infrequent spiking
time (s) fraction of Teg

events. With an eye toward future experiments, we provide an
estimate in Equation (14) of how much data is required to
accurately measure higher-order statistics within a given relative
error.

Our analysis has focused on how triplet statistics can affect
how much information can be encoded in neural populations.
However, an important complimentary question is whether
downstream regions require knowledge of those HOCs in order
to decode the stimulus (Averbeck et al., 2006). The encoding-
decoding dichotomy can lead to seemingly divergent findings.
For example, in retina, Schneidman et al. (2006) showed that
pairwise correlations between retinal ganglion cells increase their
stimulus information; but (Nirenberg et al., 2001) showed that
firing rates were sufficient for decoding. Because HOCs have been
discovered recently, we focused on how their presence could
affect encoded information in this theoretical study to give an
idea of when they could be important for coding. In future work
we will pursue the question of whether they are necessary for
downstream decoders.

The ability of stimulus-dependent triplet correlations to
facilitate stimulus encoding is not guaranteed a priori. In fact,
pairwise correlations between similarly tuned neurons enhance
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coding not when they are not stimulus-dependent, but when
they are negative regardless of stimulus identity (Averbeck et al.,
2006). This suggests a general trend for how varying kth order
interactions away from the (k — 1)th order model can affect
information in populations of similarly tuned neurons: since
odd moments (such as triplets correlations) shape probability
mass around a distribution’s mean in an asymmetric way,
inducing stimulus-dependent values increases information by
shaping distributions away from each other. Conversely, even
moments (such as pairwise correlations) shape probability mass
symmetrically, and therefore information can increase when they
are negative, independent of the stimulus.

Whether neural circuits actually exploit our finding that
stimulus-dependent triplet correlations can strongly improve
coding remains unknown. At the level of pairs of cells,
correlations in cortex are modulated by task relevance (Jeanne
et al, 2013) and attention (Cohen and Maunsell, 2009);
beyond-pairwise correlations can be modulated during motion
preparation in motor cortex of awake macaques (Shimazaki et al.,
2012). On the other hand, in Ohiorhenuan et al. (2010), higher-
order spiking correlations in anesthetized macaque visual cortex
were found to be negative regardless of stimulus (as in region SI2
in Figure 3A). In agreement with our general theory, these triplet
correlations had no measurable effect on encoded information.

A natural question that arises from our findings is the
mechanistic origin of stimulus-dependent HOCs. While
common input is a prime candidate for the generation of HOCs
in general, stimulus-dependence might stem from intrinsic
non-linearities such as thresholding or spike generation (Amari
etal., 2003; Macke et al., 2011; Zylberberg and Shea-Brown, 2012;
Barreiro et al., 2014). On the other hand, if triplet correlations
act similarly under differing stimuli, they may have no impact on
coding; intriguingly, however, they may serve a complimentary
purpose such as sparsifying the neural code (Ohiorhenuan
et al., 2010). Moving forward, one could test experimentally
how HOCs are modulated during learning in animals that are
trained to discriminate between similar stimuli. If the population
spiking statistics adapt so that triplet correlations are strongly
stimulus-dependent after training, this would be an indicator
that neural systems can use HOCs to their advantage to better
discriminate between similar stimuli.

Our study had a number of simplifications and limitations
that will be addressed in future work. First, we chose to study
discrimination between pairs of stimuli, but the approach could
be extended to encoding of multiple stimuli. Second, because
we were interested in isolating the effect of triplet correlations,
we held pairwise statistics constant from one stimulus to the
next. Our intuition may generalize, however, to cases where these
pairwise correlations also change with stimuli. In the schematic
of Figure 2, increasing correlations between pairs of neurons
will change the variances of the population spike count, but
will not change the effect of oppositely-skewing the spike count
distributions once the lower-order moments are fixed. However,
it would be interesting to study varying pairwise and higher-order
statistics together.

Furthermore, because maximum entropy models assume
that responses are stationary in time, they are generally

used to characterize zero-lag correlations rather than more
complicated temporal dependencies. While the models can in
theory be extended to include spatiotemporal patterns (Marre
et al,, 2009), the added dimensionality is a major hurdle to
overcome.

This leads to perhaps the strongest limitation of our study—we
study only relatively small population sizes. This is due in part to
the computational expense of tuning maximum entropy models
with order N? parameters, while varying triplet interaction
terms systematically and averaging over multiple realizations of
random populations. Exact calculations of mutual information
also become intractable in large populations, as the probabilities
of 2V states must be enumerated. For certain sensory coding
problems, population sizes close to the N 10 we used
may be the relevant order of magnitude. For instance, only
eight directionally selective ganglion cells encode motion at each
retinal location (Amthor and Oyster, 1995). In other applications,
this number is insufficient.

We expect the intuition we developed based on the skewness
of response distributions to hold for larger populations, as
long as the triplet interaction parameters within clusters of
similarly-tuned cells are restricted to fall squarely in one of
the four quadrants in Figure 3A (and are therefore relatively
homogenous across the subgroup). We have confirmed that,
for fixed triplet statistics (excess triplet spiking «) the relative
increase in information due to triplet correlations can remain
stable as N increases, at least for homogenous populations
(see Supplementary Material). However, for the setting of this
paper—in which we fix pairwise correlations and firing rates
to relatively low values and assume that triplet correlations
exist among every triplet within the population—the range of
possible triplet correlations is likely to decrease with N, and
this may limit their possible impact on encoded information.
Thus, the present work is best thought of as investigating
the impact of triplet correlations in small subpopulations
sharing similar tuning preferences, as for the localized triplet
correlations found in primate cortex (Ohiorhenuan et al,
2010).

To fully understand encoding in neural circuits, it is essential
to characterize the functional interactions between different
groups of neurons, and how they change with external stimuli.
With this work, we have made a first step toward extending
this program to incorporate beyond-pairwise spike correlations.
With ongoing advances in high-density recordings and large-
scale data analysis, we can look forward to an increasingly
unified theory of how neural covariability at all orders impacts
coding.
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