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A Correction on

Multi-label remote sensing classification with self-supervised gated

multi-modal transformers

by Liu, N., Yuan, Y., Wu, G., Zhang, S., Leng, J., and Wan, L. (2024). Front. Comput. Neurosci.

18:1404623. doi: 10.3389/fncom.2024.1404623

In the published article, there was an error in the Funding statement. The Funding

statement was erroneously omitted, and financial support grants should have instead been

included. The correct Funding statement appears below.
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The original article has been updated.
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