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Public speaking is an important skill, the acquisition of which requires dedicated and time

consuming training. In recent years, researchers have started to investigate automatic

methods to support public speaking skills training. These methods include assessment

of the trainee’s oral presentation delivery skills which may be accomplished through

automatic understanding and processing of social and behavioral cues displayed by

the presenter. In this study, we propose an automatic scoring system for presentation

delivery skills using a novel active data representation method to automatically rate

segments of a full video presentation. While most approaches have employed a two

step strategy consisting of detecting multiple events followed by classification, which

involve the annotation of data for building the different event detectors and generating

a data representation based on their output for classification, our method does not

require event detectors. The proposed data representation is generated unsupervised

using low-level audiovisual descriptors and self-organizing mapping and used for video

classification. This representation is also used to analyse video segments within a full

video presentation in terms of several characteristics of the presenter’s performance.

The audio representation provides the best prediction results for self-confidence and

enthusiasm, posture and body language, structure and connection of ideas, and

overall presentation delivery. The video data representation provides the best results

for presentation of relevant information with good pronunciation, usage of language

according to audience, and maintenance of adequate voice volume for the audience.

The fusion of audio and video data provides the best results for eye contact. Applications

of the method to provision of feedback to teachers and trainees are discussed.

Keywords: multimodal learning analytics, social signal processing, feature extraction, multimedia signal

processing, video analysis and summarization, machine learning

1. INTRODUCTION

Presentation skills are a competency that can be viewed as part of transversal skills, i.e., core
skills, such as critical and creative thinking, problem-solving, interpersonal communication and
collaboration skills that a person needs to develop to be successful in the twenty-first century
society and workplaces (Bellanca and Brandt, 2010). In this framework, presentation skills are
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considered as part of one’s organizational and communication
skills. Public speaking is a form of communication that requires
a distinctive skills set, including self-awareness, self-control,
organization, and critical thinking, which are reflected in
multimodal, verbal and non-verbal elements of information
delivery. A challenge in education and training has been to
develop the ability to deliver skill assessments in a personalized,
reliable, cost-effective, and scalable manner. Within this context,
automatic assessment of presentation skills can be viewed
as an emerging assessment model to measure presentation
skills that addresses the burdens of time and cost, given
that, until recently, this kind of assessment has relied on
human ratings (Schreiber et al., 2012; Ward, 2013). This study
moves toward a rich assessment system by taking into account
multimodal behavior.

Several studies have elicited audio and visual cues that
are linked to presentation quality. The role of prosody in
delivering successful presentations has been highlighted in
several manuals of public speaking, where it is advised that
a presenter should have a lively voice, with variations in
intonation, rhythm and loudness (Lamerton, 2001; Grandstaff,
2004). The liveliness of speech has also been associated with
the perception of enthusiasm. Hincks (2005) hypothesized
that subjects with high pitch variation are perceived as
lively speakers. This hypothesis was tested using a data
set of 18 native Swedish speaking students of technical
English which was annotated by eight teachers for the
feature of liveliness. This study showed that the correlation
between pitch variations and liveliness is statistically significant
for both male and female speakers. An experiment by
Traunmüller and Eriksson (1995) showed that the liveliness
of speech is related to fundamental frequency (F0) excursions.
However, the deviation in fundamental frequency is not
the only measure that discriminates lively speech from
monotonous speech (typical of depressive states) (Kuny and
Stassen, 1993); speech rate also represents liveliness of speech
and has stronger correlation with it than pitch variation
(Traunmüller and Eriksson, 1995). Fast rate of speech, lower
voice level and high speech intensity are listed among
the characteristics of self-confident voices in several studies
(Lamerton, 2001; Grandstaff, 2004).

Other characteristics that are believed to contribute to the
success of a presentation include the speakers’ ability to establish
contact with their listeners (e.g., eye contact) and be aware of
their body language. Specific postures that supposedly denote
self-confidence, such as standing straight with feet aligned
under the shoulders, and both feet flat on the ground, are
recommended by public speaking guides, while postures that
denote lack of self-confidence, such as fidgeting, crossing the
legs, gesturing widely without evident purpose, are discouraged
(DeCoske and White, 2010).

Recently, the focus of related research has been on developing
systems that could be used as instructors for training humans
for public speaking situations, such as systems for training
communication skills of students (Liu et al., 2016; Carnell et al.,
2019). Moreover, an important aspect of these systems would
be the ability to generate real-time feedback, a core aspect of

a learning process (Hattie and Timperley, 2007) that enables
trainees to understand and control their skills.

The input data to such systems is provided in video format (a
combination of audio and video streams). Video processing is an
active area of research, as demonstrated by the interest generated
by recent video classification competitions, such as the YouTube-
8M challenge (Lee et al., 2018) organized by Google AI (Garg,
2018; Lin et al., 2018; Tang et al., 2019). Within a video one
may also be able to distinguish different “atomic events”, such
as social signals, which could be employed in the assessment of
presentation skills. It is in this sense that we use the term “events”
in this paper. These types of events might be denoted by specific
combinations of body movements and intonation patterns by a
speaker within an identifiable time interval. Detection of events
related to human behavior, such as human-action (Uijlings et al.,
2015), human-activity (Das et al., 2019; Singh and Vishwakarma,
2019), emotion (Haider et al., 2016b; Cowen et al., 2019; Haider
and Luz, 2019; Hassan et al., 2019) and engagement (Curtis et al.,
2015; Huang et al., 2016) have received increasing attention in
the video analysis literature. A video of a talk or presentation
will typically contain a combination of different social signals.
The detection of such signals could be employed as a processing
step toward generation of feedback for public speaking training.
Similarly, an event-based presentation assessment method would
need to detect many events within a video before automatic
inference about the presentation as a whole can be performed.

However, the development of event detectors is a time
consuming task, requiring segmentation and annotation of
videos for multiple events (i.e., social signals) for supervised
learning. Consider, for instance, a 10-min long video labeled
as an example of a good oral presentation in terms of self-
confidence, that is, a presentation in which speakers are able to
reflect their self-confidence through voice and body gestures. A
video classifier feature vector could be created from the outputs
of gesture recognition (Ju et al., 2019; Yung et al., 2019) and affect
recognition. Such an approach would require the development of
separate gesture and affect recognition modules in the context
of public speaking, implying human and computational costs
associated with identifying the laws and principles of use of
the social signals, annotation of social signals and processing of
large amounts of video data. For example, Ochoa et al. (2018)
use the OpenPose C++ Library (Cao et al., 2017) for event
detection, such as gestures and gaze in the context of public
speaking situations.

An alternative approach would be to build a video classifier
directly based on a large video data set, such as the MLA
datset (Ochoa et al., 2014) which is annotated at the video
level rather than at event level, without the use of event (such
as social signal) detectors. The method proposed in this paper
takes this alternative approach, employing low-level features for
unsupervised clustering as a pre-processing step to presentation
quality classification, rather than supervised event segmentation
and categorization. In this new approach, if the focus is,
for instance, to provide feedback about gestures, the system
would identify those clusters which include gestures related to
positive/negative performance through statistical testing between
clusters and video-labels.

Frontiers in Computer Science | www.frontiersin.org 2 January 2020 | Volume 2 | Article 1

https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/computer-science#articles


Haider et al. Automatic Scoring of Presentation Skills

FIGURE 1 | System architecture: AN is the total number of audio segments (AN = 7, 573), AF is the total number of audio features (AF = 587), VN is the total number

of video segments (VN = 58, 541) and VF is the total number of visual features (VF = 4, 608) in the MLA dataset.

Previous studies conducted on the MLA dataset (Chen et al.,
2014; Luzardo et al., 2014; Ochoa et al., 2014) used a statistical
representation of audiovisual features (e.g., mean and standard
deviation values of fundamental frequency for full presentation)
to create a data representation of a full presentation video for a
prediction task. Our contention is that the human social behavior
varies over time in a presentation and modeling that behavior
by averaging low-level features for a full presentation using
statistical functions (e.g., mean and standard deviation values
of pitch for a full presentation) will result in poor modeling
of social signals. Moreover, none of those studies evaluated
conventional camera videos to predict presentation delivery skills
within presentations/videos. Hence all the studies conducted on
the MLA dataset depend on the Kinect sensor (as an event
detector) to perform visual analysis.

In the present study, we model spoken expressions, body
gesture and movements of the presenters using active data
representations (thus removing the dependency on the Kinect
sensor and event classifiers for audio-visual analysis). First, we
extract audio-visual segments of student presentations (details
for audio and video segmentation are given in sections 2.2, 2.3,
respectively) and then we perform clustering of the resulting
dataset of segments. After clustering the dataset, an active data
representation (ADR) is generated and used to predict the
expert evaluations of presentation delivery skills of presenters.
Finally, statistical analysis is performed in order to identify
the relationship between the clusters (where clusters represent
spoken expression and body posture and gestures) and expert
evaluations of presentation delivery skills of presenters. The
proposed system architecture is depicted in Figure 1, where
the user (i.e., a presenter, potential viewer, teacher or a video
summarization tool) obtains feedback about a presentation.
The feedback is in the form of audio-video segments that
require further attention, for improvement (“bad segments”)

or as examples of good performance (“good segments”)
within a video/presentation, along with the predicted score
of experts’ evaluation. The goal of this paper is to introduce
a method to automatically model spoken expressions, body
gestures and movements of presenters within videos which
are annotated at video level, rather than at event level, for
automatic scoring of oral presentation delivery skills and
feedback generation.

2. MATERIALS AND METHODS

We have devised a novel Active Data Representation (ADR)
method to represent the audio and visual data used in this study.
The details for each of these media are given in sections 2.2, 2.3,
respectively. Briefly, our proposed procedure for generating the
ADR encompasses the following steps:

1. Segmentation and feature extraction: each video Vi (i ∈

{1, . . . ,N}, where N is the total number of videos) is divided
into n segments Sk,Vi, where k varies from 1 to n. Hence Sk,Vi
is the kth segment of the ith video, and audiovisual features
are extracted over such segments, rather than over the full
video. The system architecture is depicted in Figure 2.

2. Clustering of segments: We used self-organizing maps
(SOM) (Kohonen, 1998) for clustering segments Sk,Vi intom
clusters (C1,C2, ....,Cm) using audio-visual features. Here m
represents the numbers of SOM clusters.

3. Generation of the Active Data Representation (ADRVi) vector
by calculating the number of segments in each cluster for
each video (Vi).

4. Normalization: as the number of segments is different for
each video (i.e., the duration of all videos is not constant),
we normalize the feature vector by dividing it by the total
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FIGURE 2 | Automatic scoring of an oral presentation process using the Active Data Representation (ADRVinorm ) method where FE represents the extraction of low

level features from segments of videos.

number of segments present in each video (i.e., the L1 norm
of ADRVi), as shown:

ADRVinorm
=

ADRVi

‖ADRVi‖1
(1)

2.1. The Dataset
The data used for the experiments are presentations contained in
a sub-corpus of the Multimodal Learning Analytics (MLA) data
set (Ochoa et al., 2014). In total there are 441 oral presentations
(videos) in the data set. The presentations are given by Spanish-
speaking students who present projects about entrepreneurship
ideas, literature reviews, research designs, software design,
among other topics. Approximately 19 h of multimodal data are
available. In addition, the annotation encompassed individual
ratings for each presentation, and group ratings related to
the quality of the slides used when doing each presentation.
Each video/presentation has a score ranging from 1.00 to 4.00
(where a high score indicates better presentation skills than
a lower score) awarded by a teacher based on the following
performance factors:

1. Structure and connection of ideas (SCI),
2. Presentation of relevant information with good pronunciation

(RIGP),

3. Maintenance of adequate voice volume for the audience
(AVV),

4. Usage of language according to audience (LAA),
5. Grammar of presentation slides (GPS),
6. Readability of presentation slides (RPS),
7. Impact of the visual design of the presentation slides (VDPS),
8. Posture and body language (PBL),
9. Eye contact (EC), and
10. Self-confidence and enthusiasm (SCE).

There are two main presentation performance
components. One is presentation delivery skills, S =

{SCI,RIGP,AVV , LAA, PBL,EC, SCE}, and the other is the
appearance of slides (i.e., GPS, RPS, VDPS). To define an overall
Presentation Delivery (PD) score for a student, we averaged the
scores of all presentation delivery skills. The students’ scores in
the MLA data for each presentation delivery skill are shown in
Table 1 along with presentation delivery (PD) score. In Table 1,
it is observed that the students score less for SCE and PBL than
for other skills and that the PD has the least variance. Previous
work (Haider et al., 2016a) demonstrates that all presentation
delivery skills are correlated with each other and the scores
assigned to multidimensional ratings (EC, SCE, etc.) are more
likely to be unreliable than a single averaged score, such as the
PD score for each presentation (Chen et al., 2014). For this
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TABLE 1 | Score assigned by tutors to students’ presentation skills.

Presentation skill Mean (µ) Median Variance (σ 2)

SCE 2.61 2.5 0.44

PBL 2.53 2.5 0.37

EC 2.71 3 0.68

LAA 3.15 3 0.24

AVV 3.06 3 0.48

RIGP 2.90 3 0.33

SCI 3.21 3 0.30

PD 2.88 2.86 0.19

reason we estimated the overall PDi factor for a video Vi as the
arithmetic mean of the presentation delivery skills scores for that
video, that is PDi =

1
7

∑
s∈S si.

2.2. Active Audio Data Representation
Speech activity detection is the first task to be implemented and
is performed on the audio information of the MLA data set using
the LIUM toolkit (Rouvier et al., 2013). The duration of audio
segments (i.e., output of speech activity detection) varies between
1 and 20 s. The speech activity detection task resulted in 7,573
audio segments.

Acoustic feature extraction was then performed using the
openSMILE toolkit (Eyben et al., 2010). The Emobase1 feature
set was extracted. This set is also used for on-line emotion and
speech expression recognition (Eyben et al., 2009) and consists of
988 low-level descriptors as well as statistical functionals applied
to these descriptors. In addition, we performed a correlation test
between the duration of each audio segment and its features,
selecting those features which are less correlated with audio
segment duration (R < 0.2) to avoid any bias of the clustering
algorithm toward the duration of segments. This process resulted
in 587 features in total for each audio segment. The feature set
was further centered with mean value 0 and standard deviation 1.

We used the SOM algorithm (Kohonen, 1998) for clustering
the audio segments using the 587 acoustic features extracted
as described above. There is no prior knowledge available on
the number of clusters in students’ presentations. However, a
study conducted on audio books data suggests that there are 50
different clusters (types of spoken expressions, such as spoken
emotion or voice style) in those data (Vanmassenhove et al.,
2016). Therefore, we used different number of clusters (m =

5, 10, 15, ..., 100) for generating the audio data representation. An
example of SOM Clustering output is depicted in Figure 3. The
audio data representation is generated by calculating the number
of audio segments in each segment and normalizing the resulting
vector, as shown in Equation (1). We perform clustering using
low-level audio features which have been widely used for emotion
and spoken expression recognition (i.e., emotion expressed in
speech). As segments in one cluster have a higher probability of
sounding similar to one another than segments between clusters,

1https://github.com/naxingyu/opensmile/blob/master/config/emobase.conf (last

accessed September 2019).

the audio data representation can be regarded as modeling of the
presenters’ “spoken expressions.”

2.3. Active Video Data Representation
As a first step, the videos are converted to gray scale images
and then adaptive Gaussian thresholding is employed to control
lighting conditions. Next, median blurring filtering is used for
image enhancement. An example of a pre-processed image from
a video/presentation using openCV (Itseez, 2018) is shown in
Figure 4.

Each video is then divided into small segments with duration
of 1 s using FFMPEG (FFmpeg Developers, 2016) with no-
overlap between neighboring video segments (the last video
segment is not included in the analysis if its duration is <1 s).
This process results in 58,541 video segments for low-level visual
descriptor extraction.

Regarding visual features, from each video segment we extract
dense histograms of gradients (DHOG) (Dalal and Triggs, 2005),
dense histograms of flows (DHOF) using the method devised
by Horn and Schunck (1981), and dense motion boundary
histograms (DMBH), which have been previously used to capture
the movements of subjects for human action and attitude
recognition in videos (Uijlings et al., 2015; Haider et al., 2016b).
The purpose of using these features is to capture the body
movements and postures of students.

The block size chosen for each visual descriptor is 12 by 12
pixels by six frames. For aggregating the descriptor response, a
single frame (out of six frames) for HOG (frame 3), and three
frames (frame 2, 4, and 6) for HOF andMBH are used. As a result,
144 descriptors are extracted for each aggregated frame, and they
are further reduced to 72 descriptors using principal component
analysis (PCA) over each video segment. Next, a Fisher vector
representation of the visual descriptor (Vedaldi and Fulkerson,
2008; Perronnin et al., 2010) is generated using a common
cluster set size of 64 for a Gaussian Mixture Models (GMM)
(Chatfield et al., 2011). As a result, 4,608 visual features are
extracted for each video segment. These parameters (aggregation,
block size, etc.) follow the best parameters for a human action
recognition problem on a recent a video classification study
(Uijlings et al., 2015).

SOM are again used for clustering video segments using Fisher
vector representations of DHOG, DHOF, DMBHx, DMBHy, and
their fusion. The SOM is trained using the batch algorithm with
200 iterations. As before, we iterated over different numbers
of clusters in generating the active visual data representation
to identify the optimal number for automatic scoring of oral
presentation delivery skills. The video data representation is
generated by calculating the number of video segments in each
cluster for each video. Normalization is applied as above to
account for different segment sizes. There are in total five visual
data representations using Fisher vectors of DHOG, DHOF,
DMBHx, DMBHy, and their fusion.

We perform clustering using low-level visual features which
have been widely used for human action recognition, so we can
claim that the clusters representing body posture andmovements
(gestures) are grouped according to similarity.
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FIGURE 3 | (A) Indicates the distance between clusters (darker color indicates more distance between clusters than lighter colors) and (B) indicates the number of

audio segments present in each cluster.

FIGURE 4 | An image from a pre-processed video.

2.4. Experiments
Two experiments have been performed which cover two aspects
of automated presentation performance feedback, namely: (a)
automatic rating of presentation skills, where we employ
regression methods to predict the score (awarded by tutors)
to each presentation skill described in section 2.1, Table 1,
and (b) analysis of the usefulness of the audiovisual ADR
representation in discriminating between good and poor
presentation performance according the aforementioned skills.
These experiments are described in more detail below.

2.4.1. Experiment One: Automatic Scoring of

Presentation Skills
In this experiment, we employed a Gaussian Process (GP)
regression model with a squared exponential kernel function
(Rasmussen and Williams, 2006) in a 10-fold cross-validation
setting. This was implemented using MATLAB (2019). The
GP model predicts the regression score using the audiovisual
data representations, and the best regression score identifies
the optimal number of clusters for the MLA dataset. Support

Vector Machines (SVM) using linear kernel was also used
for comparison, also through 10-fold cross-validation. These
methods were chosen because they are two top performing
machine learning methods for regression. They are both non-
parametric methods, and project inputs into feature space. SVM
is not sensitive to outliers (which is desirable when annotation
may not be reliable), and GP regression generalizes well on
smaller datasets (441 videos/instances). These characteristics
make these methods suitable to our model and data.

The regression models were evaluated using two measures,
namely: the mean-squared error (MSE) and the absolute
value of correlation (|r|) between predicted score and
annotated score.

2.4.2. Experiment Two
Here we investigate whether spoken expressions (as characterized
in section 2.2) and video clusters can distinguish good
presentations from poor ones. Accordingly, we attempted to
refute the (null) hypothesis that the number of audio/video
segments in each cluster has the same mean value for poor
and good presentation delivery skills (e.g., EC, SCE, and SCI).
To annotate the presentations in terms of quality of the
student’s specific presentation delivery skills we dichotomise
according to the human assigned scores. A presentation was
labeled as “good” with respect to a presentation skill if it
had a score greater than the median value of that skill
(Table 1), and was labeled “poor” otherwise. We performed
this statistical test for each presentation delivery skill using
the assigned labels and the number of audio/video segments
within each cluster. The optimal number of clusters is obtained
using the regression analysis resulting from experiment one
(section 2.4.1).

3. RESULTS

3.1. Score Prediction With Active Audio
Data Representation
The best results (highest correlation, p-value for highest
correlation, MSE and optimal number with respect to correlation
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TABLE 2 | Best GP regression model results and number of clusters for each

presentation delivery skill, using the audio (spoken expressions) data

representation.

Skill m |r| p < MSE

SCE 40 0.36 0.001 0.39

PBL 40 0.25 0.001 0.35

EC 20 0.46 0.001 0.53

LAA 20 0.14 0.004 0.24

AVV 100 0.12 0.011 0.48

RIGP 35 0.11 0.024 0.33

SCI 85 0.26 0.001 0.27

PD 40 0.40 0.001 0.16

Bonferroni correction is applied resulting in a significance level of p < 0.003.

TABLE 3 | Best SVM regression model results for each presentation delivery skill

and number of clusters, using the audio (spoken expressions) data representation.

Skill m |r| p < MSE

SCE 45 0.34 0.001 0.42

PBL 40 0.25 0.001 0.39

EC 25 0.44 0.001 0.55

LAA 45 0.20 0.001 0.24

AVV 85 0.16 0.001 0.48

RIGP 70 0.20 0.001 0.33

SCI 40 0.24 0.001 0.29

PD 40 0.39 0.001 0.17

Bonferroni correction is applied, which results in a significance level of p < 0.003.

coefficient value) of GP and SVM regression models for audio
data representation are shown in Tables 2, 3, respectively,
for each oral presentation delivery skill2. The results of
regression analysis for all cluster set sizes are shown in the
Supplementary Material. The results show that the audio data
representation is able to predict the annotated score, and the
correlation between annotated score and predicted score is
statistically significant. As multiple (20) comparisons were made
to select the best cluster sizes (m parameter), we adjusted
the original critical significance level of p < 0.05 down
to p < 0.003 by applying Bonferroni correction. Therefore,
the results confirm that the audio data representation (i.e.,
spoken expressions) can help in detecting someone’s presentation
delivery skills and the top three best results are for EC (r =

0.46), PD (r = 0.40), and SCE (r = 0.36). The GP provides
better results than SVM for SCE, PBL, EC, SCI, and PD.
In some cases, such as EC, both the correlation coefficient
and MSE are high. This is due to the fact that the EC
score has a higher variance than other factors as depicted in
Table 1. This may indicate that the specific scores given by
the raters varied widely but nevertheless preserved a consistent
rank order among presentations. This is further discussed in
section 3.4.

2For the complete set of results please consult the Supplementary Material.

3.2. Score Prediction With Active Visual
Data Representation
In this section, we present the results for the evaluation of five
different visual data representations (DHOG, DHOF, DMBHx,
DMBHy, and their fusion, VF) using the GP and SVM regression
methods. This evaluation will help identify the best visual data
representation and the optimal number of SOM clusters to
predict the score of presentation skills. We have fused the Fisher
vector of DHOG, DHOF, DMBHx, and DMBHy using PCA
and then used the fusion of features as input to self-organizing
mapping as depicted in Figure 5.

The best results for the various data representation are shown
in Tables 4, 53.

From the results of visual data representations reported in this
section, we have identified the best visual features and the Best
Number of Clusters (m) for each visual data representation under
GP and SVM regression models.

For the GP regression model:

• the DHOG data representation provides the best result for EC
(m = 40, r = 0.45, MSE = 0.59) and SCI (m = 10, r = 0.25,
MSE = 0.28);

• DHOF provides the best results for SCE (m = 85, r = 0.26,
MSE = 0.44), RIGP (m = 5, r = 0.27, MSE = 0.33), and PD
(m = 55, r = 0.21,MSE = 0.19);

• DMBHx and DMBHy data representations provide the best
results for LAA (m = 65, r = 0.20, MSE = 0.24) and AVV
(m = 95, r = 0.25,MSE = 0.46), respectively;

• the visual fusion (VF) data representation provides the best
result for PBL (m = 5, r = 0.21,MSE = 0.36).

For the SVM regression method:

• the DHOGdata representation provides the best result for PBL
(m = 5, r = 0.21, MSE = 0.44) and EC (m = 75, r = 0.43,
MSE = 0.64).

• DMBHy provides the best results for AVV (m = 20, r = 0.19,
MSE = 0.50), RIGP (m = 30, r = 0.16,MSE = 0.32), and SCI
(m = 60, r = 0.21,MSE = 0.33).

• the VF data representation provides the best results for SCE
(m = 5, r = 0.13, MSE = 0.49), LAA (m = 100, r = 0.10,
MSE = 0.26), and PD (m = 15, r = 0.27,MSE = 0.20).

SVM provides better results for only PD using VF, with a cluster
size of 15. For the remaining presentation delivery skills, GP
provides better results than SVM.

3.3. Active Audiovisual Data
Representation
For generating the audiovisual (AV) data representation, we
fused the active data representations (audio and visual) generated
using the best numbers of clusters. Those best video data
representations which were fused with the best audio data
representations are highlighted in Tables 4, 5 for GP and
SVM, respectively. The results (highest correlation, p-value for
highest correlation, minimum MSE and cluster size for highest

3For complete results please consult the Supplementary Material.
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FIGURE 5 | Visual feature fusion: where VN is the total number of video segments (VN = 58, 541) in the MLA dataset.

TABLE 4 | Best GP regression model results for each presentation delivery skill for each visual data representation method.

DHOG DHOF DMBHx DMBHy VF

Skill m |r| p < MSE m |r| p < MSE m |r| p < MSE m |r| p < MSE m |r| p < MSE

SCE 5 0.21 0.001 0.44 85 0.26 0.001 0.44 15 0.19 0.001 0.44 60 0.24 0.001 0.44 95 0.24 0.001 0.44

PBL 15 0.13 0.008 0.35 15 0.19 0.001 0.34 90 0.21 0.001 0.36 80 0.19 0.001 0.34 5 0.21 0.001 0.36

EC 40 0.45 0.001 0.59 100 0.25 0.001 0.70 55 0.37 0.001 0.64 10 0.34 0.001 0.66 55 0.38 0.001 0.64

LAA 20 0.19 0.001 0.23 15 0.17 0.001 0.23 65 0.20 0.001 0.24 85 0.19 0.001 0.24 30 0.20 0.001 0.24

AVV 100 0.20 0.001 0.47 25 0.20 0.001 0.47 45 0.25 0.001 0.46 95 0.25 0.001 0.46 85 0.21 0.001 0.47

RIGP 5 0.14 0.005 0.32 5 0.27 0.001 0.33 85 0.13 0.007 0.32 75 0.23 0.001 0.32 15 0.20 0.001 0.32

SCI 10 0.25 0.001 0.28 65 0.20 0.001 0.31 10 0.23 0.001 0.31 100 0.15 0.002 0.30 25 0.20 0.001 0.31

PD 10 0.13 0.011 0.19 55 0.21 0.001 0.19 75 0.15 0.002 0.19 20 0.17 0.001 0.18 85 0.18 0.001 0.19

The optimal number of clusters (m), regression coefficients with respective p-values and MSE scores are shown for each skill. The highest correlations are highlighted for each method

and skill. Bonferroni correction is applied which resulting in a significance level of p < 0.003.

The best visual feature results are in italic.

correlation) for the AV data representation are shown inTables 6,
7 for each oral presentation delivery skill. The results show that
the AV data representation (spoken expressions, body gestures,
and movements) is able to predict the annotated score, and
the correlation between annotated score and predicted score is
statistically significant (p < 0.05) in most of the cases. The top
three results using this data representation are for EC (r = 0.49),
PD (r = 0.40), and SCE (r = 0.33). GP provides better results

than SVM for EC, RIGP and SCI. While the fusion of audio and
visual data representations improves the results for EC only, the
results for the overall rating (PD) are close to the best performing
(audio only) feature representation.

3.4. Regression Analysis
From the results of all data representations, we observed that the
audio data representation provides the best results for SCE (r =
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TABLE 5 | Best SVM regression model results for each presentation delivery skill for each visual data representation method.

DHOG DHOF DMBHx DMBHy VF

Skill m |r| p < MSE m |r| p < MSE m |r| p < MSE m |r| p < MSE m |r| p < MSE

SCE 50 0.12 0.020 0.49 65 0.07 0.144 0.48 30 0.10 0.037 0.49 65 0.10 0.041 0.47 5 0.13 0.012 0.49

PBL 5 0.21 0.001 0.44 5 0.08 0.121 0.41 40 0.16 0.001 0.43 90 0.19 0.001 0.44 35 0.20 0.001 0.42

EC 75 0.43 0.001 0.64 55 0.12 0.019 0.79 10 0.24 0.001 0.79 50 0.13 0.009 0.80 100 0.12 0.021 0.80

LAA 5 0.07 0.170 0.25 25 0.09 0.062 0.25 25 0.09 0.075 0.25 15 0.08 0.128 0.26 100 0.10 0.046 0.26

AVV 100 0.10 0.038 0.50 5 0.14 0.005 0.50 35 0.15 0.003 0.49 20 0.19 0.001 0.50 70 0.15 0.003 0.49

RIGP 90 0.15 0.003 0.32 70 0.11 0.023 0.32 10 0.13 0.007 0.32 30 0.16 0.001 0.32 20 0.14 0.005 0.32

SCI 35 0.10 0.043 0.33 20 0.12 0.017 0.33 85 0.17 0.001 0.33 60 0.21 0.001 0.33 5 0.12 0.017 0.33

PD 85 0.07 0.175 0.20 35 0.12 0.014 0.20 45 0.10 0.051 0.19 65 0.13 0.009 0.20 15 0.27 0.001 0.20

The optimal number of clusters (m), regression coefficients with respective p-values and MSE scores are shown for each skill. The highest correlations are highlighted for each method

and skill. Bonferroni correction implies a significance level of p < 0.003.

The best visual feature results are in italic.

TABLE 6 | Best GP regression model results for each presentation delivery skill

(such as SCE, PBL, etc.) using Fusion of Audio-Visual features.

Skill Audio:Visual Visual feature |r| p < MSE

SCE 40:85 DHOF 0.25 0.001 0.41

PBL 40:5 VF 0.25 0.001 0.34

EC 20:40 DHOG 0.49 0.001 0.53

LAA 20:65 DMBHx 0.06 0.23 0.24

AVV 100:95 DMBHy 0.09 0.07 0.48

RIGP 35:5 DHOF 0.20 0.001 0.31

SCI 85:10 DHOG 0.24 0.001 0.27

PD 40:55 DHOF 0.39 0.001 0.16

The bold number indicates that the fusion improve results.

TABLE 7 | Best SVM regression model results for each presentation delivery skill

(such as SCE, PBL, etc.) using Fusion of Audio-Visual features.

Skill Audio:Visual Visual feature |r| p < MSE

SCE 45:5 VF 0.33 0.001 0.42

PBL 40:5 DHOG 0.25 0.001 0.38

EC 25:75 DHOG 0.44 0.001 0.56

LAA 45:100 VF 0.12 0.05 0.25

AVV 85:20 DMBHy 0.14 0.01 0.49

RIGP 70:30 DMBHy 0.15 0.01 0.32

SCI 40:60 DMBHy 0.22 0.001 0.29

PD 40:15 VF 0.40 0.001 0.16

0.36, MSE = 0.40), PBL (r = 0.25, MSE = 0.35), SCI (r = 0.26,
MSE = 0.27), and PD (r = 0.40, MSE = 0.16) using the GP
regression method. The DHOF data representation provides the
best results for RIGP (r = 0.27, MSE = 0.33). The DMBHx
data representation provides the best results for LAA (r = 0.20,
MSE = 0.24). The DMBHy data representation provides the best
results for AVV (r = 0.25, MSE = 0.46) using GP regression.
The fusion of audio and DHOG data representation provides
the best result for EC (r = 0.49, MSE = 0.53) with the same

regression method. From the MSE scores, it is also observed
that although the correlation among predicted and annotated
score is significant in some cases, there is high mean-squared
error particularly for EC where the correlation coefficient is
0.4924 and MSE is 0.5254. This may be due to lack of reliability
in the scores given by tutors in the case of multidimensional
scoring as suggested by Chen et al. (2014). However, for the PD
factor, the correlation is 0.4008 and MSE is the lowest (MSE =

0.17). Accordingly, the lower MSE for PD compared to other
presentation delivery skills reflects the fact that the average score
(PD) is more reliable than the individual scores as the variance of
PD is the least as depicted in Table 1.

3.5. Discriminating Good and Poor
Presentations
From the regression analysis results, it is observed that the
cluster size of 40 provides us with the best result for the PD
factor. Hence, we can assume that there are about 40 different
spoken expressions in the MLA data set which contribute
toward prediction of this factor. We used the spoken expression
data representation with the cluster size of 40 as a feature
vector for statistical testing. The SOM output is depicted in
Figure 3. The Kruskal–Wallis test rejects the null hypothesis
(p < 0.05) formulated in section 2.4.2 for many clusters (spoken
expressions). Speech segments in cluster number 9, 14, 34, 2,
3, 12, 17, 20, 4, 18, 19, 23, and 28 have significant differences
in their mean values for good and poor presentations. Speech
segments from cluster number 9, 14, and 34 have higher means
for good presentations than poor presentations, hence we can
say that the audio segments in these clusters (that represents
spoken expression) represents good presentation delivery skills.
The clusters number 2, 3, 12, 17, 20, 4, 18, 19, 23, and 28 have
higher mean for poor presentations than for good presentations,
hence we can say that the audio segments in these clusters
represent poor presentation delivery skills.

We can use this method for generation of feedback
for each presentation delivery skill by choosing the best
cluster sizes for audio and the best cluster sizes and best
video representation for video as shown in Tables 8, 9.
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TABLE 8 | Statistically significant clusters of audio segments for each rating/skill,

where the bold cluster number has the higher value for good presenters, and the

remaining cluster numbers have higher value for bad presenters.

Rating m Clusters with p < 0.05

SCE 40 2 9 12 17 19 20 23 24 28

PBL 40 2 3 9 12 15 20 23 24

EC 20 5 7 13 14 16 19 20

LAA 45 13 17 34 44

AVV 85 19 23 25 27 28 36 43 55

RIGP 70 1 11 15 22 24 34 43 44 45

SCI 85 3 5 15 22 24 25 36 38 43 46 47 48 58 74

PD 40 2 3 4 9 12 14 17 18 19 20 23 28 34

TABLE 9 | Statistically significant clusters of video segments for each rating/skill,

where the bold cluster number has the higher value for good presenters, and the

remaining cluster numbers have higher value for bad presenters.

Rating m Feature Clusters with p < 0.05

SCE 85 DHOF 23 33 70

PBL 5 VF Nil

EC 40 DHOG 4 24 25 30 32 39 40

LAA 65 DMBHx 5 6 11 19 22 23 25 33 36 37 40 41 50 55 58 63

AVV 95 DMBHy 2 6 7 9 10 11 14 28 34 36 44 55 61 79 81

RIGP 5 DHOF Nil

SCI 10 DHOG 2 3 5 8 9 10

PD 15 VF 2 5 8

The feedback generation using statistical evaluation may also
support presentation summarization and search applications,
for instance, by combining all the good parts of a presentation
(summarization), and enabling search for the good or poor parts
of a presentation.

4. DISCUSSION

4.1. Related Work
Automatic rating of presentation delivery skills is an open
research challenge which has been addressed by a number of
research groups. Krajewski et al. (2010) compared multiple
classifiers using a set of prosodic and spectral features on a limited
dataset, in their study on self-confidence detection. Their data
set contained 306 audio segments (each of 1 min duration) of
14 female speakers delivering regular lectures, ranked by five
experts for self-confidence. The classifiers were able to detect
two classes (low self-confidence and high self-confidence) with
a maximum accuracy of 87.7 and 75.2% for speaker-dependent
and speaker-independent settings, respectively. In contrast, in
our study, expert evaluation (annotated score between 1.00 and
4.00) is available for the full presentation video (video-level
based annotation) rather than for each segment. The approach
presented in this paper addresses the problem in a more general
manner than the segment-level based annotation.

Other studies have been conducted on the MLA data set
(Ochoa et al., 2014), which contains the presentations of
students and their scores by teachers as described in section 2.1.

Luzardo et al. performed two-class (good or poor) classification
experiments to predict quality of slides (SQ), SCE, RIGP, and
AVV. For predicting SCE, AVV, and RIGP, Luzardo et al. used
the audio features (minimum, maximum, average and standard
deviation of pitch calculated for each student presentation/video)
for the two-class (good or poor) classification task, which
resulted in an accuracy of 63% (SCE), 69% (AVV), and 67%
(RIGP) (Luzardo et al., 2014). Chen et al. proposed a different
approach. First, they performed principal component analysis
on the teacher’s ratings for all the presentation skills (SCE,
AVV, RIGP, etc.) and then derived two principal components
(corresponding to delivery skills and SQ) which they used as the
target functions for a regression task. They used audio (speech
rate and statistical functionals of intensity and pitch contours)
and visual (body movements provided by the Kinect sensor)
features for predicting the score for presentation delivery skills.
For SQ, they used readability, grammar and visual design features
(Chen et al., 2014). Echeverria et al. employed machine learning
methods to classify presentations according to performance
(good vs. poor) using visual (Kinect sensor) features, achieving
accuracy scores of 68 and 63% for eye contact and “body language
and posture,” respectively (Echeverría et al., 2014).

The aforementioned studies (Chen et al., 2014; Luzardo
et al., 2014; Ochoa et al., 2014; Haider et al., 2016a) analyzed
statistics (mean, median values, etc.) of acoustic features over a
presentation and showed that acoustic features can predict some
of the presentation delivery skills. In this study, however, we
demonstrate that the ADR can predict all presentation delivery
skills. The proposed system can also generate automatic feedback
for the presenter or viewer in the form of video segments, as
described in section 3.5, while previous studies (Chen et al., 2014;
Luzardo et al., 2014; Ochoa et al., 2014; Haider et al., 2016a)
were not able to generate feedback using the audio/video data
but relied on the Kinect sensor data. While extrinsic evaluation
of different feedback user interfaces is necessary, and particularly
important in assessing the usefulness of the selected audio/video
segments for the trainee, our approach presents a novel and
promising tool for building such user interfaces.

The methods developed for video classification using neural
network, such as Non-local NetVLAD Encoding (Tang et al.,
2019), Long Short-Term Memory (LSTM) (Garg, 2018), and
NeXtVLAD (Lin et al., 2018) are able to predict video labels
with high accuracy, in the context of entity recognition. However,
these approaches are not a good fit for a tutoring system for public
speaking due to poor interpretability. As noted before, in addition
to labeling a presentation with respect to its quality, it is necessary
to segment the presentation video and provide feedback on the
relevant segments. This makes a direct comparison between
ADR and current methods for video classification, such as
(Garg, 2018; Lin et al., 2018; Tang et al., 2019) difficult, even
though in principle the latter could be applied to presentation
quality assessment.

The work most closely comparable to ours is the study by
Chen et al. (2014). However, a few differences between that
study and ours should be noted. In particular, Chen et al.
(2014) considered only 14 out of 27 sessions of the MLA
dataset while we analyzed the full dataset, they only predicted
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the score of overall presentation delivery skills (i.e., a score
similar to our PD factor) while we additionally predicted each
presentation skill, and they employed the kinect sensor for visual
analysis while we use standard video. Despite tackling more
challenging predicitve tasks, our study achieved similar results
to those in Chen et al. (2014). While their regression models
for overall presentation quality achieved higher coefficients
than ours (r = 0.511 for speech features, r = 0.382 for
kinect features, and r = 0.546 for multimodal features), their
method is not able to provide the same detailed feedback to
users that our method can provide, that is, feedback about
which parts of the presentation and which particular skills
need improvement.

4.2. Contributions of This Study
The experimental results discussed in this paper extend the
results of the experiments reported by Haider et al. (2016a,
2017). Haider et al. (2016a) extracted visual features from the
presentations using a Kinect One sensor4. Haider et al. (2017)
generated a form of ADR using audio features for fairly large
scale videos (i.e., 10–15 min in duration) which demonstrate
the potential of the ADR method for predicting the online-
user engagement in TED talks (i.e., predicting a label provided
by an online viewer for a video of 10–15 min duration)
which is associated with a full TED talk without doing any
annotation of events. However, ADR has not been previously
used for visual features nor for predicting expert evaluation of
student presentations.

The optimization parameter of ADR is number of clusters
(m) and we employed grid search over 20 values (m =

5, 10, 15, ....100) to optimize the representation for the regression
task. The full results are reported in Supplementary Material.
Bonferroni correction (p < 0.05/20 = 0.003) has been applied,
and the results show that the predicted labels are correlated
by the target labels (expert evaluation) and that correlation is
statistically significant.

In line with other works (Chen et al., 2014; Luzardo et al.,
2014; Ochoa et al., 2014), our previous study exploited only full
presentations; it could not identify which audio/video segments
within the presentation best represented presentation delivery
skills because a statistical response (mean, standard deviation,
minimum, maximum values, etc.) of features was calculated as
a feature vector for full presentation classification. As explained
in the previous section, the current study overcomes these
limitations. Therefore, the key contributions of this study are:

• a novel active data representation of videos using low-level
audio descriptors for predicting expert evaluation of public
speaking abilities within videos/presentations, as described in
section 2.2;

• an active data representation of videos using low-level video
descriptors (modeling of body postures and movements),
including dense histogram of gradient (DHOG), dense
histogram of flow (DHOF) and dense motion boundary
histogram (DMBHx, DMBHy), for predicting expert

4https://developer.microsoft.com/en-us/windows/kinect (accessed September

2018).

evaluation of public speaking abilities within videos or
presentations, as detailed in section 2.3;

• a low-level video descriptor fusion method for active data
representation of videos for predicting expert evaluation of
public speaking abilities within videos or presentations, as
detailed in section 3.2;

• an automatic scoring system to help teachers in scoring public
speaking abilities of students within videos/presentations;

• an automatic feedback generation system for students and
teachers to be able to highlight segments of a video
presentation that require further attention, for improvement
(“bad segments”) or as exemplars of good performance
(“good segments”).

5. CONCLUSION

ADR can be used to generate audio and video features
to automatically score presentation delivery skills on video,
achieving medium to large correlation with human assigned
scores. The active audio data representation provides the best
results for SCE, PBL, SCI, and PD. The video data representation
provides the best results for RIGP (DHOF features), LAA
(DMBHx features), and AVV (DMBHy features). The fusion
of audio and video (DHOG features) data representations
provides the best results for EC. This study also suggests an
approach to the generation of feedback in the form of video
segments for presenters and teachers to see which parts of the
presentation illustrate good and poor presentation delivery skills.
This points toward future work in developing a real-time system
for public speaking training, and performing extrinsic evaluation
to discover the added value these methods might bring to
students and teachers. In addition, the ADR method can also be
used to model a full video of conversations and can be exploited
in many potential applications, such as evaluating customer
experience based on a full customer service conversation,
among others.
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