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Applications of Artificial Intelligence (AI) can be examined from perspectives of different

disciplines and research areas ranging from computer science and security, engineering,

policymaking, and sociology. The technical scholarship of emerging technologies usually

precedes the discussion of their societal implications but can benefit from social science

insight in scientific development. Therefore, there is an urgent need for scientists and

engineers developing AI algorithms and applications to actively engage with scholars

in the social sciences. Without collaborative engagement, developers may encounter

resistance to the approval and adoption of their technological advancements. This paper

reviews a dataset, collected by Elsevier from the Scopus database, of papers on AI

application published between 1997 and 2018, and examines how the co-development

of technical and social science communities has grown throughout AI’s earliest to

latest stages of development. Thus far, more AI research exists that combines social

science and technical explorations than AI scholarship of social sciences alone, and both

categories are dwarfed by technical research. Moreover, we identify a relative absence

of AI research related to its societal implications such as governance, ethics, or moral

implications of the technology. The future of AI scholarship will benefit from both technical

and social science examinations of the discipline’s risk assessment, governance, and

public engagement needs, to foster advances in AI that are sustainable, risk-informed,

and societally beneficial.

Keywords: AI, review – systematic, risk, taxonomy, machine learning

INTRODUCTION

Advances in artificial intelligence (AI) have expanded its adoption in computer security of defense
and financial systems, economics, education, and many other fields (Wachter et al., 2017; Winfield
et al., 2018; Linkov et al., 2020). Emerging technologies like AI will eventually contend with
regulatory pressure and public attention that may either hinder emerging technologies or stimulate
their development. Academic discourse on the implications of AI, particularly outside the purely
technical domains such as its societal risks and trust, is still coalescing. Social science inquiries
into AI technology contribute to examining its potential to behave in ways that are harmful.
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Harms can arise from AI applications that are incorrect, illegal,
or inappropriate given an unforeseen context, or that produce
results that accelerate negative trends or consequences (Calvert
and Martin, 2009), Linkov et al., 2019). For example, potential
threats from AI (intentional or not) arise in computer security
applications such as classifying cyber attackers as legitimate users
or vice-versa, monitoring and predicting activity of individuals
in social networks for commercial or surveillance purposes
(e.g., social credit systems), with possible implications on
privacy and civil rights. Understanding these trends in greater
detail can help shape the technological growth, science policy,
and public discussion surrounding AI. Artificial intelligence
developers must innovate while identifying and mitigating
real and perceived risks which may threaten innovation with
premature or prohibitive regulation.

The goals of this paper are two-fold. First and primarily, we
examine AI scholarship in the last two decades to determine
whether research has been dominated by technical development
or is accompanied by a discussion of social implications of
the technology. We define technical research as expanding
the capabilities of AI approaches, methods, and algorithms.
The technical domain includes publications where researchers
are concerned with developing, testing, and deploying new
methods and algorithms. Supervised learning, unsupervised
learning, semi-supervised learning, and reinforcement learning
are examples of AI topics represented in the technical domain. In
contrast, social sciences studies of AI examine the relationship
between society and the implications, outcomes, and social
responses of AI innovation and commercialization. Topics in
the social science domain include economics, ethical, legal and
social implications, finance and economics, regulations and
governance, and risks and decision making associated with
AI applications.

The confluence of technical and social sciences research
has been examined in other emerging disciplines such as
nanotechnology and synthetic biology (Shapira et al., 2015;
Trump et al., 2018a). In the earliest years of a technology’s
development, scholarly publications reflect the advancements
in the technical domain that defines the field. Social science
discourse typically emerges later as commentators identify
opportunities and concerns that the given technology may
present (Bijker et al., 2012). This lag offers a time during a
technology’s earliest development stages, during which it is able
to develop in relative isolation from social commentary. As a
technology becomes well-known and demonstrably viable, social
scientists learn about and react to the new technology to provide
necessary evaluations before the technology fully matures and
approaches the marketplace.

However, such a relative delay in the development of social
science and the technical domains did not evolve in identical
ways for different technologies. Synthetic biology is characterized
by social science discourse that emerged in relative step with
advancements in technical research (Calvert and Martin, 2009;
Torgersen, 2009; Trump et al., 2018b). For synthetic biology,
the lag time is 3 or 4 years at most (Trump et al., 2019),
indicating that social discourse is being applied to emerging
developments in synthetic biology relatively quickly, and before

enabling technologies such as gene editing are fully explored. In
contrast, for nanotechnology research into technical capabilities
emerged first on fullerenes (starting in 1985) or carbon nanotubes
(starting in 1991), and was only followed by social science
discourse of implications on the technology in the mid-to-late
2000s (Mnyusiwalla et al., 2003; Macnaghten et al., 2005; Shapira
et al., 2015; Trump et al., 2018a).

For AI methods and algorithms, social scientists only recently
have engaged substantially in discussion related to the field’s
implications and applications (Elsevier, 2018). For example, in
computer security, researchers and developers have long focused
in efficient machine learning algorithms to accurately detect
cyber-attack or fraud, and only recently discussed issues related
to privacy and bias of such AI algorithms (Linkov et al., 2020).
Nevertheless, such AI literature in the social science domain
has recently appeared (Selbst et al., 2017; Edwards and Veale,
2018), with scholars discussing AI’s privacy and security, ethical,
legal, economic, and other societal implications and applications
(Ananny, 2016; Cath, 2018; Nemitz, 2018). The development
of AI’s methods and algorithms (technical domain) along with
social science inquiries about expected impacts (referred to
hereon as “social sciences domain”) may potentially shape the
future growth, commodification, and social acceptance of AI
technology and its products.

The second goal of this paper is to identify important gaps in
the interaction between the technical and social science domains
in AI research, and to discuss the implications of these gaps.
It is necessary to examine the social science discussion within
this field as well as how emerging breakthroughs are framed as
beneficial or concerning to policymakers and the general public.
This is of particular urgency given the ubiquity with which AI is
deployed in the public sector and within personal devices.

Our past work shows the utility of assessing the co-
development of a field’s technical/physical domain and social
sciences domain by reviewing trends in its published literature
in nanotechnology and synthetic biology (Trump et al., 2018a,
2019). This paper employs a similar approach to AI scholarship.
We quantify the temporal patterns of a bibliographical AI-related
dataset retrieved from Elsevier’s Scopus database. The approach
described in Elsevier (2018) and Siebert et al. (2018) was applied
to Scopus to obtain a comprehensive set of AI publications, and
then the method described in this paper was employed to classify
over 550,000 publications within the technical and social science
domains. Our results provide insight on trends of scholarly
inquiry between 1997 and 2018.

METHODS

Database
An AI-related dataset was retrieved from Elsevier’s Scopus
database of publications’ titles, abstracts, keywords, and other
metadata. The AI dataset was obtained using a two-step curation
approach employing machine learning and expert assessment as
follows. First, a list of keywords was created that is representative
of scholarship in the AI discipline. Second, the keyword list
was used to query publications from the Scopus database. This
curation process is further described in Elsevier (2018), while the
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TABLE 1 | Keywords in the Social Domain (quotes indicate keywords formed by

multiples words. The asterisk denotes wildcard searches.).

“social implications” “oil and gas” tax*

“smart cities” econ* legisl*

ethics financ* politic*

educator* insur* “ISO standard”

“intellectual property” “stock market” “risk management”

moral* “Gini coefficient” “decision analysis”

terroris* governance “risk assessment”

“social media” digitalization “hybrid threats”

“privacy concerns” sovereignty Cyberwarfare

war* “human rights” “legal liability”

transhuman* “civil rights” “natural disasters”

pharmaceut* employment OR unemployment “risk communication”

technical details are provided in Siebert et al. (2018). The query
result is a dataset of about 553,000 items. Each item is a triple
where the first value is a unique article identifier, the second is the
article’s publication year, and the third value is a keyword listed in
the article’s metadata.

Classification of Articles Into Technical and
Social Science Domains
After the dataset described in section Database was obtained,
we drafted a list of AI-related keywords to classify the dataset
of AI research into the social sciences and technical domains.
Our approach assumes that the keywords provided by the
authors of an article approximate the research topics advanced
by that paper. This approach has been used in other bibliometric
databases such as the Microsoft Academic Graph (MAG), which
uses keywords to classify research papers into topics and fields
(Sinha et al., 2015). For example, Effendy and Yap (2017) used
MAG to group papers into general fields of AI and Computer
Science based on their keywords. Moreover, the use of keywords
as an approximation for topics is also common in industry. An
example is Google Trends, which uses frequency of keyword
use in web search to estimate trends in the popularity of topics
(Google, 2021). Our set of social and technical keywords were
separated into two lists of 36 and 38 keywords, respectively,
amounting to 74 unique keywords in total. The keywords are
listed in Tables 1, 2.

The social keyword list was generated using reviews and
perspectives from subject matter experts. The technical keyword
list was generated after inspecting the contents, introductions,
and, whenever necessary for clarification, textual details of
textbooks of AI authorities in the technical field. We grouped the
retrieved journal articles, textbooks, and other sources according
to domain. The sources of the keywords include:

• Social sciences domain (Horvitz, 2017; Miller, 2019; Montes
and Goertzel, 2019; Rahwan et al., 2019).

• Technical domain (Bishop, 2006; Haykin, 2010;Murphy, 2012;
Goodfellow et al., 2016; Sutton and Barto, 2018).

TABLE 2 | Keywords in the Technical Domain.

networks clustering “generative models”

“Deep Learning” “feature extraction” “state space models”

regression “dimensionality

reduction”

Autoencoders

“gradient descent” “natural language

processing” OR NLP

“expert systems”

SVM OR “support vector

machines”

“speech recognition” “locally linear

embedding” OR LLE

“Gibbs sampling” “Computer Vision" “expectation

maximization”

“Monte Carlo” “Recommend* systems” “proportional hazards

models”

“kernel methods” “generative adversarial

networks”

“policy gradient”

“adaptive boosting” OR

AdaBoost

“Markov random fields”

OR “Bayesian networks”

“Markov decision

process” OR MDP

“generalized linear

models”

“Hidden Markov Model”

OR HMM

Bandits

“random forests” “Boltzmann machine” “Temporal-difference”

“pattern recognition” “Gaussian processes” Robot*

“density estimation”

PCA OR “principal

component analysis”

For some of the keywords used in the queries, discriminators
such as wild cards (∗) were employed so as to direct the outcome
of the search (Elsevier, 2016). The time span of our queries was
22 years (1997–2018).

Next, we used the keyword lists to associate the dataset of over
550,000 items (i.e., publication-year-keyword) as semantically
belonging to the technical and/or social AI domains (Mingers
and Leydesdorff, 2015). The two lists enabled us to generate a
representative sample of publications corresponding to the two
domains, as taken from the curated Scopus dataset.

This approach has been applied in previous work to examine
trends and the interaction between the social sciences and
technical domains in other fields. In Trump et al. (2019), a set
of keywords were used to search theWeb of Science database and
to classify articles on synthetic biology into the physical/technical
and social sciences domains, which enabled a discussion of the
evolution of that field. A similar approach was used to discuss the
co-evolution of physical/technical and social sciences research in
nanotechnology (Trump et al., 2018a).

Trends, Domain Overlaps, and Gaps
Changes in the volume of publications in the two domains over
the time of interest are visualized in a time series plot of the
number of articles containing keywords in each domain (social
sciences and technical) (Figure 1 in the Results section). Any
overlap between the domains was also identified and quantified.
Overlap is defined as the number of articles that contain
keywords from both the social sciences and technical domains,
but each article is also individually counted within the social
science and technical tallies.

Frontiers in Computer Science | www.frontiersin.org 3 April 2021 | Volume 3 | Article 653235

https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/computer-science#articles


Ligo et al. Technical and Social Science in AI

FIGURE 1 | Number of publications per year: all publications, papers with technical keywords only, social sciences only, and papers that have both social and

technical keywords.

Terminology Consensus
We also examined the temporal terminology consensus, i.e.,
how many of the keywords used in 1 year are still in use in
subsequent years. We do this by examining the similarity of
keywords appearing in every pair of years in the period 1997–
2018. To examine the degree of all the keywords’ appearance
per calendar year as an indicator for terminology consensus, we
introduce the Jaccard similarity index (Skiena, 2017), defined
as follows:

JA,B =
|A ∩ B|

|A ∪ B|
,

where A and B are two sets of interest. In our case, A and B
are the sets of keywords for any pair of years within the dataset.
The Jaccard index varies between 0 (no overlap) and 1 (complete
overlap of all keywords in a pair of years), and is defined for at
least one of the pair sets A and B as being non-empty. Changes
in terminology consensus were identified by visual inspection of
the Jaccard similarity matrix, displayed as a heatmap (Figure 7)
in the results.

RESULTS

The red curve of Figure 1 shows the number of AI articles in the
dataset published per year. The curve shows superlinear growth
in the yearly number of articles published during the majority of
the 1997–2018 period, except from 2008 to 2013 when AI articles
were published at a roughly constant rate. However, since 2013
the total per year has experienced the sharpest growth in the
period of analysis.

Trends in the Social Sciences and
Technical Domains
The ratio of total number of papers in the technical domain
to the number of papers in the social domain is roughly one
order of magnitude over the last two decades. Figure 1 shows a
time series of AI publications for the technical (green) and social
sciences (purple) domains, as well as the articles that contain
keywords in both domains (blue). The publication growth rate of
the social science literature parallels that of the technical science
domain, suggesting a relatively synchronized engagement of the
social science community with developments of algorithms and
techniques in the technical domain.

Figure 2 shows the ratio of number of articles with social
sciences keywords to number of articles with technical keywords
(blue curve) and indicates that the number of social science
publications is roughly one order of magnitude lower than that
in the technical and social domains. Additionally, the majority of
social science papers were papers that also mentioned technical
keywords. The number of papers examining only social science
is the number of papers in “Social Science” minus the number of
papers “Social Science and Technical” of Figure 1. Nevertheless,
this is a significant social science penetration as compared to
other emerging technologies analyzed in the past (Trump et al.,
2018a, 2019). It is comparable to the ratio observed in the
synthetic biology literature, where concerns related to genetic
engineering generated immediate attention to synthetic biology
development (Trump et al., 2019). In contrast, nanotechnology
shows a ratio of over two orders of magnitude at the onset or
the study, with a significant improvement in that gap over the 20
years of that study.

Moreover, the gap in AI research between the two domains has
been narrowing over the years, mostly due to a sharper growth
in papers that examine social science than the growth in papers
in the technical domain. While the ratio of AI articles in social
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FIGURE 2 | Ratio of number of articles with social sciences keywords to number of articles with technical keywords (blue), and ratio of number of articles with both

social sciences, and technical keywords to total number of articles in the dataset (red), per year.

sciences to articles in the technical domain was 0.076 in 1997, the
ratio more than doubled in two decades and reached 0.17 in 2018.
This suggests that research on the societal implications of AI has
been gaining traction as AI methods and algorithms advance.

Interestingly, the red curve of Figure 2 shows that there is
a small fraction of articles that include keywords in both the
social sciences and technical domains, but that share has been
increasing. The ratio of articles with keywords in both domains
to that of total number of articles doubles from 0.05 in 1997 to 0.1
in 2018. This finding implies a growing level of interdisciplinary
collaboration between researchers in the technical and social
sciences domains, and that more recently the majority of AI
articles in social sciences are interdisciplinary.

Frequency of Topics in the Technical
Domain
Figure 3 shows the number of publications using specific
technical domain keywords in 2010 and 2018, indicating that
the frequency of all keywords increases in that period. The
keyword “networks” is the most frequently used in the technical
domain in 2010 and 2018. That keyword alone appears in 66%
of all articles in that year, probably because of the longtime
interest and evolution of several types of neural networks.
Networks is followed by deep learning and feature extraction, the
former of which barely appears in 2010 but is the second-most
frequently referenced keyword in 2018, indicating new interest
in recent years.

Figure 4 shows the nine most frequently-used AI keywords in
the technical domain between 1997 and 2018. It shows networks
as a dominant topic in all years, although the popularity of deep
learning has grown in recent years. Overall, usage of most AI
keywords has grown steadily over time, as expected given the
general growth in AI scholarship.

Frequency of Topics in the Social Sciences
Domain
In Figure 5, the keywords most frequent in the social sciences
domain both in 2010 and in 2018 are related to economics
and education. This may suggest that those fields pioneered
a relatively larger body of research on societal implications
of AI. It might also suggest that economics and education
pioneered research of AI methods applied to those disciplines,
which may be a relevant effect given the number of papers in
social sciences. Other frequent keywords include social media,
which had comparatively few mentions in 2010, and warfare-
related topics.

Figure 6 shows the nine most frequently-used keywords in
the social sciences domain between 1997 and 2018. It shows
economics and education are dominant topics in all years,
although the popularity of smart cities and social media have
grown between 1997 and 2018. In addition, research using AI
related to these keywords has grown steadily over time.

Temporal Trends in Keyword Similarity
The Jaccard similarity matrix displayed in Figure 7 indicates that
years close to one another (close to the diagonal) are more likely
to use the same terminology, while the greatest dissimilarity
in terms used in the abstract-title-keyword format of Scopus
(∼50%) seems to occur for years far from one another (e.g.,
1997 and 2018). This might suggest a shift in the terminology
(for instance, NLP—natural language processing—encompassing
after 2010 more keywords than it did in the 1990s) or the
emergence of keywords not previously used in the AI context
(Deep Learning is such an example, which appears in the dataset
after 2010).
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FIGURE 3 | Number of publications with each technical domain keyword in 2010 and 2018.

Areas of Overlap Between the Social
Science and Technical Domains
Figure 8 sheds light on interdisciplinary topics in the social

sciences and technical domains that appear more frequently in

research. It shows the number of articles that contain pairs of

keywords in both the social sciences and technical domains.

Figure 8 suggests that the topics that appear separately in single-

domain research (networks, economics, education, etc.) are also

the topics where domain-specific AI research or collaboration

with domain experts are most frequent in 2010 and 2018. It is
plausible that the appearance of keywords from both domains
in an article could result from a lax use of those keywords, or
commonly used terms (such as “network”) which overlap with
our keywords. Nevertheless, keywords from both domains may
at least in part result from the cross-disciplinary collaboration.

Figure 9 shows the nine most frequently-used pairs of
keywords for both domains from 1997 to 2018 and indicates that
collaborations among those topics have been increasing steadily,
with a growth rate similar to the increase in the overall number

of AI publications (with the exception of the number of articles
in economics and networks, which has grown in a faster rate).

Governance Gap Between the Social
Science and Technical Domains
A noteworthy feature throughout the dataset as illustrated in
Figures 8, 9 is the relative low volume of publications containing
both AI research and governance-specific terminology. As
described in the methodology section, social science keywords
captured numerous publications containing keywords such
as governance, ethics, legis∗, legal liability, civil rights, and
others. However, Figures 8, 9 suggest very little interdisciplinary
engagement with these topics by AI researchers from both the
social science and technical domains (The exception is the
combination of risk assessment and networks that appear in the
aforementioned graphs.) This “governance gap” in AI research
exists despite growing concern by social science researchers about
AI governance issues (Wachter et al., 2017; Winfield et al., 2018;
Linkov et al., 2020).
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FIGURE 4 | Number of articles for the most frequent keywords in the technical domain, per year (1997–2018).

This gap also exists despite the interaction between global
events and topic-centered research funding. The multi-decade
period we considered in this paper covered events ranging from
rapid changes in the US national security apparatus following
9/11, the global financial recession in 2008, and other events of
international importance to science and technology in general
and computer security in particular. Several of these events are
referenced in Figure 10. Although there is often some lag, these
events are later reflected in academic literature, mediated by the
science policy that makes grants available to AI researchers in
these areas of emerging concern.

Comprehensive treatment of global events in new AI research
would ideally include discussion of governance and ethical issues,
but that is not always the case. Intuition tells us that AI research
into topics withmilitary and computer security applications, such
as image processing and unmanned aerial vehicles, experienced
an influx of funding in the decades following 9/11. Important
AI keywords for these security and military applications include
convolutional neural networks and computer vision, among
others. However, our keyword analysis shown in Figures 8, 9
indicates negligible overlap between these technical AI keywords
and governance terminology. The governance gap identified by
our analysis suggests that the host of ethics and governance issues
posed by these technologies have not received deep treatment in
the literature.

DISCUSSION

Social science scholarship provides important framing for new
technology advancements and implementation. As technology

grows in complexity, fewer members of the general population
have the technical knowledge to truly understand the technology
and evaluate its benefits and potential costs. Social science
studies must bridge this gap to ensure that the users of the new
technology can understand its implications enough to effectively
consent to its use, or, in the converse, to prevent premature
refusal of beneficial innovations. For example, users may find it
cumbersome to evaluate the security and privacy implications of
terms of service for online services. This difficulty may increase
with AI-enabled services. Evaluating social implications is not
the purview of the technical experts who push the limits of the
technology but is equally important in ensuring technology safety
for broader society, and ultimately its productive application.

Social science experts are needed to provide social evaluation
of technology. They can subsequently bridge uncertainties
and communicate the benefits of a technology to the public,
especially a skeptical public. A robust social science discourse
and evaluation will provide assurances to the public that a
technology’s application is safe and acceptable according to
societal values and may even determine the future trajectory of
the field in terms of responding to societal needs.

Social sciences implications of AI have been a concern
in teaching and media (Elsevier, 2018), and the need
for interdisciplinary research is widely discussed in the
computational social sciences community (Kauffman et al.,
2017). Nevertheless, our analysis reveals that the body of
academic literature in the technical domain is much larger than
that in the social science domain. While that gap has narrowed
over the approximately 20-year study period, it still shows an
output difference in publications between the technical and
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FIGURE 5 | Number of publications with each social science keyword in 2010 and 2018.

social domain of one order of magnitude. This finding resembles
the results for a similar analysis on synthetic biology (Trump
et al., 2018a). In addition to overall trend lines, evidence of the
sharp growth of particular AI technical topics is found in the
increase in frequency of keywords such as networks and CNNs,
deep learning, and feature extraction over the period of study.
Therefore, we can conclude from our analysis that academic AI
researchers who are conversant with governance issues per se are
relatively uncommon. Plausible reasons for this paucity include
insufficient AI researcher expertise in governance and ethics, as
well as the possibility that governance is commonly considered
outside of scope for particular fields or journals (especially the
technical ones). However, this analysis also shows that there
are overlaps in several important public and commercial sector
applications of AI that are current topics of regulatory concern
and public conversation.

That gap between technical and social science AI publications
is narrowing rather than widening despite the growth and
commercial uptake of AI, with a growth in the volume of
social science publications mirroring the growth in technical
publishing. This suggests intensifying interest on the applications
and societal implications of AI by social science researchers.
Moreover, the volume of publications addressing topics in both
the technical and social science domains suggests a small but

increasing volume of interdisciplinary research with possible
inter-domain collaboration that has been argued as essential
to the development of the AI discipline (Elsevier, 2018).
The topics of economics and education appear to be well-
represented in literature that encompasses both social science
and technical topics. Topics such as smart cities, social media,
and risk assessment are relatively less represented in the research
addressing both domains, but have increased in frequency over
the study period. The point of view of social scientists improves
the evaluation of AI research, thus its inclusion in AI studies has
bearing on the field at large.

This analysis also shows that the period of analysis (1997–
2018) was characterized by relative consensus in terminology,
and to some extent avoids effects of emergence, semantic shift,
and obsolescence, which could lead to misclassifications of
publications across the domains. This suggests that the way
the research communities discusses AI has become increasingly
consolidated over time in both the technical and the social
domains. Remarkably, even between the earliest and latest years
of the analysis, we observe that roughly 50% of the keywords
used in 1997 were still in use in 2018, suggesting the existence
of a stable core of terminology used in the technical and
social domains. Unsurprisingly, wider differences in terms are
observed between the beginning and end of the study period, and
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FIGURE 6 | Number of publications for the most popular keywords in social sciences (1997–2018).

FIGURE 7 | Jaccard similarity heatmap of keywords over pairs of years as an indicator of terminology consolidation in time.
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FIGURE 8 | Number of publications with at least one pair of “social”; “technical” keywords in 2010 and 2018.

smaller differences occur across shorter periods.We interpret this
stability of terminology as beneficial for social science researchers
working with technical experts in the AI domain, who now face a
narrowed range of disciplinary jargon.

Finally, our analysis suggests a governance gap. There is
limited evidence of social science researchers’ engagement with
important governance topics, as indicated by AI researchers’
limited use of the governance keywords such as governance,
ethics and moral, human rights, privacy or risk communications.
For example, our analysis shows that the volume of technical
publications in neural networks grew substantially well before
2005, but governance topics such as risk assessment increased
after 2010 or even later. This suggest a period where AI
technology may have developed unchecked, with likely benefits
for innovative and unrestrained development, but also with the
risk of harmful consequences being inadequately considered.
An early engagement of social scientists in the development
of emerging AI methods may help strike a balance between
technical innovation and societal regulation, effectively reducing

the governance gap. Explainable AI, for example, may be
more regulable.

This gap may be narrowed in the future in a number
of ways. First, the social sciences and technical domains can
reconcile the concerns of potential drawbacks or challenges posed
by social scientists and public stakeholders. Cross-disciplinary
research have and may continue to push developers in the lab
to foster “safety by design,” while also reducing or eliminating
certain research ventures that do not compensate for potentially
unacceptable security, ethical, social, or economical outcomes
(Cath, 2018; Veale et al., 2018; Winfield et al., 2018). A second
way to reduce the governance gap may be in the form of social
science research that promotes awareness among the public,
for example in the form of research on risk assessment and
communications that examine transparency and bias of AI
algorithms. This may also enhance the awareness of funding
agencies that in turn can promote the engagement of social
sciences with AI development. A third way to bridge the
governance gap may include research on AI self-governance,
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FIGURE 9 | Number of publications for the most frequent “social sciences”; “technical” pairs of keywords (1997–2018).

FIGURE 10 | Several selected milestones related to the technical and social domains, correlating the events with the overall annual trends of the domains

(1997–2018).

such as the use of the technology to enforce ethical principles or
to monitor and self-correct bias.

The approach we used to identify trends and the governance
gap have been successfully applied to other fields. Nevertheless,

our method has limitations that restrict a generalization of
our results. Keywords are an imperfect proxy of the topic of
research of an article. While some keywords are unequivocally
technical (e.g., “gradient descent” or “support vector machines”),
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others can be ambiguous and characterize research both in
the technical and in the social science domains (e.g., smart
cities). Moreover, it is possible that the appearance of keywords
from both domains in an article could result from a loose
use of those keywords, or commonly used terms which
overlap with our keywords (For example, the keyword networks
may refer to neural networks or to research in 5G cellular
communications with no relation to AI). Nevertheless, keywords
from both domains may at least in part result from the cross-
disciplinary collaboration. In any case, keywords still provide
useful (albeit limited) first order approximation of insights about
general trends.

In summary, the analytical approach used here has been
valuable for its suitability in categorizing and assessing large
volumes of publication data. The analysis shows there is a
wide but narrowing gap between AI literature published in
the technical and social science domains. A potential extension
of this work would be to obtain citation information for
each publication, which would more clearly assert community
structure and causal relationships within the AI dataset. We
also note that topics such as AI governance are relatively
scarce in the literature, suggesting a need for more research
attention. Therefore, in addition to providing an overview for
future research, this work has the potential to inform national
science and technology research funding strategies which can be
leveraged to close those gaps.
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