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In 1985 Egon Börger published his influential monograph on computation theory, logic, and
complexity (Börger, 1989), which focused on the concept of formal language as a carrier of the precise
expression of meaning, facts, and problems, and the concept of algorithm or calculus, i.e., a formally
operating procedure for the solution of precisely described questions and problems. At that time, the
text was at the forefront of a modern theory of these concepts, paving the way in which they
developed first in mathematical logic and computability theory and later in automata theory, the
theory of formal languages and complexity theory. Nonetheless, the state of the theory left many
open problems. Computing started to stretch out into many new application areas. Distributed
computing over networks became possible, database systems facilitated concurrent computation,
artificial intelligence ventured from a niche area to a useful technology, enabling inferential problem
solving in diagnosis, controlling machines through software became possible, etc.

Now, only 35 years later, the rapid progress in computing has led to a fascinating variety of
interconnected systems that are used to support, manage, and control almost all aspects of our life.
There is hardly an area that has not yet been penetrated by computing, and still there are many open
challenges for the continuation of this success story. We are now dealing with systems of systems that
are characterized by the following properties: 1) they operate in parallel either synchronously or
asynchronously exploiting multiple processor cores and computing resources distributed over
networks; 2) they are hybrid interacting with analogue systems with continuous behaviour; 3)
they are adaptive changing their own behaviour; 4) they are intelligent reasoning about themselves
and their environment and learning from data; 5) they are interactive communicating with their
environment; and 6) they integrate random behaviour depending on probability distributions.

For instance, if we consider advanced manufacturing, all equipment will integrate electronic and
mechanical parts with continuous behaviour, software with discrete behaviours, and sensors and
actuators for their integration. Each piece of equipment constitutes an autonomous system of its
own, and all the equipment of a shopfloor form a system of systems. This can be taken further to
systems integrating all systems within a city. Any collection of systems that collaborate to achieve a
common task can be considered a system of systems.

The key challenge for theoretical computer science is to provide the necessary scientific
foundations centered around computation theory, complexity, and logic. It has to be ensured
that modern computing, in practice with all its facets, is grounded in rigorous scientific methods.
There is a huge gap between the abstraction level of an algorithmic system and the level of Turing
machines. It is not sufficient to know that, deep inside the core of systems, we deal with computations
that given a proper string encoding can be represented by Turing machines. Instead, we need a
computation theory over arbitrary structures rather than strings. Structures in the sense of Tarski are
omnipresent in all mathematical theories, and any extension should be conservative in the sense that
the classical theory is preserved as a representation on the lowest level of abstraction.
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• Is there a theory of computation that faithfully covers all the
aspects of systems of systems that occur in practice?

• Is there a methodology grounded in such a theory of
computation that permits the definition and classification
of complex systems and the provision of means for
specification, systematic development, validation, and
verification?

• Is there a methodology that permits reasoning about
problems and their solutions in terms of correctness and
complexity?

A first answer was given in 1985 by Gurevich’s “new thesis”
(Gurevich, 1985), which was further elaborated in the 1995 Lipari
guide (Gurevich, 1995). The new theory emphasizes universal
algebras to capture abstract states of systems and evolving
algebras (now known as ASMs) as the abstract machines
capturing the algorithms on arbitrary levels of abstraction.
These ideas do not only create a new paradigm for the
foundations of computing subsuming the classical theory, but at
the same time can be exploited for rigorous systems engineering in
practice. A remarkable success story started: 1) the compiler
correctness for the Warren Abstract Machine for Prolog was
proven (Börger and Rosenzweig, 1995); 2) the correctness of the
translation from Occam to transputers was shown (Börger and
Durdanovic, 1996); 3) the compilation of Java and the proof of the
correctness of the bytecode verifier was realized (Stärk et al., 2001);
4) a sophisticated and flexible theory of refinements was developed
(Börger, 2003); and much more. The state of the theory and
practice of ASMs is well summarized in Börger’s and Stärk’s
monograph on ASMs (Börger and Stärk, 2003).

While these developments provided evidence that ASMs can
take over the role of the formal languages in computation theory,
it took until 2000 to develop the sequential ASM thesis (Gurevich,
2000): “if an abstraction level is fixed (. . .) and the states of an
algorithm reflect all the relevant information, then a particular
small instruction set suffices to model any algorithm, never mind
how abstract, by a generalized machine very closely and
faithfully”. On the one hand the thesis provided a language-
independent definition of the notion of sequential algorithm
giving for the first time in history a precise axiomatic
definition of the notion of “algorithm” (though restricted to
sequential algorithms). On the other hand, it contained the
proof that all algorithms as stipulated by the defining
postulates are faithfully captured by sequential ASMs. This
justified the establishment of another new notion: a
behavioural theory comprises a machine-independent
axiomatic definition of a class of algorithmic systems, an
abstract machine model, and a proof that the machine model
captures the class of computations. Further behavioural theories
followed capturing parallel algorithms (Blass and Gurevich, 2003;
Dershowitz and Falkovich-Derzhavetz, 2016; Ferrarotti et al.,
2016), recursion (Börger and Schewe, 2020), reflection (Schewe
and Ferrarotti, 2020a), concurrency, and distribution (Börger and
Schewe, 2016), but these are only the first steps.

The behavioural theories yield variants of ASMs that can be
used for rigorous systems development. Furthermore, logics for
the reasoning about deterministic, non-deterministic and

reflective ASMs followed (Stärk and Nanchen, 2001; Ferrarotti
et al., 2017; Ferrarotti et al., 2018; Schewe and Ferrarotti, 2020b).
On the one hand this demonstrates the tight connections between
the classes of algorithmic systems handled in the behavioural
theories. On the other hand, this also shows that the development
of the logical counterpart of the theories has not yet reached the
same development state. This applies even more so to complexity
theory. One of the few studies trying to bring complexity theory
to the theory of computations on structures, is the theory of
choiceless polynomial time (CPT) (Blass et al., 1999), which
studies the choiceless fragment of PTIME. Though it was
possible to show that CPT subsumes other models of
computation on structures, it is strictly included in PTIME. If
the hope had been to exhaust PTIME, this failed and Gurevich
posited his conjecture that there is no logic capturing PTIME
(Gurevich, 1988). If true, it would doom all further attempts in
this direction. This would further imply that complexity theory as
a whole could not be based on more abstract models of
computations on structures, and in particular, it would not be
possible to avoid dealing with string encodings using Turing
Machines. However, this consequence appears to be less evident
in view of the ASM success stories; only recently has a refutation
of Gurevich’s conjecture been achieved (Schewe, 2020).

In summary, what is needed is an enhanced theory of
computation on structures comprising behavioural theories,
logic, and complexity. The theory must provide the backbone
for the systems of systems we deal with in practice in the sense
that it reflects precisely on arbitrary levels of abstraction how
systems in practice operate. Furthermore, the theory must guide
the development of methods for systems engineering in practice
as well as methods for the analysis of system behaviour.

Therefore, based on the challenges that I described briefly
above my ambition for the development of theoretical computer
science is driven by the vision of a complete scientific penetration
of computing in practice, and the journal section should
contribute to this. That is, I aim to obtain as much as possible
an understanding of the challenges arising in practice. So, the goal
is to have journal contributions that are grounded in the scientific
abstraction process transferring practical problems into abstract
problems for theoretical computer science. Then I aim to obtain
solutions of these abstract problems including classification by
expressiveness, complexity, feasibility, etc., so the journal section
should contribute decent advanced computer science theory.
Finally, I aim to see how the theoretical developments feed
back into practice in the form of concrete languages and
methodologies that can provably solve the problems that
inspired the development of the theories.

The important first step, recruiting a board of Associate
Editors sharing the overall vision, has been made. The next
steps, launching special research topics on behavioural theory,
logic, and complexity theory, will follow.
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