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Over the past few decades, video gaming has evolved at a tremendous rate although
game inputmethods have been slower to change. Game input methods continue to rely on
two-handed control of the joystick and D-pad or the keyboard and mouse for
simultaneously controlling player movement and camera actions. Bi-manual input
poses a significant play impediment to those with severe motor impairments. In this
work, we propose and evaluate a hands-free game input control method that uses real-
time facial expression recognition. Through our novel input method, our goal is to enable
and empower individuals with neurological and neuromuscular diseases, who may lack
hand muscle control, to be able to independently play video games. To evaluate the
usability and acceptance of our system, we conducted a remote user study with eight
severely motor-impaired individuals. Our results indicate high user satisfaction and greater
preference for our input system with participants rating the input system as easy to learn.
With this work, we aim to highlight that facial expression recognition can be a valuable input
method.

Keywords: hands-free input, video game controller, quadriplegia, motor impairment, accessibility, video gaming,
facial expression recognition

1 INTRODUCTION

For many people, video games are about experiencing great adventures and visiting new places that
are often not possible in real life. People also build social and emotional connections through gaming
(Granic et al., 2014). Yet, as prolific as gaming is, it is largely inaccessible to a significant number of
people with disabilities (one of four American adults have a disability1). Video games are increasingly
being used for purposes other than entertainment, such as education (Gee, 2003), rehabilitation
(Lange et al., 2009; Howcroft et al., 2012), or health (Warburton et al., 2007; Kato, 2010). These new
uses make game accessibility increasingly critical and even more so for players with disabilities who
stand to benefit greatly from the new opportunities that video games offer.

Gaming is usually far more demanding than other entertainment media “in terms of motor and
sensory skills needed for interaction control, due to special purpose input devices, complicated
interaction techniques, and the primary emphasis on visual control and attention” (Grammenos
et al., 2009). For individuals with degenerative neurological diseases such as muscular dystrophy
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(MD) or spinal muscular atrophy (SMA) grasping, holding,
moving, clicking, or doing pushing and pulling actions, often
needed for using console game controllers, is challenging and
may present an insurmountable hurdle to playing. PC mouse and
keyboard input is also not suitable for many of these users due to
the need for bi-manual control necessary to control game camera
andmovement (Cecílio et al., 2016). To improve access, a number
of input devices such as mechanical switches by Perkins and
Stenning (1986), mouth and tongue controllers (Krishnamurthy
and Ghovanloo, 2006; Peng and Budinger, 2007), mouth joysticks
(Quadstick, 2020), brain-computer interfaces (BCIs) (Pires et al.,
2012), and eye-gaze controllers (Gips and Olivieri, 1996; Smith
and Graham, 2006) have been explored. The suitability of a device
depends on the requirements of an individual as determined by
the degree and type of muscle function available and targeted by
that device.

Despite the wide variety, most of these devices are quite
constrained with regard to the input that they can provide when
compared with the variety and complexity of input required in
conventional games. As a result, players may be restricted to playing
greatly simplified games compared to games created for those with
full muscle control. Although gaming software has started to
include more options for different types of disabled players,
there is still a great need for the design of new gaming input
methods. Newer input types can give disabled players similar
amounts of agency and control as non-disabled players,
especially when software accessibility features are not helpful, as
is the case for players with severe motor disabilities where using
hands to control an input device is not an option.

To facilitate this, in this paper, we propose a novel hands-free
input system, which translates facial expressions (FEs),
recognized in a webcam video stream, into game input
controls. The system is designed in collaboration with a
quadriplegic player and includes speech recognition to serve as
a secondary hands-free input modality. Our system contribution
specifically pertains to the design of a hands-free interaction
system. Although built using the known technique of FE
recognition (FER), put together with keyboard mapping,
speech input, and custom test games, the system holistically
accomplishes novel functionality, which has not been explored
in prior work. Specifically, our system provides a new hands-free
method of playing video games that quadriplegics are otherwise
unable to play with traditional input methods like a keyboard plus
mouse, or a joystick, or a gamepad. Unlike BCIs and other input
technologies designed for motor-impaired users, our system is
inexpensive, easy to learn, and flexible and works without
encumbering the user with sensors and devices.

The main contributions of this work are as follows:

• A fully functional prototype of FER-based video game
control.

• Design of two games that demonstrate the mapping of FEs
to game actions with focus on user agency, user comfort,
ease of use, memorability, and reliability of recognition
along with some design reflections.

• Results of an evaluation with quadriplegic individuals with
neuromuscular diseases.

2 RELATED WORK

Over the past 20 years, researchers have been exploring the
development of assistive technologies (ATs) to increase
independence in individuals with motor impairments. We
present here a subset of the work that investigates interaction
with video games for a broader audience of disabled players as
well as specifically for those with motor disabilities.

2.1 Accessibility in Consumer Video Games
Consumer games are increasingly incorporating accessibility
options. For example, the accessibility options in Naughty
Dog’s 2016 release Uncharted 4: A Thief’s End,2 supported
features like auto-locking the aiming reticle onto enemies,
changing colors for colorblind users, and adding help to
highlight enemies. Sony has also included a number of
accessibility functions in their PS4 console,3 including text-to-
speech, button remapping, and larger font for players with visual
and auditory impairments. In The Last of Us: Part II, released in
June 2020, players can choose from approximately 60 accessibility
features, such as directional subtitles and awareness indicators for
deaf players, or auto-targeting and auto-pickup for those with
motor disabilities.4

Players of a recently released game, Animal Crossing: New
Horizons, are using the customization options of the game to
make the game more accessible. For example, a blind player
demonstrated how they modified the game in ways that do not
rely on sight, whereas another player, a low-vision player, covered
their island in grass and flowers to force fossils and rocks to spawn
in familiar spots5. Not all commercial games are customizable,
which leaves some players with disabilities to either ignore those
games or seek the help of a friend or assistant to “play” the game.
We designed our test games to match the visuals, difficulty, and
gameplay of equivalent consumer games to evaluate playability
with our proposed FE-based input method. In addition to adding
accessibility options in commercial games, many special purpose
games have been developed especially for blind players (Friberg
and Gärdenfors, 2004; Yuan and Folmer, 2008; Morelli et al.,
2010), with a large list of games available on the audio game
website.6

2.2 Accessible Input Devices
Research has explored the design of interaction devices like the
Canetroller by Zhao et al. (2018), which enables visually impaired
individuals to navigate a virtual reality environment with haptic
feedback through a programmable braking mechanism and
vibrations supported by three-dimensional auditory feedback.
Virtual Showdown by Wedoff et al. (2019) is a virtual reality

2https://dagersystem.com/disability-review-uncharted-4/.
3https://support.playstation.com/s/article/PS4-Accessibility-Settings?
language�en_US.
4https://www.playstation.com/en-us/games/the-last-of-us-part-ii-ps4/
accessibility/.
5https://kotaku.com/how-animal-crossing-new-horizons-players-use-the-game-
1844843087.
6https://audiogames.net/.
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game designed for youth with visual impairments that teaches
them to play the game using verbal and vibrotactile feedback.

The leading example of an accessible game controller is the
Xbox Adaptive game controller by Microsoft (2020) that allows
people with physical disabilities who retain hand/finger
movement and control, to be able to interact and play games.
By connecting the adaptive controller to external buttons,
joysticks, switches, and mounts, gamers with a broad range of
disabilities can customize their setup. The device can be used to
play Xbox One and Windows 10 PC games and support Xbox
Wireless Controller features such as button remapping (Bach,
2018).

The solutions presented here, although accessible, are not
usable by those with severe motor disabilities as most of these
solutions rely on hand-based control. In addition, although both
software and hardware input controllers can make gaming
accessible, we point out that the software can provide a more
economical and customizable solution. Thus, in this work, we
explore the design of an input system that works with any
webcam or a mobile device camera without the need for any
other hardware.

2.3 Game Input Methods for Quadriplegic
Players
Assistive devices for users with quadriplegia include trackballs
and joysticks (Fuhrer and Fridie, 2001), speech and sound
recognition systems (Igarashi and Hughes, 2001; Hawley,
2002; Sears et al. 2003), camera-based interaction systems
(Betke et al. 2002; Krapic et al., 2015), gaze-based interaction
using EOG (Bulling et al., 2009) or eye tracking systems (Smith
and Graham, 2006), switch-based systems (Switch, 2020),
tongue- and breath-based systems (Patel and Abowd, 2007;
Kim et al., 2013), mouth controllers (Quadstick, 2020), and
electroencephalogram (EEG)/EMG-based systems (Keirn and
Aunon, 1990; Williams and Kirsch, 2008). Of these ATs, we
discuss below specific systems that have been used for controlling
video games.

Most devices for gameplay collect signals from the tongue,
brain, or muscles that the individual may have voluntary control
over. There are several tongue machine interfaces (TMIs) such as
tongue-operated switch arrays (Struijk, 2006) or permanent
magnet tongue piercings that are detected by magnetic field
sensors (Krishnamurthy and Ghovanloo, 2006; Huo et al.,
2008) to enable interaction with a computer. Lau and O’Leary
(1993) created a radio frequency transmitting device shaped like
an orthodontic retainer containing Braille keys that could be
activated by raising the tongue tip to the mouth superior palate.
Leung and Chau (2008) presented a theoretical framework for
using a multi-camera system for facial gesture recognition for
children with severe spastic quadriplegic cerebral palsy. Chen and
Chen (2003) mapped eye and lip movements to a computer
mouse for a face-based input method.

Assistive devices based on BCI directly tap into the source of
volitional control, the central nervous system. BCIs can use non-
invasive or invasive techniques for recording the brain
signals that convey the commands of the user. BCIs can

provide non-muscular control to people with severe motor
impairments. Although non-invasive BCIs are based on scalp-
recorded EEGs created using adaptive algorithms have been
researched since the early 1970s (Vidal, 1973; Birbaumer et al.,
1999; Wolpaw et al., 2002; McFarland et al., 2008), they have not
yet become popular among users due to limitations, such as
bandwidth and noise (Huo and Ghovanloo, 2010).

Motor-impaired users can play video games with a few
consumer products. Switch (2020) is a non-profit dedicated to
arcade style games that can be played with one switch. Quadstick
(2020) enables three-way communication with computers and
video games using a mouth-controlled device and to engage in
social interaction through streaming on Twitch.7 It includes sip/
puff pressure sensors, a lip position sensor, and a joystick with
customizable input and output mapping.

All these systems and devices have their unique affordances
and limitations. For example, Quadstick (2020) is the most
popular video game controller for quadriplegics, although it is
expensive and needs updating with each new console release.
There are several games where it is not possible to map a physical
option on the Quadstick to a game action because of the large
number of game actions possible. Our proposed software-based
input method overcomes some of the limitations of prior devices
by enabling fast and easy gameplay, the design of macros for
complex input (e.g., jump + turn left) that can be mapped to a
single FE, and customizable mapping of expressions to game
actions. Hands-free interfaces like BCI require the user to wear a
headset that may be difficult to wear and use for extended periods
of time for playing games (Šumak et al., 2019). Our system is
webcam-based and does not require the user to wear any sensors,
trackers, or devices. To our knowledge, FER has not yet been
investigated and evaluated on the basis of quantitative and
subjective data in the context of game interaction for
quadriplegic individuals.

3 SYSTEM DESIGN

Interaction design strives to create solutions that are generalizable
to a large group of people. By contrast, ATs are usually tailored to
the individual. In prior research, it has been shown that the best
effects of an AT are seen when it is developed with and tested by
potential end users (Šumak et al., 2019). The work that we present
here uses the AT design method to develop a camera-based game
input system and test games with the help of Aloy (real name
withheld for anonymity), a quadriplegic engineering graduate
student in our lab. Our co-design process is similar to that of Lin
et al. (2014) who designed a game controller and a mouse for a
quadriplegic teen.

Our design goal was to make use any small muscle movements
available to people with severe mobility impairments to the fullest
extent possible. The prior experience of Aloy with mouth-based
and gaze-based systems was not so positive, so those input

7https://www.washingtonpost.com/video-games/2019/10/14/its-my-escape-how-
video-games-help-people-cope-with-disabilities/.
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modalities were discarded. Because Aloy had voluntary control
over only one finger, hand-based systems were also
impractical. In contrast with other methods that require
users to wear external hardware such as Earfieldsensing
(Matthies et al., 2017) or Interferi (Iravantchi et al., 2019),
we converged on a camera-based system that could use facial
muscle control, which Aloy possessed, as input and support
functionality using webcams or other camera devices that most
users already own or can afford.

3.1 Pipeline
There are four main components to our system: 1) FER or facial
action unit (AU) recognition along with head pose estimation, 2)
speech recognition, 3) interaction design (AU and head
movement to keyboard mapping), and 4) game design and
gameplay. Figure 1 illustrates the system pipeline. Through
the two recognition systems (one for FEs and head pose and
the other for voice), webcam and microphone input are sent to
the keyboard mapper (Section 3.4), which converts them into
keyboard input for each game. For creating the Temple Looter
and First-Person Shooter (FPS) games, we used Unreal Engine
(UE) version 4.25.1.

3.2 Video Input
Ekman and Friesen (1971) categorized facial muscle
movements into facial AUs (FAUs) to develop the facial
action coding system. There have been two major types of
methods used for recognizing FAU over the years—those that
use texture information and those that use geometrical
information (Kotsia et al., 2008). Our system uses the
OpenFace 2.0 toolkit developed by Baltrusaitis et al. (2018)
that is based on capturing facial texture information, for FER
and head pose estimation, hereafter referred to as OpenFace.

3.2.1 Facial Input
AUs in our pipeline are detected in two ways: 1) AU presence—a
binary value that shows whether an AU is present in the captured
frame and 2) AU intensity—a real value between 0 and 5 that
shows the intensity of the extracted AUs in the frame. OpenFace
can detect AUs 1, 2, 4, 5, 6, 7, 9, 10, 12, 14, 15, 17, 20, 23, 25, 26, 28,
and 45. In testing, we eliminated AUs 14, 17, and 20, because they
were similar to other AUs. In addition, AU 45, which corresponds
to blinking, could not serve as an input.

As soon as the player starts, the system begins to estimate AU
presence and intensity values for all 18 AUs within each frame in
the input video stream. The keyboard mapper then converts these
values into game input. Figure 2 (left) shows the six FEs that the
player makes for taking actions in the games. These FEs are
obtained by combining two or three FAUs (Table 1). Figure 2
(right) shows Aloy playtesting the FPS game at home. The AU
combinations of the game were determined experimentally by
Aloy favoring the AUs with higher detection reliability than
others. Table 1 shows the AU combinations used in the games.

3.2.2 Head Pose Input
Head gestures were included to augment the system because not
all AU combinations are expected to work equally well for all
users. We use head nodding instead of turning the head sideways
that has greater potential for being falsely detected as input. In
each frame, the six-dimensional head pose is estimated. If the
player chooses to use head nodding as input in the customization
interface, then we track the vertical movement through rotation
angle around the x-axis to detect a nod.

3.3 Speech Input
We used a Python speech recognition library (Uberi, 2018) to
communicate with Google Cloud Speech API Google (2020) for

FIGURE 1 | The system pipeline shows video and speech data input that is processed and converted to keyboard bindings for controlling actions in each game
[face image for Realtime Video Input from (Cuculo et al., 2019)].

Frontiers in Computer Science | www.frontiersin.org December 2021 | Volume 3 | Article 7514554

Taheri et al. Hands-Free Video Game Controller

https://www.frontiersin.org/journals/computer-science
www.frontiersin.org
https://www.frontiersin.org/journals/computer-science#articles


converting spoken commands to text. The text data was scanned
for specific keywords like “Walk” or “Yes” and converted into
keyboard input using Pynput (Palmér, 2020) and mapped to keys
previously programmed in UE for each action in each game.
Speech interaction served as a backupmodality to AU recognition
and for interactions with the system such as pausing a game or
choosing a game to play.

3.4 Key Mapping
FEs, head nods, and text keywords are mapped to keyboard
input through the keyboard mapper. During testing, it became
evident that AU recognition and mapping per input frame was
frustrating to the user due to the system making multiple
keyboard mappings per second leading to the Midas-touch
problem. To resolve the issue, we set a threshold for the
number of consecutive frames an AU combination needed
to be visible in before getting mapped to the keyboard. This
helped provide more control to the user and improved
reliability. After testing with Aloy, all AU combinations
were set to a five frame threshold.

3.5 Customization
Although the setup and all adjustments presented in this work
are best suited for Aloy and the thresholds configured to the

specific FE abilities of Aloy, we created an interface (Figure 3)
to support personalization. Users can also choose a game
action to be activated by head nodding, to replace the
default input of a FE. When picking head nodding, the
vertical range of movement is configurable and the user is
encouraged to test and determine the values that work best for
them. When choosing FEs, users can set the type and threshold
of the AUs, again based on testing during the setup process.
Customization gives the user the flexibility necessary for
personalizing the system to their own needs. Figure 3
depicts the customization interface. As seen, head nodding
has replaced the default FE of happiness for key 1.

4 GAME DESIGN AND GAMEPLAY

Over 91 different video game genres are available Wikipedia
(2020). We implemented two games for the user evaluation
that differ from one another. Temple Looter was used as a
tutorial and the FPS was used for the study task. Table 1 shows
the mapping of AU combinations to keyboard keys. The
privacy of Aloy is maintained by replacing their face in all
the figures with a virtual character making the same
expression.

FIGURE 2 | Left: Six facial expressions used for playing the games [face images from (Cuculo et al., 2019)]. Top row, left to right: Happy face, sad face, and disgust.
Bottom row, left to right: Wide open eyes, pucker, jaw drop. Right: Aloy playtesting the FPS game at home using a smartphone camera as the input device.

TABLE 1 | Facial AU combinations with their descriptions and their approximate equivalent facial expressions mapped to keyboard keys.

Facial AUs combinations or facial expression Keyboard key

AU6 + AU12 Cheek Raiser + Lip Corner Puller Happiness 1
AU1 + AU4 + AU15 Inner Brow Raiser + Brow Lowerer + Lip Corner Depressor Sadness 2
AU9 + AU10 Nose Wrinkler + Upper Lip Raiser Disgust 3
AU1 + AU2 + AU5 Inner Brow Raiser + Outer Brow Raiser + Upper Lid Raiser Wide Eyes 4
AU7 + AU23 Lid Tightener + Lip Tightener Contempt 5
AU4 + AU25 + AU26 Brow Lowerer + Lips Part + Jaw Drop Jaw Drop 6
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4.1 Temple Looter
To introduce a player to the FER-based game input mechanism,
we designed a simple game where the player moves through a
cave environment and interacts with it using FEs as shown in
Table 2 (left).

Adobe Fuse8 was used to create the game character, which
then was rigged and animated with Mixamo.9 Ambient as well as
task-related sounds are used in all the games. A map in Infinity
Blade: Fire Lands10 was modified to create the game level. An
ancient temple scene similar to one seen in Indiana Jones movies

was created. Looting treasures in temples and running away is the
objective of the game. A stamina bar was added, which the player
needs to fill up by not spending too much energy before sprinting
out of the temple (Figure 4, left).

4.2 First-Person Shooter
The user study test game was an FPS, a popular video game genre.
The FPS character and 40 animation sequences for covering
typical movements in an FPS game were downloaded from
Mixamo (Stefano Corazza, 2020). A blendspace was created to
manage the animation logic playback with actions like walking,
turning, jumping, aiming and shooting, reloading, and crouching.
A single weapon option was added with sound effects and gunfire
animation that showed as a flash at the tip of the gun (Figure ??,
left). Zombies with different animations for walking, attacking,
and dying were used as the enemy. Pathfinding logic was created

FIGURE 3 | We built a custom interface to enable users to change AU detection thresholds and head nod distance.

TABLE 2 | Left: Mappings of the keyboard keys to the actions defined in the Temple Looter game. Right: Mappings of keyboard keys to the actions defined in the FPS game.

Keyboard key Game action Input type Keyboard key Game action Input type

1 Start Walking AU 1 Start/Stop Walking Fwd AU
2 Stop Walking AU 2 Aim and Shoot AU
3 Pick up AU 3 Start/Stop Turning Left AU
4 Sprint AU 4 Start/Stop Turning Right AU
5 Turn Yes AU or Speech 5 Jump AU
6 Turn No AU or Speech 6 Pause AU or Speech

8https://www.adobe.com/products/fuse.html.
9https://www.mixamo.com.
10https://www.unrealengine.com/marketplace/en-US/product/infinity-blade-fire-
lands?lang�en-US.
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for the zombies to move toward the player, when the player was
within a certain distance range. A horde system was implemented
to spawn new zombies on the basis of the heading of the player. In
initial playtest of Aloy, the FPS proved difficult due to fast pacing
for FEs and speech input. To improve gameplay and reduce
frustration, we added an auto-aim feature and limited the number
of zombies to 15. With auto-aim, the player character is turned by
a defined amount per frame before the scoped gun is pointed at
the nearest zombie that is within a predetermined range. Toggling
a key for character movement replaced holding down a key
continuously as in traditional FPS games. This way, the player
could control the character by using their FEs, such as to walk
forward or turn left or right. Because of the latency in cloud
speech processing, speech input did not work as well for FPS
gameplay as it did for Temple Looter. Thus, it was only used for
pausing the game and not for the main actions. The mapping of
FEs to FPS actions is presented in Table 2 (right).

5 EVALUATION

To evaluate whether a FE-based input system is usable for playing
video games by other individuals with neuromuscular diseases,
especially those who have challenges playing with conventional
PC game input (keyboard + mouse), we conducted a study with
eight remotely located participants (in-person study was not
allowed due to COVID-19 restrictions).

5.1 Method
5.1.1 Participants
Twelve individuals were recruited from relevant Facebook groups
created by and for people with MD and SMA. Eight of the 12
participants (five females, age range 18–45, two with MD, and six
with SMA) were able to participate in the remote study. This
sample size falls within the range of most prior research with
quadriplegics (e.g., Corbett andWeber, 2016; Ammar and Taileb,
2017; Sliman, 2018), and in many cases, it is higher (e.g., Lyons
et al., 2015; Soekadar et al., 2016; Nann et al., 2020). For instance,
Ammar and Taileb (2017) explored EEG-based mobile phone
control, and while they conducted an HCI requirement study

with 11 quadriplegic participants based on the work by Dias et al.
(2012), they conducted their final usability study with five healthy
participants. In contrast, our system was co-designed iteratively
with participation of a quadriplegic individual (Aloy) and the full
system usability and experience study was conducted with eight
quadriplegic participants. It is worth noting that we recruited 12
participants. Of those 12, we conducted a pilot study with one
individual. From the remaining 11 participants, we had to discard
study data from three of them because of slow computers and
non-working webcams that made it difficult to complete
the study.

5.1.2 Procedure
We conducted the study over Zoom videoconferencing and split
the procedure into two separate sessions to minimize user fatigue,
a regular response to physical exertion resulting from prolonged
sitting, using the computer, or head nodding (Kizina et al., 2020).
The study took each participant about 3 h. A 1.5-h first session
began with participants providing informed consent (study
approved by anonymous for review), completing a pre-study
questionnaire with demographic questions and information
about their background playing video games. Following the
questionnaire, participants were walked through the
installation of our system. Depending on their ability and
hand muscle control as well as their computer setup (e.g.,
virtual keyboard, placement of webcam, and number of
applications running on the computer), this step took the
longest time, especially for those who did not have assistance
or had assistants with little or no experience working with
computers\enleadertwodots. After installation, participants
were shown how to customize the system and tailor the
settings to their facial muscle movement abilities. A tutorial
game (Temple Looter; Section 4.1) was used to familiarize
participants with FER-based gameplay.

Although the gameplay was different from the FPS (study
task) game, the tutorial allowed participants to get comfortable
with making FEs in front of their webcam, understand how long
each expression needs to last, and control their expression speed
when playing. To avoid exhausting the participants after 1.5 h of
setup time, they played the FPS game in the second session,

FIGURE 4 | Left: Player sprinting in Temple Looter with facial expression input shown in the inset [the inset face image from (Cuculo et al., 2019)]. Right: Player
shooting zombies in the FPS game using a facial expression shown as inset [the inset face image from (Cuculo et al., 2019)].
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scheduled for a different day. Following the FPS gameplay,
participants were asked to fill out a post-study questionnaire
that was split into three parts: 1) system usability, 2) user
experience, and 3) game experience. We also included an
open-ended feedback question at the end of the post-study
questionnaire asking about their overall experience.

5.2 Interaction Framework
For the first two parts of our post-study questionnaire, we used
the theoretical framework of interaction by McNamara and
Kirakowski (2006) to assess our usage of the input system.
The framework focuses on functionality, usability, and user
experience. It explores functionality by investigating how the
controller supports the available game commands. The
interaction method and how input is translated into game
actions is presented in Section 3.

Iso (1998) describes usability as having three components: 1)
Efficiency, 2) Effectiveness, and 3) Satisfaction. The purpose of our
study is not to compare our input system with other input
methods but to determine if a system such as ours can offer a
viable option to those with limited choices in gaming input. We
measured input Effectiveness on the basis of game completion
set to a maximum of 25 min on the basis of a pilot study with
one participant (not Aloy). Efficiency is measured by mental
effort expended by the participants and Satisfaction by
fulfillment of a mental desire. The first part of our post-study
questionnaire measured Efficiency and Satisfaction as part of the
overall usability measurement. There were four related
questions: two evaluated with a seven-point Likert scale and
two other open-ended questions asking participants what they
liked and disliked most about the input system (shown in
Table 3). The Likert scale for Efficiency is (1 � very difficult,
7 � very easy) and for satisfaction is (1 � very unsatisfied, 7 �
very satisfied).

The last element of interaction design is user experience.
Experience is the psychological and social impact of

technology on users. This means impact beyond completing
game tasks and is affected by external factors like design,
marketing, social influence, and mood (Brown et al., 2010).
The second part of the post-study questionnaire asked
participants for feedback on their experience (Table 4). We
collected data for this element using the Critical Incident
Technique (CIT) (Flanagan, 1954). The questions fell into two
categories:

• FER-based input-related questions: We asked participants
four questions (two evaluated on a seven-point Likert scale
with 1 � strongly disagree and 7 � strongly agree, and two
open-ended) regarding how sensitive the input system was
and how quickly they learned to use it.

• Game-related questions: These centered around the FPS
video game played with our input system. Four questions

TABLE 3 | The first part of the post-study questionnaire. The first two questions were rated on a seven-point Likert scale and the second two questions are open-ended
questions.

Component Question item Minimum Maximum

Efficiency Overall, playing the FPS game was Very Difficult Very Easy
Satisfaction How satisfied are you with using facial expressions as input for playing video games? Very Unsatisfied Very Satisfied

Open-ended questions

What did you not like about the system?
What did you like most about the system?

TABLE 4 | The second part of the post-study questionnaire. The questions here were rated on a seven-point Likert scale (1 � strongly disagree, 7 � strongly agree). For each
component, we also asked the participants to provide open-ended feedback on that component.

Category Component Question item

FER-based input-related Sensitivity Overall, the system is sensitive enough to detect my facial expressions while playing
Learnable I could learn how the system works in a short time

Game-related Ease of Use I found it easy to take actions in the FPS game using my facial expressions
Comfort Overall, using facial expressions to interact in the FPS game did not tire me

TABLE 5 | The third part of post-study questionnaire (GEQ) (IJsselsteijn et al.,
2013). All questions were rated on a Likert scale (1 � strongly disagree, 7 �
strongly agree).

Component Statement

Sensory and Imaginative Immersion S1: I was interested in the game’s story
S2: It felt like a rich experience

Tension S1: I felt frustrated playing the FPS game
S2: I felt irritable

Competence S1: I felt successful
S2: I felt skillful

Flow S1: I forgot everything around me
S2: I was fully occupied with the game

Negative Effect S1: I felt bored
S2: I found it tiresome

Positive Effect S1: I enjoyed it
S2: I felt good

Challenges S1: I felt challenged
S2: I had to put a lot of effort into it

Frontiers in Computer Science | www.frontiersin.org December 2021 | Volume 3 | Article 7514558

Taheri et al. Hands-Free Video Game Controller

https://www.frontiersin.org/journals/computer-science
www.frontiersin.org
https://www.frontiersin.org/journals/computer-science#articles


(two evaluated on a seven-point Likert scale with
1 � strongly disagree and 7 � strongly agree, and two
open-ended) asked about the ease of use and how
comfortable it was to use FER for playing the FPS game.

The third part of the questionnaire used questions from the
Game Experience Questionnaire (GEQ) by IJsselsteijn et al.
(2013). As many of the questions were not relevant to our
task and game, we chose 14 of the 33 questions in the original
questionnaire. GEQ categorizes all questions into seven factors.
We picked two questions from each factor that were most
relevant to our study (Table 5).

5.3 Results
5.3.1 Findings From the Usability Questionnaire
Results of Efficiency and Satisfaction as part of the usability of
FER-based input system for playing the FPS game are shown in
Figure 5A. As can be seen, the ratings are positive. Responses to
open-ended questions about Efficiency and Satisfaction were also
very positive.

The facts that participants were able to play without using
their hands and that the system offers an easy to use alternative
were two of the most appealing features of the system. P2 said,
“[I]t was very intuitive and easy to learn how to use. Just the fact
that I can have potentially one extra mode of input would be
huge.” P3 agreed saying, “[B]eing able to toggle certain
movements with just a FE was an interesting idea.” P4, P5, P6,
and P7 also said the feature they liked most was being able to play

without using their hands. The favorite feature of P1 was that it is
“Easy to navigate.”

In response to what they did not like about the FER-based
input, participants expressed a desire to change all the mappings,
although they appreciated the FER sensitivity customization that
the system already provides. P4 said, “[I] wish you could swap FEs
as inputs.” For some players, as also revealed in our testing,
making some FEs was not easy. We expected this because each
individual with neuromuscular diseases has different levels of
facial muscle control. The comment of P5 reflected that “[I]t can
be difficult to get the expressions right.” Interestingly, the sadness
expression (AU1 + AU4 + AU15 or Inner Brow Raiser + Brow
Lowerer + Lip Corner Depressor) was the most challenging for
almost everyone). P7 said that there was “Nothing” they did not
like, and P6 said that “I like it a lot”, which helps validate our
fundamental design idea of using FER as a hands-free input
method.

5.3.2 Findings From the User Experience
Questionnaire
We collected data for “user experience” using the CIT (Flanagan,
1954). Table 4 summarizes the categorization and the
components for each category that we developed: FER-based
input-related � {Sensitivity, Learnable}, and Game-related � {Ease
of Use, Comfort}. Each component has one question reporting
the answer on a seven-point scale, depicted in Table 4, and one
open-ended question asking the participants for additional
feedback.

FIGURE 5 | Usability and User Experience ratings for our input system when playing the FPS game. (A) Efficiency and Satisfaction ratings as part of the Usability of
our input system for playing the FPS game. (B) Sensitivity and Learnability ratings for our input system as part of User Experience. (C) Ease of Use and Comfort ratings
when playing the FPS game with our input system as part of User Experience.

Frontiers in Computer Science | www.frontiersin.org December 2021 | Volume 3 | Article 7514559

Taheri et al. Hands-Free Video Game Controller

https://www.frontiersin.org/journals/computer-science
www.frontiersin.org
https://www.frontiersin.org/journals/computer-science#articles


As shown in Figure 5B, we see high ratings for both the
Sensitivity and Learnability components of the first
category—FER-based input. Several user comments for Sensitivity
also provided positive feedback. Although P7 found the system to be
fairly sensitive, P3 found it much too sensitive, and P8 was mixed.
The high sensitivity can lead to the Midas-touch problem that we
mitigated for Aloy (see Section 3.4) by increasing the number of
frames in between detections. However, this element was not
customizable for the user study experience. P7 offered design
feedback on the customization interface: “I would like there to be
some tooltips when you hover over the sensitivity sliders that tell you
exactly what they govern and what they do. Some are obvious but
others not much.” There were also comments regarding Learnability
such as “As someone who uses computers a lot, it did not take me
long to figure out how it all works and what the sliders did.”, P2 said.
P7 remarked: “Learning process was pretty straightforward. I quickly
figured out how to use it.” P6 even found the learning process
entertaining and said, “It was fun.”Althoughmany of the comments
indicated that the learning process was short, P3 said, “It was usable
but learning how to adjust the settings could be difficult for some
users. It would certainly take some time.”

The results for the Ease of Use and Comfort, the two
components of the game-related category, are shown in
Figure 5C. In these two categories, the distribution of response
ratings is wider, but it still resides on the higher side of the scale.
The responses to open-ended questions were very varied. For the
Ease of Use category, for example, P3 commented: “The overall
system did take a lot of adjustments to get working withmy FEs but
worked decently when it was calibrated.” P7 said: “Once I learned
which facial expression is connected to a specific action, it became
very exciting.” On the other hand, P2 said: “Once I was able to
figure out exactly how to do action number two, it became fairly
easy. The facial expression required was not what I imagined when
I was told to make a sad face. It required a lot more tension than I
initially thought, but eventually it worked.”

Responses to the Comfort category were also diverse. “It could
become tiring if playing for extended period.” said P5, and “Since I
cannot play this type of game anymore, it was quite rewarding to be
able to play without any difficulty in game control.” stated P7. With
a fast-paced game like FPS, we expected some exhaustion, similar to

traditional input systems. Consequently, we put these last two
categories under the game-related because gameplay affects the
overall experience of the player, which does not depend solely on
the controller. A criticism of the sad face expression from P2
showed the mapping of a FE to frequent game actions should be
customizable along with game settings themselves (e.g., number and
speed of zombies in the FPS game). P2 said, “Making a sad face to
shoot zombies made my cheeks get a bit tired.”

5.3.3 Findings From the Game Experience
Questionnaire
Table 6 reports these values, along with the mean and standard
deviation for each item. To measure the internal consistency
between the two items in each component, Cronbach’s alpha
was calculated. Except for Flow and Challenges, all components
have satisfactory internal consistency. These results indicate that
the responses of the participants to the first question did not match
their responses to the second question in these categories. For
example, for Flow, although most of the participants were fully
occupied in the game, it did not make them forget everything
around them. On the basis of their ratings forChallenges, it appears
that although they felt challenged, the effort required to play was
variable across participants, leading to a wider distribution with a
low mean (Figure 6). The visualization of the scores of the
participants for each category is shown in Figure 7.

5.3.4 Overall Opinions About the System
At the end of the study, we asked participants for their overall
feedback on the whole experience, which was very positive. A
good number of comments mentioned that participants “loved
it,” or that “it was fantastic” or “it was way too fun,” or “Overall,
my experience today was easy and very straightforward. I had no
issues getting anything to work the way it should.” One
participant said they are “eagerly awaiting its availability” so
that they can play games again and use it for other input. One
participant mentioned that they would like to reduce the number
of markers (AUs) required for FEs to one. As much as we value
user input, we have to point out that limiting the number of AUs
to one may potentially cause FEs to overlap, leading to difficulty
in accurate detection. When we were iteratively developing our

TABLE 6 | Report of mean and standard deviation for each question item in GEQ along with Cronbach’s alpha for each component.

Component Statement numb Mean Standard deviation Cronbach’s alpha

Sensory and Imaginative Immersion S1 4.75 2.49 0.95
S2 5.25 2.28

Tension S1 3 1.66 0.77
S2 1.75 1.09

Competence S1 4.75 1.36 0.9
S2 5.88 1.66

Flow S1 4.5 2.12 0.52
S2 5.38 1.49

Negative Effect S1 1.63 0.87 0.77
S2 2.38 1.93

Positive Effect S1 6.13 0.93 1
S2 6.13 0.93

Challenges S1 5.63 1.87 0.48
S2 3.5 2

Frontiers in Computer Science | www.frontiersin.org December 2021 | Volume 3 | Article 75145510

Taheri et al. Hands-Free Video Game Controller

https://www.frontiersin.org/journals/computer-science
www.frontiersin.org
https://www.frontiersin.org/journals/computer-science#articles


system, we realized that facial muscles are unconsciously linked
together, and when you move one muscle on your face, it will
inadvertently move one or two other muscles also, making them
unusable for other controls. Another participant found the input
system intriguing and said they would likely use it in combination
with other input devices validating our inclusion of speech-based
input as an added modality. Not only could additional modalities
help with potential fatigue, they could also make the mappings
more natural (e.g., saying “pause” vs. making a FE for pausing the
game as used in the FPS game).

6 DISCUSSION

6.1 System Usability
As presented in Section 5.3.1,Efficiency and Satisfaction represent two
components of system usability. The two related questions were rated
moderately high and open-ended questions received very positive
responses. Almost all of the participants were amazed that our system
did not require hands to play video games and yet offered the ability to
play a fast-paced and popular game like an FPS. Their feedback also
indicates that changing the game mapping to suit different needs is

FIGURE 6 | The ratings of the participants of each statements in every component of the GEQ post-study as part of post-study questionnaire. The statements for
each component are shown in Table 5.

FIGURE 7 | participants ratings of each component of the GEQ questionnaire as part of the post-study questionnaire.
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strongly appealing. For example, making a sad face was very easy
for Aloy so they mapped it to a repetitive and perhaps critical
action in the game. However, after conducting the study, we found
that most participants found it difficult or tedious to make a sad
face expression, which suggests that providing the option to change
the mappings might be a way to accommodate the variable user
abilities. Because most neuromuscular diseases affect facial muscle
control over time, making all expressions might not be possible for
everyone and even for one user that ability may evolve depending
on physical therapy and disease progression.

6.2 User Experience
We evaluated user experience on the basis of Sensitivity, Learnability,
Ease of Use, and Comfort. Participants rated the Sensitivity and
Learnability of the system very high. This was also reflected in
their answers to the open-ended questions. Although most
participants felt the system was sufficiently sensitive, two said it
was too sensitive. As discussed in Section 3.4, Midas-touch is a
problem that we resolved for Aloy by setting a higher threshold for the
number of consecutive frames that an AU combination must be
visible in before registering it as detected input for mapping to the
keyboard. However, on the basis of the study and feedback, this
thresholdmay vary across users and thus needs to be customizable for
each input expression during an initial system setup phase.

Participants rated Ease of Use and Comfort moderately high.
Their comments also implied that the system is learnable and easy to
use. Despite the fact that we had tried to map positive expressions to
positive game actions, the comment about sad face being hard to
make and the desire to change the mappings demonstrates the
personal nature of expression-to-action associations and the ability
to customize the input for each individual would be ideal.

6.3 Game Experience
Although our aim was to study and explore how users experienced
our input system for video game playing, we had to find out how the
players felt about the design of the game itself after they tested the
input system. To do so, we utilized all seven factors from the GEQ
that cover multiple aspects of game design. Four factors—Tension,
Competence, Negative Effect, and Positive Effect—scored satisfactory.

We received a wide range of scores for Sensory and Imaginative
Immersion. Cronbach’s alpha and some analysis revealed why the
distributions of scores for Flow and Challenges were wide—a low
alpha value indicates inconsistency among questions in these factors,
and for these two factors, we got low alpha values (Table 6).
Although the majority of the participants did not strongly agree
that they forgot everything around them, they did agree that they
were fully occupied in the game which resulted in inconsistency in
the Flow factor. Or, for the Challenges, the participants all strongly
agreed they were challenged by the game. However, not all of them
agreed that the challenge required a lot of effort. This is another
affirmation that the game mechanism and input system were not
overly complex and cumbersome.

7 DESIGN CONSIDERATIONS

Here, we articulate three design considerations that future
developers of hands-free input systems for individuals with

neuromuscular diseases may want to consider. These are based
on our experience of co-designing our system, feedback from the
users, and the process of conducting the remote user study.

7.1 Design Input to Support Player Ability
Although it is obvious, understanding the capabilities of the target
users, especially in this community where the situation and needs of
each user are unique based on their disease progression, is the first
step in determining the appropriate input method for them. In our
design, we predominantly rely on facial muscle movements because
those were themuscles Aloy hadmost voluntary control over. During
the co-design process, we discovered that the number of muscles
employed in each FE was an additional factor that needed to be
considered for 1) the comfort level of the player, 2) the ability of the
system to detect the expression reliably, and 3) the potential mapping
to a game action. As Aloy tried several FEs, we found out that those
with two or three AUs were most effective because they were easy to
make repeatedly when needed and were most reliably detected
without false positives.

7.2 Design for Personalization and Flexibility
The frequency of taking certain actions varies across games. For
example, start/stop walking in Temple Looter or turning and
shooting in the FPS is most frequently used. The FEs selected for
these actions need to be fast and easy to make, whereas actions
less often used can be relegated to either a secondary input
method (e.g., speech input) or a more complex expression.
During the study, user feedback pointed to a greater need for
customization than our system currently supports, frommapping
expressions to game actions to choosing whether or not to use
expressions at all. The four FEs (happiness, sadness, disgust, and
contempt) were relatively easy for Aloy to make, but the study
showed that making the sadness expression was particularly
challenging for some users. In addition, we had attempted to
map positive expressions to positive game actions (e.g., smiling to
moving forward) and negative expressions to negative actions
(e.g., sadness to shooting) to assist the user in remembering the
mapping. However, the study showed that mappings are more
personal. Thus, to accommodate each player, enabling a change
in mappings is another type of customization that should be
supported. Last, given the limited set of FEs that are easy to make
and detect reliably and the need to map them to a much larger set
of game actions, combining game action sequences into “macros”
is another customization possibility that would make the system
broadly usable in a large variety of games.

7.3 Consider Fatigue and Disease
Progression
The target audience is particularly prone to fatigue from muscle use
and thus repeated actions like FEs to play a game can be exhausting,
especially if a large number of muscles are involved in making those
expressions. Reducing the number of muscles can lead to false
positives. Hence, it is a fine balance between the number of AUs,
the type of expression, and the game action, and this balance is best
achieved by involving the individual in the design process. A
characteristic of neuromuscular diseases is the progression and
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change in voluntary muscle control over time. A system that
integrates multimodal input (e.g., FEs and speech in our case) can
help provide the player access for a longer duration as their disease
progresses. Similarly, providing multimodal output through visuals,
text, and sound data can help the player stay in control by letting
them know that their FE or speech input was detected by the system
and by allowing them to make informed decisions about next steps.

8 ASSUMPTIONS AND CHALLENGES

COVID-19–induced restrictions prevented in-person evaluation, and
therefore, we conducted a remote study. This was incredibly
challenging considering the degenerative neurological conditions of
our participants. The ability to participate remotely required the ability
to participate independently, even if assistance was available to install
our application and setup the webcam. Despite being easy to install on
any Windows 10 × 64 machine (a prerequisite for participating), the
respective unique situations of our participants brought new challenges
to each study session. The participant was presumed to be sitting in a
wheelchair like Aloy, facing a monitor and webcam. However, one
participant was unable to sit up and carried out the study lying down.
Assuming everyone could hear over Zoom was another assumption
(although we also shared instructions for installing and using Google
Docs). Our best efforts failed to continue with one deaf participant.
Furthermore, we assumed that having a PCmeant having a functional
GPU. The system of one participant had somany applications running
that our application could not manage the real-time frame rate. Our
goal was not to make our participants change their PC environment
because they might have spent hours setting it up exactly how they
needed it. As a result, this study had to be terminated prematurely. Our
study attractedmany people, but attempting to set up the input system
on a PC with different specs can be challenging.

9 LIMITATIONS AND FUTURE WORK

Our work contributes to a body of research and design of hands-
free gaming input for users with severe motor disabilities who
need innovative solutions that can enable them to play
independently. Our current system works for individuals who
can voluntarily control their neck muscles (for the head nod
gesture input) and facial muscles, which may exclude some users.
In addition, it uses speech input that introduces latency and is not
a viable option for some times of faster paced games and requires
clarity in speech for reliable detection, which again may depend
on muscle control for the user. The system also requires a front
facing webcam that is pointed directly at the face of the user,
which may not match the setup for some users.

Although our study focused on one of the most popular
game genres (action games, specifically FPSs11), we did
develop games from two other popular genres, sports, and
adventure that we plan to conduct studies with in the future.
On the basis of our pilot study, we determined that installing

and playing multiple games would be very time consuming and
exhausting for our participant group, although actual
gameplay may not be very long. Therefore, we decided to
focus on one game in the study and seeing the results, we are
encouraged to test our other games in the future. The main
challenge with testing other games is the possibility of
mapping game actions to FEs in a reasonable manner. This
does rule out high speed games although our system enables
creation of macros to successfully play games that require
multiple keys to be pressed simultaneously or on quick
succession (e.g., RPGs) to accomplish a task.

In addition, for future work, a greater degree of customization
would be helpful in assisting a larger number of users with
degenerative diseases. In addition, to make the system useful
for a longer period for each user, it would be helpful if the system
evolved as the disease progressed. Last, more work is needed to
explore the use of FER for gameplay with commercially available
games such that game developers can include FER as an
accessibility feature to add to their growing list of features.

10 CONCLUSION

We proposed a hands-free game input system designed in
collaboration with a quadriplegic student. We conducted a
user study with eight participants with neuromuscular diseases
to evaluate the usability of our system and the gameplay
experience. In light of the unique needs of every motor-
impaired person, we point out that our software solution
can be easily customized to suit their abilities and needs,
assuming that the individual is able to control their facial
muscles. Because more and more game developers and
companies are including accessibility features in their
games, we are hopeful FER will be available soon, opening
up a whole new world of gaming possibilities for people with
severe mobility issues.
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