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Spatial cues play an important role in navigating people in both physical and virtual

spaces. In spatial navigation, visual information with additional cues, such as haptic

cues, enables effective guidance. Most haptic devices are applied to various body parts

to make mechanical stimuli, while few devices stimulate a head despite the excellent

sensitivity. This article presents Virtual Whiskers, a spatial directional guidance technique

by cheek haptic stimulation using tiny robot arms attached to a Head-Mounted Display

(HMD). The tip of the robotic arm has photo reflective sensors to detect the distance

between the tip and the cheek surface. Using the robot arms, we stimulate a point on

the cheek obtained by calculating an intersection between the cheek surface and the

target direction. In the directional guidance experiment, we investigated how accurately

participants identify the target direction provided by our guidance method. We evaluated

an error between the actual target direction and the participant’s pointed direction. The

experimental result shows that our method achieves the average absolute directional

error of 2.54◦ in the azimuthal plane and 6.54◦ in the elevation plane. We also conducted

a spatial guidance experiment to evaluate task performance in a target search task. We

compared the condition of visual information, visual and audio information, and visual

information and cheek haptics for task completion time, System Usability Scale (SUS)

score, NASA-TLX score. The averages of task completion time were M = 6.39 s, SD

= 3.34 s, and M = 5.62 s, SD = 3.12 s, and M = 4.35 s, SD = 2.26 s, in visual-only

condition, visual+audio condition, and visual+haptic condition, respectively. In terms of

the SUS score, visual condition, visual+audio condition, and visual+haptic condition

achieved M = 55.83, SD = 20.40, and M = 47.78, SD = 20.09, and M = 80.42, SD

= 10.99, respectively. As for NASA-TLX score, visual condition, visual+audio condition,

and visual+haptic condition resulted in M = 75.81, SD = 16.89, and M = 67.57, SD

= 14.96, and M = 38.83, SD = 18.52, respectively. Statistical tests revealed significant

differences in task completion time, SUS score, and NASA-TLX score between the visual

and the visual+haptic condition and the visual+audio and the visual+haptic condition.
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1. INTRODUCTION

Spatial cues are essential in Virtual Reality (VR) applications.
In most cases, they rely solely on visual perception. However,
VR already has much visual information to process (arguably,
more than in the physical environment), and too much visual
information can cause visual overload (Stokes and Wickens,
1988). To reduce the visual workload, some adopt audio/visual
information, but they also affect the workload since both the
audio/visual coordinates need to be translated to the body
coordinate (Maier and Groh, 2009) and the head/eyes typically
need to face the visual/audio target. As another approach, haptic
cues are utilized (Weber et al., 2011). Haptic cues are less likely to
be overloaded, are already mapped to the body coordinate, and
do not require looking at the target.

Previous works already succeeded haptic-based
guidance (Günther et al., 2018; Chen et al., 2019). As a haptic
cue for the guidance, vibrotactile stimulation has frequently
been adopted. In vibrotactile-based systems, spatial information,
such as directions and distance, are encoded into vibration
patterns. Most vibrotactile systems have fixed the vibrotactors
to stimulation points on the specific body parts. To provide
vibrotactile information in an effective manner, the tactile
characteristics should be considered. However, the localization
of the vibrotactile perception is based on the phantom sensation:
perceiving the location of stimulus between actuators as a
sensory illusion by amplitude. Therefore, vibrotactors afford
limited information.

Also, in most VR haptic systems, users have to wear the haptic
devices in addition to the HMD. Such additional setup reduces
ease of use. Therefore, by integrating haptic devices the HMD,
the VR haptic system become easier to access.

Moreover, for guidance with haptic stimulation where
precision is required, not only the type of stimulation (vibration,
pressure, wind, thermal, etc.) but also the stimulus position
is important. Previous studies reported that, if the head is
stationary, the haptic stimuli position is likely to be perceived
relatively to a body-centered reference frame (Van Erp, 2005)
(i.e., the body midline). On the other hand, if the head is not
stationary (like in VR applications), the stimuli location is likely
to be perceived relative to an eye-centered reference (Pritchett
et al., 2012). Furthermore, if the haptic stimuli are provided on
the torso when the head moves, the perceived stimulus position
is shifted (Ho and Spence, 2007).

With facial haptic stimuli at the eye-level, we can avoid having
two reference frames when the head is non-stationary. A previous
study on facial haptics revealed that checks’ facial haptic was
better in localization perception compared to the forehead and to
above the eye-brow (Gil et al., 2018). Several facial-based systems
have been developed, such as winds (Wilberz et al., 2020) and
ultrasounds (Gil et al., 2018).

With the advent of consumer immersive VR Head Mounted
Display (HMD), consumer VR haptic devices have emerged
in the market1,2. Those devices typically stimulate hands (e.g.,

1bhaptics, https://www.bhaptics.com/tactsuit/.
2HaptX |Haptic gloves for VR training, simulation, and design, https://haptx.com/.

haptic gloves), waist (e.g., haptic belt), or the body (arms, legs,
chest, etc.; e.g., haptic suit). Nevertheless, few devices target
the user’s face, despite the excellent sensitivity of the facial
region (Siemionow, 2011).

In this study, we present VirtualWhiskers, a spatial directional
guidance system attached to an HMD with facial haptic stimuli
to cheeks (Figure 1). We develop an HMD-based facial haptic
system that offers stimulation to the cheeks (Figure 2). In
advance of the stimulation, we detect the cheek skin surface using
proximity sensors (Figure 3). It consists of two robotic arms
attached to the bottom of an HMD (c.f., Figure 4) with proximity
sensors. We investigate how accurately haptic cues on the cheek
offer directional information; and how effectively facial haptic
cues allow spatial guidance in a virtual environment (VE). Our
contributions are as follow:

• Cheek stimulation using robot arms integrated into an
HMD to provide spatial guidance cues. The robot arms are
moved with proximity sensing to control contact with the
cheek surface;

• Investigating how cheek stimulation affects directional
guidance. In our experiment on directional guidance, we
found that haptic cues on the cheek provided accurate
direction two cues (azimuth and elevation) in VR space,
but that azimuthal angular accuracy was better than
elevational one.

• Investigating how effectively cheek stimulation guides users;
We experimented on how effectively haptic cues on the
cheek improve task performance, usability, and workload.
In the target searching task, our guidance technique
achieved a shorter task completion time, high usability,
low workload than the other conditions that provided only
visual information and visual/audio information. Also, our
technique enhanced spatial directional perception.

This work is an extended version of the previous
work (Nakamura et al., 2021).

2. RELATED WORK

Haptic cues are important in terms of VR and computer-
human interaction. Haptic receptors are distributed throughout
the body, while receptors for other major senses: vision, audio,
taste, and smell are located in specific facial locations. There
are various types of haptic stimuli, such as touch, temperature,
and pressure. Previous studies have offered haptic stimulation
on various body parts and have integrated other modalities such
as visual and audio cues in order to enrich VR experiences as a
multi-/cross-modal stimulation.

Our torso has a large surface area, which allows installing
haptic actuators on various places to stimulate the large area.
Delazio et al. (2018) proposed a force feedback system that placed
airbags inside of a vest to enrich VR experience. As one of
the most sensitive parts to haptic stimuli, there are our hands.
Günther et al. (2018) mapped spatial information into vibration
pattern to navigate in 3D space with tactile glove embedded
multiple tactors. Chen et al. (2019) built a handheld pin-array
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FIGURE 1 | Spatial directional guidance using cheek haptic stimulation. (Left) The direction of a target (red sphere) in a virtual space is represented as the azimuthal

angle ϕ and the elevational angle θ in a spherical coordinate. (Center) The azimuthal and elevational angles (θ ,ϕ) are mapped to a point on a cheek surface. (Right) A

robot arm touches the point on the cheek to present target directional cues.

haptic display to present a direction to the palm. Ion et al. (2015)
displayed simple spatial shapes on the user’s skin by dragging
the skin with tactors embedded into wearable devices. Tsai et al.
(2021) proposed a wrist-worn force directional guidance system
to provide spatial information by pulling a wristband toward the
target direction. As another approach, some studies employed
external devices, such as a quadcopter (Hoppe et al., 2018) and
swarm robots (Suzuki et al., 2020), to render touchable surfaces.
Shen et al. (2020) developed a neck augmentation system using
a head-worn robotic arm. Al-Sada et al. (2020) designed a wait-
worn wearable robotic arm to provide haptic feedback to an
immersive HMD user. They mounted different types of haptic
actuators, such as a gripper, a fan, and a brush, on the end effector
of the arm to enrich the VR interaction. However, if our head
was not stationary, haptic stimuli to the body were encoded in an
eye-centered reference frame (Pritchett et al., 2012).

It is equally important that our head has a dense distribution
of haptic receptors, which allows perceiving the haptic stimuli
sensitively. So, many studies targeted the head region to
present haptic cues. Cassinelli et al. built a prototype to let
users perceive spatial information with haptic feedback to the
head (Cassinelli et al., 2006). Berning et al. (2015) designed
a head-worn pressure-based haptic device for augmenting
spatial perception by translating distance between the user
and surrounding objects into pressure. In terms of VR users,
haptic actuators have been integrated into an HMD. Tseng
et al. (2019) attached physical widgets to the HMD to interact
with the virtual environment. Wang et al. (2019) deployed
a skin-stretch array to an HMD facial interface to provide
two-dimensional haptic feedback. Some studies tried providing
three-dimensional haptic feedback. Tsai and Chen (2019) built
impact devices attached to the front side of the HMD to
present a 2.5D instant impact. Matsuda et al. (2020) encoded
directional information into vibration patterns and presented
the pattern around the neck. Kaul and Rohs (2017) installed
multiple vibrotactors around the head to offer directional
information even at different heights. de Jesus Oliveira et al.
(2017) developed a vibrotactile-based guidance system that

provided directional information around the forehead for
immersive HMD users. They mapped the azimuthal direction
into vibrational position and the elevational direction into
vibrational frequency. Moreover, Peiris et al. provided spatial
information using thermal feedback on the forehead (Peiris et al.,
2017a,b). As indicated above, facial haptics augments our ability
and enriches interaction, such as spatial guidance and spatial
awareness.

A cheek is one of the facial parts and is also sensitive to
haptic stimuli, but few studies utilized it for interaction. In the
field of brain-computer interface, Jin et al. (2020) explored the
potential of cheek stimuli. A previous study indicated that when
in-air ultrasonic haptic cues were provided on the cheek, users
could perceive stimulus location well (Gil et al., 2018). A previous
study found that cheek haptic stimulation synchronized with
visual oscillation by user’s footstep reduced VR sickness (Liu
et al., 2019). Teo et al. (2020) presented weight sensation by
combining visual stimulation with the cheek haptic stimulation
and vestibular stimulation. The above approaches stimulated
specific locations, while Wilberz et al. (2020) leveraged a robot
arm mounted to an HMD to stimulate around the mouth in
fully localizable positions. They attached some haptic actuators to
provide various feedback, such as wind and ambient temperature,
and showed that users could judge directions from wind cues.
They also showed that the multi-modal haptic feedback to the
face improved the overall VR experience.

Haptic systems enable us to augment our ability. Primarily,
the cheeks and mouth are more sensitive than the other facial
areas. Previous studies revealed that the cheek had a better ability
to locate haptic stimuli than other parts and that localizable
stimuli improved the VR experience. Previous studies on mouth
and cheek stimulation presented ambient information, such as
wind (Wilberz et al., 2020) and ultrasonic (Gil et al., 2018),
and investigated horizontal directional cues. With the cheeks’
capability of haptic stimuli, we developed a cheek haptic-based
guidance system in 3D space. Lip has a thin skin layer and is
susceptible to various damage. In addition, direct lip stimulation
can cause discomfort. Therefore, we stimulate only the cheek,
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FIGURE 2 | System configuration.

FIGURE 3 | Cheek surface calibration. (A) Cheek surface tracking in a horizontal direction. (B) Cheek surface tracking in a vertical direction. (C) Fitted quadratic

surface to points on the cheek surface. Blue markers were the actual points on the cheek surface. The wireframe was an estimated surface.

excluding the lips, to explore the potential of cheek haptics.
We investigated how “direct” cheek haptic stimulation could
guide in 3D space. Also, we investigated how accurately vertical
movements on the cheek can guide users in the elevational
plane. We designed a robot arm-based system that stimulated
localizable positions in order to present haptic cues on the cheek.

3. SYSTEM DESIGN

We present directional cues on a cheek to guide the user. We
stimulate a cheek for presenting directional cues. Our face has a
dense distribution of haptic receptors, as indicated in Penfield’s
homunculus. In particular, the mouth and cheek are sensitive
to mechanical stimuli so that we can recognize the stimulation
position precisely. However, the lips are more susceptible to even
slight stimulation due to their thin skin layer. In addition, the
lip engages in essential activities such as eating and speaking.
Therefore, we avoid stimulating the lip. Strong force toward the
teeth can injure the mouth due to the teeth’ hardness. Therefore,

we touch both sides of the cheeks with weak to moderate
force.

We attach two robotic arms to an HMD to stimulate a cheek.
The cheek can detect a stimulation position, which requires a
haptic device capable of stimulating the precise position. So, we
adopt a robot arm with a linkage that can move to a localizable
position on the cheek. The robot arms are attached to an HMD
to present the stimulation even while walking around. However,
if only a single robot arm is used, long linkages and high-torque
motors are required for joints, which increases the overall weight
of the arm. Therefore, to avoid the increase of the weight, we
placed two robot arms on the left and right sides of the cheeks.

To obtain a point on the cheek skin surface, the accurate
surface geometry information is essential. A camera-based
approach is popular for measuring facial geometry. However,
an HMD and robot arms may occlude the face. When cameras
are mounted on the robot arms, the sensing would be difficult
due to a motion blur. Therefore, we use photoreflectors as
proximity sensors. A photoreflector has a light emitting diode
and a phototransistor. A light emitting diode emits the light, and
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FIGURE 4 | Haptic stimulation device. (Left) Device overview. (Center) Robot arm. (Right) Robot arm tip.

a phototransistor detects the intensity of the light reflected from a
skin surface. The light intensity varies with the distance between
the photoreflector and the skin surface. So, the phototransistor
value can be converted to a distance with a power-law model.
Especially, photoreflectors can detect the distance within a close
range, so we attach them to the arm tips. On the four sides (top,
down, left, right) of the arm tip, photoreflectors are arranged to
detect the distance to the skin surface to obtain the shape around
the arm tip. Photoreflectors detect points on the cheek surface,
and the arm traces the cheek surface (Figure 3). However, the
cheek has a large curvature. If the arm tip faces at a constant
angle during the tracing of the cheek surface, the photoreflectors
and the skin becomes too far from the cheek skin, which can
cause the photoreflectors to mispredict the distance. So, while
tracing the cheek, the arm detects the horizontal normal direction
to keep the distance within an appropriate range. From the arm
trajectory, we collect points on the cheek surface. We assume that
the local facial part can be predicted as a quadratic surface. We
fit a quadratic surface to the points on the cheek to obtain the
cheek surface.

We map a direction to a point on the cheek to present a haptic
stimulation indicated a target direction (Figure 5). We get the
target direction (azimuthal and elevational angles) by converting
the Cartesian coordinate system to a spherical coordinate system.
The azimuthal and elevational angles are transformed into a line
equation. The elevational angle is mapped to a height offset; The
azimuthal angle is converted to the line slope. We calculated
an intersection between the quadratic cheek surface, and the
line encoded the azimuthal and elevational angles. We use this
intersection as a stimulation point. However, we avoid touching
the lips, which are located on the center of a face. Therefore, when
the target is located in the front of the user, we stimulate the left
and right cheeks with two robot arms simultaneously. Thus, we
present directional cues by touching on the position encoded the
target’s spatial information.

For the safety of users, we stop and move them away
from the cheek if the end effector is at an abnormal position
during calibration and cheek stimulation. When the robotic arms
stimulate the cheek, the photoreflectors measure the distance

between the end effector and the cheek surface. Using the distance
of the photoreflectors, we judge whether the end effector is inside
the cheek. If the distance is larger than a threshold, we move the
robotic arms toward the opposite direction of the user and stop
actuating the robotic arms.

4. IMPLEMENTATION

We developed a system to present directional cues on a cheek
(Figure 2). Our system consisted of a haptic stimulation device
(Figure 4) and software. The device detected the cheek surface
and presented haptic stimulation on the cheek using two robotic
arms. The software controlled the robot arms, detected the cheek
surface, and translated a direction to a point on the cheek. We
integrated software and hardware to VE developed with Unity.

4.1. Haptic Stimulation Device
We created a haptic stimulation device by modifying an Oculus
Quest 2 (Figure 4, Left). We attached two robotic arms and a
circuit out of the HMD’s built-in camera view. The robotic arms
were attached to the left and right sides of the bottom of theHMD
to stimulate each cheek side. We fixed the robotic arms using
brackets created with a 3D printer. The circuit was mounted on
the top of the HMD through the HMD’s head strap.

The robotic armwas designed with 5DoF (degree of freedom),
allowing stimulating the cheek in 3D space. We used five servo
motors of two types for the robot arm joints (Figure 4, Center).
Three of five were Tower Pro MG92B servo motors that had
an enough torque (0.30 N·m) to support the arm. The other
two were PowerHD DSM44 servo motors that were lighter than
MG92B servo motors and had a less torque (0.12 N·m). MG92B
servo motors were placed at the first, second, and third joints.
DSM44 servo motors were installed on the fourth and fifth joints
to reduce the load of the other joints by reducing the arm tip
weight. The arm’s tip was rounded not to injure the cheeks. On
each arm’s tip, four photoreflectors are located on the right, left,
up, and down sides (Figure 4, Right). The robotic arm could
present a force within the range of 0.4 to 5.8 N. In stimulating
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the cheek, the robotic arms provided the least force (around 0.4
N) not to injure the cheek.

The circuit consisted of a microcomputer (Arduino Nano)
and a 16-channel pulse width modulation (PWM) servo
driver (PCA9685, NXP). The microcomputer was connected
to a computer via a USB cable. The microcomputer received
instructions from the computer via serial communication
to rotate servo motors and send photoreflector values. The
microcomputer instructed the pulse width to the PWM servo
driver with I2C to control the servo rotation angle. The Servo
motors were supplied the power from a 5V AC adapter.
The microcomputer got photoreflector values via an analog
multiplexer (TC4052BP, TOSHIBA). The cables were covered by
black tubes.

4.2. Robot Arm Control
We utilized inverse kinematics to move the robot arms to a
localized 3D position. Inverse Kinematics calculated each arm
joint angle corresponding to a provided position and arm tip
posture. The calculated angles were sent to the microcomputer to
rotate servo motors. The servo motors on the joints were rotated
to the calculated angle to move the robot arms. In providing
haptic stimulation, we kept the arm tip posture constant. Out of
two DSM44 servo motors, one kept the azimuth angle at 60◦, and
the other kept the elevation angle horizontal to the ground. These
angles were decided empirically. In measuring the cheek surface,
we controlled the arm tip so that the photoreflectors could detect
the skin appropriately as described in section 4.3. We defined
the origin in robot arm coordinate as the position of the first
arm joint.

4.3. Cheek Surface Estimation
We detected the cheek surface to calibrate the mapping physical
and virtual space. We traced the cheek surface with the robotic
arms and collected points on the trajectory. By fitting a quadratic
surface to the collected 3D points, we estimated the cheek
surfaces. The calibration was performed for each arm due to the
asymmetrical facial geometry.

In collecting points on the cheek surface, the robot arm traced
the cheek surface. At first, the robot arm moved straight from
its initial position until it touched the cheek surface. While the
arm was moving, the photoreflectors detected the distance from
the arm tip to the cheek surface by converting the sensor values
into an actual distance with a power-law model (y = axb). Then,
the arm moved along the cheek surface in the following order:
rightward, leftward, downward, rightward, and upward. At that
time, the arm moved within a range xsmin < x < xsmax , zsmin <

z < zsmax . When the arm moved to the right, the photoreflector
on the right side of the arm tip measured the distance to the
cheek surface, and the next position to move was computed using
Equation (1) (Figure 3A).





x′

y′

z′



 =





x
y
z



 +





− sinα cosα 0
cosα sinα 0
0 0 1









dx
dy
0



 (1)

dx was 1.5 because the photoreflector width was about 3.0 mm.
Also, the arm detected the horizontal normal direction to the

cheek at the current position. The photoreflectors on the left and
right sides detected the distance to the cheek surface, and then
the gap between the normal and the current arm tip direction was
calculated as follows: θdiff = arctan((dyl+dyr)/2∗dx). The tip of
the arm was rotated by the difference from the horizontal normal
direction of the face. Then, the arm moved to the next position.
The arm iterated the above procedure until the arm’s position x
reached the right edge of the stimulation area (xsmax ). Next, in
case that the arm moved to the left direction, a similar procedure
as described above was performed until the arm’s position x
reached the left edge of the stimulation area (xsmin ). When the
arm moved downward, the photoreflector located on the bottom
side of the arm tip measured the distance to the cheek surface,
and the next position to move was calculated using formula 2
(Figure 3B).





x′

y′

z′



 =





x
y
z



 +





cosβ − sinβ 0
sinβ cosβ 0
0 0 1









0
dr
dz



 (2)

dz was decided to 1.5 thanks to the photoreflector width, and β

was defined as follows: β = θ0 + θ4 + 90degrees (θn was the
arm’s n th joint angle). The arm iterated to move the detected
point until the arm’s position z reached the bottom edge of
the stimulation area (zsmin ). A similar procedure as above was
performed when the arm moved to the right and up direction.
Thus, the arm moved along the cheek surface. By collecting the
points on the arm trajectory, we acquired the points of the cheek
surface. During the point collection, if the estimated distance
dyl, dyr , dr was larger than a threshold, our system released the
robotic arms from the user’s cheek surface and automatically
stopped. We empirically decided the threshold as 2.0.

Using the collected points, we estimated the cheek surface as
a quadratic surface (Figure 3C). We fitted a quadratic surface
to collected points to compute the parameters of the quadratic
surface with the least-square method (Equation 3). This way, we
obtained the cheek surface as the quadratic surface. The cheek
surface estimation was performed for each arm.

ax2 + by2 + cx+ dy+ e = z (3)

4.4. Haptic Stimulation
We encoded a target’s spatial information into a stimulation
point and touched it with the robotic arms to present directional
cues (Figure 5). We obtained directional information from the
target position (xt , yt , zt). Based on the directional information,
we determined which robot arm to use to stimulate. Then,
we calculated the position on the cheek surface (xs, ys, zs)
corresponding to the directional information. We mapped the
calculated position (xs, ys, zs) within the stimulation area to
determine a stimulation point (xc, yc, zc).

As the first step, we converted the target position (xt , yt , zt)
into an azimuthal and an elevational angles (θt ,ϕt) in the
virtual space. By transforming the virtual world coordinate
into the head coordinate, we translated the target position
(xt , yt , zt) into the position in the head coordinate (xh, yh, zh). The
position (xh, yh, zh) was converted into a position in a spherical
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FIGURE 5 | Haptic stimulation flow. The target position was converted to an azimuthal and an elevational angle. These two angles were translated into a line. The

intersection between the line and the cheek surface was calculated and was mapped to the stimulation area (the transparent gray area) to obtain the stimulation

position.

coordinate (rt , θt ,ϕt) to obtain an azimuthal and elevational
angles (ϕt , θt).

In accordance with the azimuthal angle ϕt , we determined the
robotic arms to use; if the azimuthal angle was within the front
area (abs(ϕt) ≤ ϕf ), both arms were used; if the target was at
the left side (ϕt < −ϕf ), the left arm was used; if the target
was at the right side (ϕf < ϕt), the right arm was used. In our
implementation, we set ten degrees as the threshold of the front
area ϕf .

Then, the azimuthal and elevation angles (ϕt , θt) were
translated into a line to calculate a point on the cheek curved
surface (xs, ys, zs). The elevation angle θt was converted into the
height of the line zoffset as follows:

zoffset =











zmin (θt < 0)
sin θt
sinθmax

∗ (zmax − zmin) (0 ≤ θt < θmax)

zmax (θmax ≤ θt)

(4)

In our implementation, θmax was 45 degrees, zmin was 0, and
zmax was 20. The azimuthal angle ϕt was used as a slope of the
line (tanϕt). The line encoded the azimuthal and elevation angles
(ϕt , θt) was as follows:





x
y
z



 = t





tanϕt

1
0



 +





0
0

zoffset



 (t :Constant) (5)

We calculated the intersection (xs, ys, zs) between the estimated
cheek surface (formula 3) and the line (formula 5) to obtain the
point corresponding to the target’s directional information.

According to the calculated position (xs, ys, zs), we determined
stimulation points (xc, yc, zc). We classified the estimated cheek
surface into four areas based on xs as shown in Figure 5 Center;
area A was xf < xs; area B was xcmax ≤ xs < xf ; area C
was xcmin ≤ xs ≤ xcmax ; area D was xs < xcmin . xf was the
threshold of the front area, which corresponded to the threshold
of the azimuthal angle ϕf . xcmax and xcmin were the maximum and
minimum value of the stimulation area respectively. Depending

on which area the calculated point (xs, ys, zs) was, we computed
the stimulation position (xc, yc, zc) as follows:

(xc, yc, zc) =











(xcmax , yxcmax ,zs , zs) ((xs, ys, zs) in area A or B)

(xs, yxs , zs) ((xs, ys, zs) in area C)

(xcmin , yxcmin ,zs
, zs) ((xs, ys, zs) in area D)

(6)
yxcmax ,zs

was the y value in Equation (3) when x = xcmax

and z = zs. yxcmin ,zs
was the y value in Equation (3) when

x = xcmin and z = zs. If both robot arms were used, the
stimulation position was calculated for each side of the cheek. The
stimulus encoded azimuthal direction was discrete, while that
of elevational direction was continuous. We expected that the
continuous stimulation in the elevational plane would let users
recognize the height information accurately. Finally, we decided
the stimulation position (xc, yc, zc) and touched it with the robot
arms to present the directional cues on the cheek.

To protect the safety of the users, if the estimated distance
dyl, dyr , dr was larger than a threshold, our system moved the
robotic arms to the opposite side of the users, and then stopped
robotic arm actuation, as described in section 4.3.

5. EXPERIMENT 1: DIRECTIONAL
GUIDANCE

We investigated how accurately haptic cues on the cheeks
provided directional information in VR space. In this
experiment, participants searched and pointed invisible
targets in a virtual environment with haptic cues on cheeks.
The targets appeared at 15◦ intervals of 180◦ in the azimuthal
plane and of 90◦ in the elevation plane, for a total of 91 locations
[13 (azimuth) * 7 (elevation)]. When the target appeared,
the robot arms started to stimulate the participant’s cheek.
The robot arms provided the stimulation according to the
participant’s head posture and the target location. In the virtual
environment, the head position was fixed, while the head
rotation was reflected. Participants turned to the target direction
and pressed a controller button to point the target direction. We
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placed a reticle in front of participants to help them to select
the target. We showed instruction texts to participants in the
virtual environment. We evaluated the absolute azimuthal and
the absolute elevational angular error and task completion time.
There were 18 participants (16 males, 2 females; age was M =

24.28, SD = 2.68), and they had no disability related to tactile
organs. The participants were recruited from the students of
the Faculty of Science and Technology of our university. Out
of 18 participants, 14 had experienced using VR (>10 times),
and the others had experienced using VR (>once). Nine of 18
participants played VR less than an hour a week, and the rest
of them played VR more than an hour a week. The participants
provided written consent form before the experiment.

Our experiment had two sessions, namely, a rehearsal session
and an actual performance session. In the rehearsal session,
participants looked for the invisible target with the help of
haptic stimulation. The rehearsal session consisted of 45 trials,
and one target appeared in each trial. We set a five seconds
interval between each trial. During the interval, participants were
instructed to gaze at the front, and the robot arms stopped
stimulating. Participants selected the direction until they selected
the correct one. If the error between the selected direction and the
actual target direction was within 10 degrees in azimuthal and
elevational angles, we regarded it as correct. When participants
selected the correct target, they heard the audio feedback for the
correct answer and showed the actual target for three seconds.
Then, the trail moved on the next. In the actual performance
session, participants looked for the invisible target by relying
on the haptic stimulation as in the rehearsal session. The actual
performance session consisted of 91 trials. When participants
selected the direction, they heard the audio feedback, and the
trial moved on to the next. We instructed the participants
to wear the haptic stimulation device, earplugs, and a noise
canceling headphone. During the experiment, white noise was
played through the headphone to reduce the noise from the
robot arms so that participants hear only the sound from the VE.
This study was conducted with a signed consent form collected
from participants and an experimental protocol followed the
guidelines provided by the research ethics committee at the
Faculty of Science and Technology, Keio University.

5.1. Experimental Protocol
We first explained the task and the procedure of the experiment
to the participants. Also, we asked the participants to tell us if the
participants felt anomalies. We instructed the participants to put
on the haptic stimulation device and earplugs and sit him on a
chair. Then, we estimated the cheek surface of the participants.
At that time, we instructed the participant not to move during
the calibration. After the cheek surface estimation, we showed
the VE and demonstrated visual and cheek haptic information
of the target position to the participant. Here, we instructed
the participants to move the head up, down, left, and right to
present haptic stimulation when the target was located in front.
After the demonstration, we put a noise canceling headphone on
the participants. Then, the rehearsal session was performed. In
the rehearsal session, the participant searched for the invisible
target 45 times. Immediately after the rehearsal session, an actual

performance session was performed. In the actual performance
session, the participant searched for the invisible target 91 times.
After the actual performance session, the participant removed
the earplugs, the headphone, and the device. The participants sit
to the chair during the experiment. This experiment took about
an hour.

To protect the safety of the participants, we limited the
duration of the power supply to the robotic arms to only the
duration of the experiment. Until the participants worn the
device, we supplied no power to the robotic arms. While the
participants performed the task, we carefully observed the robotic
arms to abort our system if any incident occurred. At the end of
the task, we immediately shut off the power of the robotic arms
to allow the participants to take off the device.

5.2. Result
The result is shown in Figure 6. Some participants made
unintended selections by touching the button. There were three
such mistakes, and we removed them. The absolute azimuthal
angular error was M = 2.54 degrees, SD = 2.19 degrees. On the
other hand, the absolute elevation angular error was M = 6.54
degrees, SD = 9.34 degrees (Figure 6, left). The histograms of
both angular errors respectively in Figure 6 Center, Right. The
task completion time was M = 13.01 s, SD = 6.78 s. We showed
an example of temporal changes of the azimuthal and elevational
angular gap between the target direction and head one (Figure 7).
The histograms of both directions indicate that almost azimuthal
and elevation angular errors were within 10◦. It is considered
because, in the rehearsal session, we defined the error within 10◦

of both angles as the correct answer.
However, the standard deviation of elevational angular

error was larger than the azimuthal one. We expected
that the elevational error was similar to the azimuthal one
by providing continuous stimulation mapped the elevational
direction. However, according to Figure 7, the participant,
it seemed to be difficult to recognize the elevation angle
intuitively. Figure 7 Right indicates that the participants found
the azimuthal direction soon. On the other hand, Figure 7 Right
shows that the participants repeatedly shook their heads in the
elevational direction to find the accurate target direction. After
the experiment, all participants reported that they had difficulty
finding the elevational direction. Furthermore, one out of the
participants reported that he could not recognize the base of the
height of the stimulation, so he judged whether the stimulation
stopped or not. Therefore, our haptic stimulation in elevational
angle has room for improvement, as the simple continuous
stimulation could result in unclearness.

6. EXPERIMENT 2: SPATIAL GUIDANCE

We investigated how our technique affected the task
performance, usability, and workload of spatial guidance in VR
space. Participants had to look for and touch the visible target
in virtual space. We compared task completion time, System
Usability Scale (SUS), and NASA-TLX score in visual+haptic
condition with those in visual condition and visual+audio
condition. In the visual condition, participants searched the
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FIGURE 6 | The result of directional guidance pointing accuracy. (Left) Absolute azimuthal and absolute elevational angular error. (Center) A histogram of azimuthal

angular error. A bar width indicated 2.5◦. (Right) A histogram of elevational angular error. A bar width indicated 2.5◦.

target with only visual information (color). In the visual+audio
condition, participants looked for the target with visual and
audio cues. We used a 440 Hz tone as the basis for the audio
cues. We encoded the azimuthal and elevational angle into the
difference between left and right sound and the sound frequency,
respectively. The sound frequency was transformed based on
the difference between the target direction and the participant’s
frontal direction as follows: ft = −440 ∗ abs(θdiffe )/90 + 440,
where ft was sound frequency, θdiffe was the elevational angular
difference between the target direction and the participant’s
frontal direction. This audio modulation method was inspired
by the previous study (Marquardt et al., 2019). However, this
modulation method differs from the previous study (Marquardt
et al., 2019) in the modulation of the elevational angle; in
the previous study, the elevational angle was encoded using
a function with a quadratic growth; and, in our study, the
elevational angle was modulated using a linear function. In the
visual+haptic condition, participants found the target with visual
information and haptic stimulation to cheeks. We employed 18
participants (16 males, 2 females; age was M= 24.28, SD= 2.68)
who had no disability related to tactile organs. We recruited
the participants from students of the Faculty of Science and
Technology of our university. The participants were the same
at those who took part in Experiment 1. Of 18 participants,
14 had experienced VR more than ten times, and the rest had
experienced VR more than once. Of the 18 participants, nine
played VR less than an hour a week, and the others played VR
more than an hour a week. In advance of the experiment, we got
consent from the participants.

Participants looked for and detected targets of a specific color
among many spheres (Figure 8). Participants performed 80 trials
and took a break after every 20 trials. In each trial, 50 spheres,
including a target and 49 fakes, appeared in a room (3 × 3 × 2
m). The targets were placed in randomly chosen positions. We
generated 40 random positions, and the position components
(x, y, z) were sorted randomly to obtain 80 counterbalanced

positions. The other 49 fakes randomly appeared at the beginning
of the trial. At that time, we placed each sphere without overlap.
The sphere colors were chosen randomly so that the distance
between each color was >0.25 in HSV space when the trial
started. When the spheres appeared, the robot arms started to
stimulate the participant’s cheeks. The robot arms provided the
stimulation according to the participant’s head posture and the
target location. The head movements, including the position
and posture, and the hand movements were reflected in the
virtual environment. This study was conducted with signed
consent forms collected from participants and an experimental
protocol followed the guidelines provided by the research
ethics committee at the Faculty of Science and Technology,
Keio University.

6.1. Experiment Protocol
First, we explained about the task and the conditions to the
participants. At that time, we instructed the participants to let us
know if the participants felt an issue. Then, we instructed to wear
the haptic stimulation device and insert earplugs.

The experiment had two sessions, namely, a rehearsal session
and an actual performance session. We first conducted the
rehearsal session to let participants train to find the target. In
the rehearsal session, participants searched a target with each
condition’s cues. The session consisted of 20 trials, and a target
appeared in each trial. There was a five seconds interval between
each trial. During the interval, participants were instructed to
look at the front, and the robot arms stopped stimulating. When
participants selected the correct target, they heard the audio
feedback. In the actual performance session, participants looked
for the target with each condition’s cues. The session had 80 trials,
and there was a break after every 20 trials.

We showed this experiment flow below:

1. The participant was instructed to go to the center of the room.
The center was indicated as a circle on the floor.
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FIGURE 7 | Example of temporal changes of azimuthal and elevation angular gaps between the participant’s front and target direction in Experiment 1. Ninety-one

trials were plotted. (Left) The temporal changes of the azimuthal angular gap. (Right) The temporal changes of the elevational angular gap.

2. The participant was shown the target to find on the instruction
board and was heard a sound.

3. The participant looked for the target. The target to find was
shown on the instruction board.

4. When the participant touched the target, the trial was finished.

After each condition, the participants answered the SUS and the
NASA-TLX questionnaires. At first, the participants answered
ten questions about the SUS by rating a 5-point Likert scale,
from 1 “Strongly Disagree” to 5 “Strongly Agree.” Next, the
participants rated six subjective subscales about the NASA-
TLX scores, namely, “Physical Demand,” “Mental Demand,”
“Temporal Demand,” “Performance,” “Effort,” “Frustration.” And
then, for every pair of six subjective subscales (15 pairs), the
participants answered which subscale was important for them in
the task.

When we conducted this experiment, we randomized the
order of the conditions for each participant with Latin square
method to take a counterbalance of the condition order. The
experimental procedure took about one and half hours.

For the safety of the participants, we managed the power
supply of the robotic arms strictly. As described in section 5.1,
we observed the participants and robotic arms carefully to keep
the participant safe.

6.2. Result
The overall average result of task completion time is shown in
Figure 9 Left and the individual results are shown in Figure 9

Right. The task completion time in the visual condition was M=

6.39 s, SD= 3.34 s. The task completion time in the visual+audio
condition was M = 5.62 s, SD = 3.12 s. The task completion
time in the visual+haptic condition was M = 4.35 s, SD = 2.26 s.
Friedman test revealed that there was a significant difference (p<

0.001) in three conditions in terms of the task completion time.
Post-hoc tests with Bonferroni correction found that there were
significant differences between visual and visual+audio condition
(p < 0.05), visual and visual+haptic condition (p < 0.001),

and visual+audio and visual+haptic condition (p < 0.01). The
SUS score is shown in Figure 10. In the visual condition, the
SUS score was M = 55.83, SD = 20.40. In the visual+audio
condition, the SUS score was M = 47.78, SD = 20.09. In the
visual+haptic condition, the SUS score was M = 80.42, SD
= 10.99. Friedman test showed a significant difference (p <

0.001) in the three conditions in terms of the SUS score. Post-
hoc test with Bonferroni correction found significant differences
between visual and visual+haptic condition (p < 0.001), and
visual+audio and visual+haptic condition (p < 0.001). The
visual+haptic condition using our guidance technique achieved
the highest SUS score among all conditions, and there were
statistical significant differences between the other conditions.
Also, the SUS score in visual+haptic condition indicates an
“Excellent” system according to the guideline on SUS score
interpretation (Bangor et al., 2009). The NASA-TLX overall score
is shown in Figure 11, and each weighted NASA-TLX score are
shown in Figure 12. In the visual condition, NASA-TLX total
score was M= 75.81, SD= 16.89. In the visual+audio condition,
NASA-TLX total score was M = 67.57, SD = 14.96. In the
visual+haptic condition, NASA-TLX total score was M = 38.83,
SD= 18.52. Friedman test indicated a significant difference (p <

0.001) in the three conditions regarding the workload. Post-hoc
test with Bonferroni correction revealed significant differences
between visual and visual+haptic condition (p < 0.001), and
visual+audio and visual+haptic condition (p < 0.001). Mental
Demand scores were M = 16.07, SD = 10.44 and M = 19.33, SD
= 7.85 and M = 9.31, SD = 7.14 in the visual, the visual+audio,
and the visual+haptic condition. Physical Demand scores were
M = 13.87, SD = 9.58 and M = 8.13, SD = 7.00 and M = 11.46,
SD = 8.49 in the visual, the visual+audio, and the visual+haptic
condition. Temporal Demand scores were M = 2.76, SD = 4.62
and M = 1.19, SD = 2.50 and M = 1.70, SD = 3.24 in the visual,
the visual+audio, and the visual+haptic condition. Performance
scores were M = 8.04, SD = 8.26 and M = 7.07, SD = 6.90
and M = 3.61, SD = 2.15 in the visual, the visual+audio, and
the visual+haptic condition. Effort scores were M = 20.22, SD
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FIGURE 8 | Experiment 2 task. (Left) Virtual environment. Participants go to the center of the room. Then, an instruction board showed a target to find. The

participants looked for the target among fifty spheres. (Center) Participant’s view. The participants can see controllers as spheres. (Right) The participants touched

the target with the controllers.

= 6.94 and M = 17.50, SD = 5.22 and M = 7.61, SD = 6.82
in the visual, the visual+audio, and the visual+haptic condition.
Frustration scores were M = 14.85, SD = 11.30 and M =

14.35, SD = 11.23 and M = 5.13, SD = 5.80 in the visual, the
visual+audio, and the visual+haptic condition. As for the Mental
Demand score, Friedman test indicated that there is a significant
difference between the three conditions (p < 0.01). Post-hoc
tests with Bonferroni correction showed a significant difference
between the visual+audio and the visual+haptic condition (p <

0.001) in the Mental Demand score. In the Physical Demand
score, Friedman test indicated that there is a significant difference
between the three conditions (p < 0.01). Post-hoc tests with
Bonferroni correction indicated a significant difference between
the visual and the visual+audio conditions (p < 0.05). As for the
Effort score, Friedman test indicated a significant difference in
the three conditions (p < 0.001). Post-hoc tests with Bonferroni
correction revealed significant differences between the visual and
the visual+haptic condition (p < 0.001) and the visual+audio
and the visual+haptic condition (p < 0.001) in terms of Effort
score. In the Frustration score, Friedman test showed a significant
difference in the three conditions (p < 0.01). Post-hoc tests with
Bonferroni correction indicated a significant difference between
the visual and the visual+haptic conditions (p < 0.05), and
visual+audio and visual+haptic conditions (p < 0.01) in terms
of Frustration score. Therefore, our spatial guidance technique
achieved shorter task completion time, higher usability, and less
workload in the target searching task.

Looking at the participants’ behavior during the experiment,
in the visual+haptic condition, the participants tended to turn to
the target direction more quickly when searching. On the other
hand, the participants seemed to have difficulty detecting the
target around the foot or above the head. In the visual+haptic
condition, participants first were likely to search the target
horizontally from their view. Therefore, it is considered that
participants had difficulty finding the target that was located out
of their view and at different heights. If the target was around the
eye-level, the participants identified the target easily and quickly.

This implies that our technique presented the azimuthal direction
appropriately. We also found that users were confused when
searching for targets, even when the targets seemed to be hidden
by fakes from the participant’s view. Since our system did not
provide depth information, such a lack of information might
cause the participants to feel an inconsistency between the visual
and haptic information when the targets were occluded by fakes.

After the experiment, several participants reported that they
changed their behavior in visual+haptic conditions. According to
the participant’s report, in the visual condition, the participants
made a great effort to learn the target’s color without making
mistakes. Although the visual+audio condition offered additional
spatial information with audio cues, the participants mentioned
that they had to concentrate on the audio to detect the directions
of the target. Eventually, the visual+audio condition imposed
the participants to pay attention to not only the target but also
the audio cues, which caused a worse SUS score than the visual
condition. On the other hand, in the visual+haptic condition, the
participants reported that, thanks to the haptic cues, they paid
less attention to the target’s color than the visual condition. This
less attention made the Effort and the Frustration scores better
than the other two conditions (Figure 12). Especially, as the
visual+haptic condition achieved the significantly better Mental
Demand score than the visual+audio condition, additional
haptic cues conveyed the spatial direction by paying a little
attention. In addition, several participants mentioned that they
were confident in touching the target because of the haptic
cues. This increase of the confidence implies that our haptic
stimulation augmented the spatial awareness in a successful
manner. Therefore, the visual+haptic condition, which used
our haptic stimulation system, allowed the participants to
confidently find the target with less attention to the target and
the haptic cues.

Also, some participants reported that they lost the stimulation
when they changed their facial expressions after successfully
detecting the target in the visual+haptic condition. This loss
of stimulation was caused by our cheek surface estimation
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FIGURE 9 | Result of task completion time in Experiment 2. (Left) Box plots of task completion time in visual, visual+audio, and visual+haptic condition. *p< 0.05 and

***p < 0.001, respectively. (Right) Box plots of Task Completion Time in Each Condition for Each Participant.

FIGURE 10 | Box plots of SUS scores in each condition. ***p < 0.001.

method. We detected the cheek surface only once before the
stimulation. However, the cheek changes its shape, for example,
when making facial expressions. Especially near the lips, the
shape deforms significantly. Since our system stimulated the
region around the lips when the target was in the front,
it seems to lose the haptic stimulation that indicated the
front direction.

7. LIMITATION

Our technique estimated the cheek surface as static to present
the target direction. However, the cheek deforms when speaking,

eating, and forming facial expressions, which can cause a
robot arm not to reach the cheek. In Experiment 2, some
participants mentioned that they lost cheek cues by changing
facial expressions. Especially, the geometry around the mouth
deforms complexly thanks to several facial muscles, making
it difficult for the robotic arms to reach. In addition, if
an HMD position is shifted, the estimated surface also is
shifted so that the robot arm may not touch the cheek.
Similar issues caused by the misalignment between the HMD
and the face have been mentioned in previous studies on
photoreflector-based sensing. Therefore, it is important to detect
cheek surface in real-time to make the surface estimation
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FIGURE 11 | Box plots of total NASA-TLX scores in each condition. ***p < 0.001.

FIGURE 12 | Box plots of each NASA-TLX weighted subjective subscale score in each condition. *p < 0.05, **p < 0.01, and ***p < 0.001, respectively.

robust to the positional drift and capture the dynamic facial
deformation.

However, in case of real-time sensing, servo delays
significantly affect the system responsiveness. Our system
calculated a point of cheek surface based on the distance
predicted with photoreflectors and robotic arm position.

However, if our system get sensor data before arm actuation,
our system mispredicts the positions, which causes wrong cheek
surface estimation. Therefore, our current system waited for
robot arm actuation for accurate cheek surface sensing. However,
if sensing and stimulation are tried at the same time in our
current system configuration, the stimulation is delayed by the
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latency of the sensing at least. In our current implementation,
the used servo motors are controlled by PWM control width of
20 ms. To actuate robotic arms more quickly, the high responsive
servo motors are required.

In our spatial guidance experiment, we modulated elevational
angular information into audio frequency to compare visual
condition and visual+haptic condition. We translated the
elevational angle into the pitch of audio cues. However,
as the other method to modulate elevational information
into frequency, head related transfer function-based methods
were adopted (Sodnik et al., 2006; Rodemann et al., 2008).
Therefore, by employing the head related transfer function-based
approaches, the result may be changed.

We employed young participants in both experiments. The
sensory systems of human, such as hearing and haptics, decline
as we age. However, in the haptic sensation, tactile capability
is attenuated and, especially, in the lower limbs. Therefore, the
experimental results may be changed by elderly participants.

Our implementation provided slight stimulation on the cheek
to present spatial directional information in a safe manner.
However, it is still unclear whether the slight stimulation is
appropriate in offering spatial guidance or not. Therefore, it is
important to investigate comfortable force for using the cheek as
a haptic display.

In our system, to convey the front direction, we stimulated
both sides of the cheeks. This is because we avoided to
stimulate the lips due to the susceptibility of the lips to
injury. However, there is still room to consider how to present
frontal direction by cheek stimulation in a safe manner. For
example, when the frontal direction is presented, soft end effector
and ambient stimulation are considered to be employed. As
the future work, we will investigate the methods to present
frontal direction.

Our system employed servo motors for the robot arm.
However, the angular step of the servo motor was 1.8◦. In the
future, it will be tested whether using a high-resolution servo can
make the stimulation more accurate.

We leveraged a robotic arm with some linkages as a
stimulation device. However, the arm with linkages requires
multiple joints with servo motors, which increases the weight of
the arm. This weight increase makes the users tired. Therefore, it
is necessary to construct a lightweight robot arm.

We measured facial surface using photoreflectors to provide
slight touch on the cheek. According to several experimental
participants, provided haptic stimulation was very light.
Therefore, even our current configuration is sufficient to present
safe stimulation. By introducing force probes on the tip of
robotic arms, the force on the cheek can be detected the actual
force more precisely, which makes the haptic presentation safer.

The result of experiment 1 indicated that the elevational
angular error was larger than the azimuthal one. While
participants seemed to have difficulty moving their heads slightly,
there is a possibility that the limitation of our robot arm-based
haptic stimulation led to this result. However, it is unclear how
precisely we can control our heads in the elevational direction by
ourselves. In the future, we will investigate the controllable angle
of the head by ourselves.

Generally, continuous haptic stimulation can lose the
sensation by sensory adaptation, while the participants did not
report that in our experiments. We will investigate if such
adaptation occurs when stimulating the cheek with our method
for a longer duration.

8. CONCLUSION

We proposed Virtual Whiskers, a spatial directional guidance
system that provided haptic cues on the cheeks with robot arms
attached to an HMD. We placed robot arms to the left and right
sides of the bottom of an HMD, allowing to offer haptic cues
on both sides of the cheek. We detected points on the cheeks’
surface using photo reflective sensors located on the robot arm
tip and fitted a quadratic surface to the points to estimate the
cheek surface. In stimulating the cheek, we calculated the point

FIGURE 13 | Haptic directional cue presentation with robot arms attached to an HMD. The upper row showed a target’s direction, which was represented as

azimuthal and elevational angles. The second row was a VE. The user’s head position was represented as a 3D head model.The blue sphere was a target. The bottom

row was the user that stimulated the cheek with the robot arms.
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on the estimated surface that was encoded the targets’ azimuthal
and elevational angles in the VR space and mapped the point to
the stimulation position. According to spatial information of the
target and user’s head, we touched the cheeks with the arms to
present directional cues (Figure 13).

We conducted an experiment on the directional guidance
accuracy by haptic directional cues on the cheeks and evaluated
the pointing accuracy. Our method achieved the absolute
azimuthal pointing error of M = 2.36 degrees, SD = 1.55
degrees, and the absolute elevational absolute pointing error
of M = 4.51 degrees, SD = 4.74 degrees. We also conducted
an experiment on task performance in a spatial guidance
task using our guidance technique. We compared the task
completion time, SUS score, and NASA-TLX score in the target
searching task in the three conditions; only visual information
was presented; visual and audio cues were presented; visual
and haptic information was presented. The result showed that
the averages of task completion time were M = 6.68 s, SD =

3.45 s and M = 6.20 s, SD = 3.30 s and M = 4.22 s, SD =

2.05 s in visual and visual+audio and visual+haptic condition,
respectively. The averages of the SUS score were M = 44.17,
SD = 21.83, and M = 44.44, SD = 23.24, and M = 86.11, SD
= 8.76 in visual and visual+audio and visual+haptic condition,
respectively. The averages of NASA-TLX scores were M = 75.22,
SD = 22.93 and M = 71.03, SD = 12.13 and M = 35.00, SD
= 17.16 in visual and visual+audio and visual+haptic condition,
respectively. Statistical tests showed significant differences in
task completion time between each condition, In terms of SUS
score and NASA-TLX score, statistical tests indicated significant
differences between visual and visual+haptic condition and
visual+audio and visual+haptic condition.

Through our experiments, we showed the effectiveness
of cheek haptics on spatial guidance. Our technology could
be applied to collaboration in a virtual environment. In
collaboration with other people, it is important to share attention
and interest. In such a case, our technique can indicate attention
to users. Our system is integrated into an HMD and makes
the user’s hands free. Therefore, cheek haptic-based interaction
allows users to collaborate effectively.

In our system, the robot arms were used to present a single
direction by stimulating the cheek. However, the several robot
arms attached to the HMD enable tangible interaction on a
cheek for immersive HMD users. In the future, we will explore

the potential application and the interaction technique with
virtual objects.
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