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In the field of human action recognition (HAR), the recognition of actions with large
duration is hindered by the memorization capacity limitations of the standard probabilistic
and recurrent neural network (R-NN) approaches that are used for temporal sequence
modeling. The simplest remedy is to employ methods that reduce the input sequence
length, by performing window sampling, pooling, or key-frame extraction. However, due
to the nature of the frame selection criteria or the employed pooling operations, the
majority of these approaches do not guarantee that the useful, discriminative information
is preserved. In this work, we focus on the case of repetitive actions. In such actions, a
discriminative, core execution motif is maintained throughout each repetition, with slight
variations in execution style and duration. Additionally, scene appearance may change
as a consequence of the action. We exploit those two key observations on the nature
of repetitive actions to build a compact and efficient representation of long actions by
maintaining the discriminative sample information and removing redundant information
which is due to task repetitiveness. We show that by partitioning an input sequence
based on repetition and by treating each repetition as a discrete sample, HAR models
can achieve an increase of up to 4% in action recognition accuracy. Additionally, we
investigate the relation between the dataset and action set attributes with this strategy
and explore the conditions under which the utilization of repetitiveness for input sequence
sampling, is a useful preprocessing step in HAR. Finally, we suggest deep NN design
directions that enable the effective exploitation of the distinctive action-related information
found in repetitiveness, and evaluate them with a simple deep architecture that follows
these principles.

Keywords: deep learning, repetition localization, video understanding, human activity recognition (HAR), action
recognition

1. INTRODUCTION

Human activity analysis and understanding in videos is an important task in the field of computer
vision. Its applications range from Human-Robot Collaboration (HRC), assistive technologies for
daily living, up to surveillance and entertainment. The importance of these tasks is accompanied
with significant challenges, due to the high-dimensionality of video data and the changes in the
appearance characteristics due to scene/context and viewpoint variations (Herath et al., 2017).
These challenges become severe when discriminating among different fine-grained actions in action
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sets with high intra- and low inter-class appearance and motion
similarities (Aggarwal and Ryoo, 2011).

One particular challenge that becomes more evident as
we proceed to model complex and/or fine-grained activities
consisting of multiple actions or action steps, is the temporal
execution extent of the action. Action execution duration varies
for each human. The simpler the action, the more temporally
constrained is its duration, and thus, the temporal extends of the
shortand long-term information that a model needs to assimilate.
As the complexity increases, so does the duration and the
execution variations. A robust action recognition model has to
be able to model both short- and long-term appearance/motion
information of the action execution (Aggarwal and Ryoo, 2011;
Kang and Wildes, 2016).

Robust short-term modeling has been achieved in the last
decades with elaborate hand-engineered, and more recently
deep learning-based, feature descriptors. Long-term modeling
is still an issue in the deep learning era, since the generation
of robust representations through the hierarchical correlation
of deep features does not scale well as the duration of an
action increases (Zhu et al., 2020). This has an additional impact
on the computational cost both for training and inference.
Therefore, it is important to investigate strategies that can
provide a compact and discriminative representation of a long
input sequence demonstrating an action, either by selecting
the most informative action-specific temporal segments of the
sequence or by leveraging cost-efficient and easy to compute
aggregation of information along the action duration. Existing
approaches orbit around sparse sampling, clip cropping or
segment-wise processing and aggregation of the input sequence,
favoring either short or long-term dependencies for the shake of
computational efficiency.

One action/activity category that does not benefit from sparse
sampling or clip cropping is repetitive actions. This is due to
the fact that for these action cases, such approaches lead to
temporal ordering disruption and/or redundant information
processing. Repetitive actions are quite common, especially in
daily living (e.g., cooking, physical exercise, etc.), with the core
execution task being repeated with slight variations. Due to their
nature, these actions contain redundant information regarding
coarser appearance and motion characteristics. Moreover, in such
actions, we can pinpoint the gradual effect of the repetitive
task in the scene, if any. As a gradual effect we define any
change that the repetitive action causes on the appearance
state of the object(s) in use, of the scene or of the actor.
The objective of this article, is to explore and exploit the
nature of repetitive tasks as a way to (a) reduce sequence
length by removing the repetitive executions, resulting in more
distinct and compact representation of the action pattern and
(b) highlight the gradual effects of the repetitive action in the
scene and objects, allowing the model to consider them as
an action-related attribute during learning. To the best of our
knowledge this work is the first to study the characteristics of
repetitive actions within the scope of HAR, and to propose a first
pipeline that enables the effective distillation and exploitation of
such information.

2. RELATED WORK

Input sequence sampling: HAR methodologies use two main
strategies to perform sequence sampling, (a) randomly cropping
a clip from the sequence and (b) uniformly splitting sequence
into snippets and sampling a key-frame, either raw or by
applying some pooling or temporal ranking operations. These
techniques are applied to both hand-crafted and deep learning
HAR approaches. Our analysis focuses on deep learning HAR due
to its prevalence on the field.

Regardless of whether they perform random cropping or
uniform splitting, existing deep learning approaches usually
end-up with sampled sequences in the range of 16, 32, or
64 frames. Random cropping has strong short-term, but weak
long-term information content, whereas uniform splitting is
opposite in nature. In both cases, due to the partial observation
of the action with these two sampling schemes, researchers
designed models that are capable of highlighting and exploiting
dependencies between sparse input sequences. This is achieved
either with two-stream CNN models, using appearance (RGB)
and motion (optical flow) inputs (Simonyan and Zisserman,
2014; Feichtenhofer et al., 2016) sometimes combined with
memorization RNN cells to increase the long-range modeling
capabilities (Donahue et al., 2015; Varol et al., 2017), or with the
use of 3D convolutions, along with pooling operations, to directly
learn spatio-temporal representations (Tran et al., 2015; Carreira
and Zisserman, 2017). In complex action or activity cases, both
short-term and long-term dependencies are important. Thus,
increasing the portion of the input sequence to be processed
becomes a necessity. Recent methods apply temporal pooling
or deep encoding on snippets of the sequence to encode the
short-term dependencies, and use these encoded segments as
the input sequence components. Large-scale recognition is then
performed in two ways, either using consensus criteria on per-
snippet action estimates derived from each short-term temporal
encoding (Wang et al., 2016), or working with the short-term
snippet-driven feature maps and applying to them temporal
convolutional operations (Bai et al., 2018; Zhang et al., 2020) or
generic non-local operations (Wang et al., 2018).

Periodicity estimation and repetition counting: Repetition
localization is achieved via the robust periodicity estimation
in time series. For video sequences, periodicity detection is
performed by examining the spatio-temporal feature correlations
in a self-similarity assessment fashion, with the most successful
strategy being to create a Temporal Self-similarity Matrix (TSM),
using hand-crafted, motion-related (Panagiotakis et al., 2018) or
deep learning-based (Karvounas et al., 2019; Dwibedi et al., 2020)
frame-wise representations. The identification of periodicity in
a sequence, allows us to count the repetitions of the task
using period length predictions. Existing works on repetition
counting (Levy and Wolf, 2015; Runia et al., 2018; Dwibedi
et al., 2020), formulate the problem as a multi-class classification
task, with each class corresponding to a different period
length. Repetition counting is then performed by evaluating
the entropy of the per-frame period lengths predictions (Levy
and Wolf, 2015) as well as per-frame periodicity predictions

Frontiers in Computer Science | www.frontiersin.org

March 2022 | Volume 4 | Article 806027


https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/computer-science#articles

Bacharidis and Argyros

Action Repetitivess Impact in HAR

(Dwibedi et al., 2020). We built upon the work of Dwibedi et al.
(2020) and utilize the counting process to localize and segment
each repetition sequence.

3. REPETITIVENESS IN ACTION
RECOGNITION

In repetitive actions, each repetition sequence preserves the
core action motif, while deviations mainly consider the action
execution tempo, and action impact on the scene and objects.
This means that we can get a better understanding of the core
pattern of the action and the action effects to the surrounding
environment, by distinctly exploring each repetition sequence.

3.1. Characteristics of Repetitive Actions
We pinpoint three characteristics of repetitive actions that are
important when trying to exploit action repetitiveness for HAR.
These are (a) the number of repetitions, (b) the variability of the
repetitions, and (c) the presence/absence of action-imposed gradual
effects on the surrounding scene.

Number of repetitions: It is likely that as the number
of repetitions increases, the information redundancy in the
repetitive segments, also increases. Thus, in the case of few
repetitions, it is more likely that it is necessary to model the entire
sequence. In the limit, a single, non-repetitive action requires
full modeling.

Variability of repetitions: The number of repetitions is a simple
indicator of information redundancy, which, nevertheless, needs
to be accompanied by a measure of the variability of the
repetitive segments. Repetitions are completely redundant if they
are identical, independently of their number. The larger the
variability among different repetitions, the more the information
content they offer and the larger the need of being modeled.
Gradual effects: Repetitive actions may (or may not) have an
effect on the actor and/or the surrounding scene. For example,
actions such as clapping do not impact the surrounding scene.
Such repetitive tasks may exhibit variability (as explained before)
due to, e.g., tempo change, differences in execution style, etc.
On the other hand, the action of slicing a fruit/vegetable, has
an additional gradual effect on the element/object it is applied
to. Importantly, the nature of these gradual effects is quite
characteristic for the action and may have strong discriminative
power, especially in the disambiguation of actions that share
similar motion such as cutting in slices and cutting in cubes. Based
on this, to exploit repetitiveness, we need to consider (a) the
definition of the core execution motif of the activity and (b) its
gradual effects, i.e., the impact on the surrounding space.

3.2. Highlighting Action-Related Effects
With Repetitiveness

The key advantage of sequence splitting based on repetitiveness
is that it allows to decouple and highlight the gradual variations
that may occur in the surrounding scene due to the effect of
the performed action. In addition, it makes it easier to detect
slight variations on the way the action is performed, such as
tempo changes. As we previously mentioned this information

can be important in actions with similar appearance/motion
characteristics (low inter-class variance) which, however, differ
on the gradual changes that the action imposes on the scene
or on object-of-interest. For such cases our proposal is to work
with the repetition sequences with the goal of highlighting
the gradual action effects. We can consider the core execution
pattern as the short-term action dynamics whereas the gradual
changes to the object-of-interest or scene as the long-range ones.
Ideally, we would like an HAR model to be able to access both
information sources at the same time without any information
loss, however, this is not feasible due to hardware limitations and
model footprint (Zhu et al., 2020). As a solution, we propose to
restrict the repetition sequence lengths by employing sequence
summarization or temporal encoding and rank pooling methods,
such as Dynamic Images (DIs) (Fernando et al., 2015; Bilen
et al,, 2017), Motion History Images (MHIs) (Ahad et al., 2012),
or a deep encoder network (Wang et al., 2016, 2021). The
resulting embedding encodes, in a compact way, the temporal
action dynamics as well as the action impact on action-affected
scene elements. For example, for the slicing onion case, DIs or
MHTIs capture the effect of the action on the onion, as shown in
Figure 1.

Under the above considerations, for the case of actions with no
action-invoked gradual effects, we expect that a repetition-based
feature encoding would result in representations that are mapped
tightly/closely in the feature space. On the other hand, for actions
with action-invoked gradual effects, we expect the mappings to
be sparser. To verify this hypothesis, we select two videos from
the action classes (a) running on treadmill, (no gradual effects)
and (b) slicing onion (with gradual effects). We use a simple pre-
trained I3D to generate the repetition segment-based temporal
encodings, resulting in a 1 x 2,048 feature vector per repetition
segment. To visualize these representations, we applied Principal
Component Analysis (PCA) Pearson (1901), Abdi and Williams
(2010). Figure 2 illustrates the feature space defined by the first
three principal components. We also provide the corresponding
DIs purely for visualization purposes. As it can be verified,
the illustrated mappings verify the presence of information
redundancy for actions with no or subtle gradual effects on the
surrounding space, as well as discriminative elements among the
repetition segments of actions with gradual effects.

4. REPDI-NET: A DEEP ARCHITECTURE TO
EXPLOIT ACTION REPETITIVENESS

In order to model the core execution pattern and the
gradual scene changes due to repetitiveness, effectively and
simultaneously, we propose an HAR deep neural network
architecture, dubbed RepDI-Net. The proposed architecture
comprises of two modules. The first is a data pre-processing
module, whose goal is threefold, (a) to identify a reference
execution of the action, (b) to estimate a set of coeflicients
that express the underlying similarity between the repetition
segments, and (c) to generate a sequence consisting of temporal
encodings of the repetition segments [for this our model
exploits the temporal rank-pooling approach of Dynamic Images
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FIGURE 1 | Repetitive action effect encoding using Dynamic Images (DIs) and Motion History Images (MHIs). (A) Keyframe from the first repetition, (B,C) Dls of 1st
and 2nd repetition segments, and (D,E) MHIs of the 1st and 2nd repetition segments.
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FIGURE 2 | Example of potential information redundancy due to high inter-repetition segment similarity (blue case) and presence of repetition segment-wise
discriminative information due to potential action-invoked effects on the surrounding environment (orange case). Each point corresponds to a repetition segment of

the specific video sample.

Qasses:

(DIs), (Fernando et al., 2015)]. The second module is a two
branch spatio-temporal sequence modeling DNN, that utilizes
the aforementioned information streams to perform the action
classification task. An overview of the architecture is shown in
Figure 3.

In this section, we examine the key elements of the data
preprocessing module of RepDI-Net, highlighting their role and
importance in the effective modeling of a repetitive action in the
second module of the proposed architecture. Details regarding
the specifications for the spatio-temporal sequence modeling
DNN module can be found in section Experiments.

4.1. Reference RGB Execution Sequence

The input to the first sub-net of RepDI-Net’s spatio-temporal
sequence modeling module consists of the core temporal
appearance information of the action using the raw RGB
sequence of a reference execution of the action (can be the first
or any other repetition). The use of appearance information
is important for distinguishing actions, as it provides scene-
centered, texture-related information. Any execution of the task
can be used as the reference appearance input source. However,
we would like the reference execution sequence to be (a) free
from cases of background clutter or occlusions and (b) as similar
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FIGURE 3 | RepDI-Net: a deep HAR architecture to exploit the repetitive action segments. (A) Input sequence preprocessing module and (B) Spatio-temporal
sequence modeling and classification module. Regarding the temporal encoding/ranking examples, each Dynamic Image (DI) and Motion History Image (MHI)
corresponds to a single repetition.

as the rest of executions (repetitions). As a way to resolve this,
we construct a Temporal Self-similarity Matrix (TSM), which
comprises of the pairwise Euclidean distances of the repetition
DIs. We define as the reference execution instance the one that,
on average, is most similar to all the others. Thus, we select the
one that has the minimum average Euclidean distance to the rest
of the instances/repetitions.

4.2. Distilling Information From Repetitions
The input of the second sub-net consists of the temporal
encodings of the repetition sequences. As hinted earlier, in
our experiments, we use DIs for this task due to the richer
encoding attributes they possess against MHIs (Bilen et al., 2017).
However, any temporal encoding or ranking approach can be
employed (Wang et al., 2016; Cherian et al., 2017; Diba et al.,

2017; Lin et al., 2018). The role of the second sub-net is to
highlight the characteristic information that is present in the
repetition sequences from the redundant information (consisting
of the almost identical appearance and motion features between
repetitions). To teach the model when it is useful to focus on
this aspect, we include two factors as additional inputs to the
second sub-net, which act as feature scaling components in the
last Fully-Connected (FC) layer, fpy, of the repetition sub-net:

for, = (1 - (1)

In Equation (1), {fpr.fp1..} € R%4, where d is the dimensionality
of the output of the FC layer. Equation (1), takes into account
two of the characteristics of repetitive actions that were identified
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in section Repetitiveness in Action Recognition, that is (a) the
number of repetitions or repetition count, Ny, and (b) a measure
of the variability of repetitions expressed by the mean repetition
similarity fegip,.

For the estimation of the number of repetitions, we exploit
the repetition count estimate of Rep-Net, by Dwibedi et al.
(2020). Regarding the localization of the repetition segments, the
boundaries are defined at the frame indices, in which a change in
the repetition count occurs, i.e., when Rep-Net detects another a
repeated instance of the action.

As for the computation of fus,, this is performed by
transforming the TSM, to an affinity matrix, Sim. Each cell (i, )
of Sim expresses the similarity of encoded repetitions i, j as:

Sim(i, ) = e~ 2 EGF, )

where E(i, j) is the Euclidean distance between the representation
of the encoded repetitions i, j. The row-wise mean ;, expresses
the mean similarity of the ith repetition to the rest. The mean
similarity between all repetitions, sim, is computed as the mean
of Mi.

Intuitively, the number of repetitions Ny, highlights the
potential presence of information redundancy due to several
instances of the same repetitive segment. The mean repetition
similarity jigy, solidifies this by exploring the inter-repetition
segment similarities. A high number of repetitions with a high
inter-repetition segment similarity indicates that no additional
information gains can be obtained by modeling the entire
repetition segment set. In this case, we are dealing with repetitive
actions that have minimum or no impact on the scene, such
as the actions of jumping jacks or clapping, in which the
repetitions bear little or no additional information about the
action compared to the initial execution. This is manifested with
the high similarity among the encoded repetition segments. In
such cases, we do not need to pay attention to the features
produced by the second sub-net and instead we should shift our
interest to the spatio-temporal features that are generated from
the RGB sequence of the initial repetition.

On the contrary, a low inter-repetition segment similarity,
indicates the potential presence of action-invoked effects on
the surround scene and objects such as the actions of wood
chopping or onion slicing, for which the effect of the repetitive
task (e.g., on the wood plank or on the onion) can be considered
as a highly discriminative element. In such cases, our model
should consider the features produced by the second sub-net,
that is responsible for modeling the inter-repetition segment
(long-term) differences.

5. EXPERIMENTS

The performed experiments aim to evaluate, (a) the effect of
utilizing repetitions as a means to augment the data bank
of an HAR model and constrain the input sequence, (b)
the contribution of repetitiveness-based sequence splitting in
datasets of repetitive actions with a variety of characteristics,
and finally, and (c) the accuracy improvement due to the
exploitation of the information regarding gradual scene changes

due to repetitiveness. To account for hardware limitations,
we sample each sequence using two widely employed window
sampling approaches, (a) window-based uniform sampling (WS)
and (b) random clip crop sampling (RCC). In WS, as a key-frame,
we select the center frame. For both input sampling schemes, we
only utilize the RGB frames, without any embedding generation
stage and consider sequence lengths of {10, 25, 35, 64} frames for
the generated input sequence.

5.1. Datasets

The contribution of the proposed methodology is expected to
be more evident in datasets with actions involving repetitive
tasks. However, the amount of repetitive actions in the existing
datasets varies depending on the complexity and action topic. We
examine datasets that consist of (a) repetitive activities, only, with
relatively high repetition number and (b) a small percentage of
repetitive actions with low repetition number. Both manifest in
unconstrained conditions.

Countix (Dwibedi et al., 2020): This is the largest repetitive
actions dataset, consisting of in-the-wild videos with challenging
recording conditions, such as camera motion, diverse periodicity
and repetition ranges (min 2 and max 73 repetitions), and
an average of approximately 7 repetitions per video. In our
work, we generated two subsets of Countix, with the goal of
evaluating (a) the contribution of repetition segmentation as a
pre-processing module in HAR and (b) the effect of repetition
count and the repetitive action characteristics (presence/absence
of gradual effects), on the performance of the proposed HAR
model, RepDI-Net.

e CountixHAR, was generated with a strict repetition count
margin (actions with minimum 2 and maximum 10
repetitions) under the constraint that each action class
included in the dataset should contain at least 5 samples in
order to ensure that a sufficient number of training data will
be available for each action class. The resulting CountixHAR
set comprises 28 action classes and consists of 718 training
and 262 test videos!. The performed data-pool augmentation
(i.e., the consideration of each repetition as a discrete sample)
increases the training sample number to 3,284, indicating
that we get on average 4.6 repetitions per sample. This dataset
is used to evaluate the contribution of repetition-centered
input sequence segmentation in HAR. Figure 4B, presents
the sequence length distribution change of the samples
(train&test) due to the repetition-based splitting.

e CountixEffects, was generated to evaluate (a) the impact
of the number of repetitions and (b) the contribution
of repetition-based segmentation in repetitive actions that
impose gradual effects in the environment. CountixEffects
expands the repetition count range to actions that exhibit up
to 20 repetitions, and consists of 5 action classes. Two of them
(sawing wood, slicing onion) produce gradual effects. The rest
3 actions (headbanging, doing aerobics, running on treadmill)
do not produce gradual effects. The specific action classes
subset of Countix were carefully selected so that (a) each action

'We only used publicly available YouTube videos.
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class contains samples for the majority of repetition counts
(above 60%) and (b) there is at least one sample per repetition
count. These conditions allowed the generation of a dataset
that is fairly balanced with respect to the repetition count.
It is noted that the original Countix dataset does not possess
this characteristic, as it exhibits a right skewed sample per
repetition class distribution [Figure 6 in Dwibedi et al. (2020)].
The resulting CountixEffects dataset consists of 322 training
and 100 test videos. Based on the ground-truth repetition
counts provided in the original Countix dataset, the generated
subset of CountixEffects exhibits an average of 9.67 repetitions
per sample (regarding the training subset) and a augmented set
of 3,124 training samples. An overview of the training sample
distribution per repetition count class for CountixEffects is
presented in Figure 5.

HMDB (Kuehne et al., 2011): This dataset contains 51 action
categories, consisting of both repetitive and non-repetitive tasks.

The action clips were sourced from movies, YouTube and a
number of additional public video repositories. The dataset issues
3 official splits, however, in this work, we only report the top-
1 classification accuracy on split 1. This dataset serves as a
case of repetition count ground-truth agnostic case, in order
to evaluate RepNet’s generalization. The initial set consists of
4,697 training, 2,054 test videos and 51 action classes. The
augmentation of the data-pool by considering each repetition as
a discrete sample increases the training sample number to 8,053,
indicating that the initial dataset consisted of action samples
with on average 2 repetitions per sample. Figure 4A, presents the
sequence length distribution change of the samples (train&test)
due to the repetition-based splitting.

5.2. Spatio-Temporal DNN Specifications
We utilize the original I3D (Carreira and Zisserman, 2017)
design using the pre-trained weights on ImageNet (Deng et al.,
2009) and Kinetics (Carreira and Zisserman, 2017), until the last
receptive field up-sampling layer-block. As a top-level we include
a Convolutional 3D layer (Conv3D) followed by an FC layer with
ReLU activation function, plus Batch Normalization, and finally
a soft-max activation layer, in order to fine-tune it on the new
classification task for the new datasets.

Given the above, the spatio-temporal sequence modeling
module of RepDI-Net is a two-stream, two branch NN
architecture. Both branches follow almost the same design
specifications as the baseline model with the following
differences: (a) the number of channels of the Conv3D layer for
the sub-net that uses the encoded repetition sequences are 1/4
of the ones used in the reference execution sub-network, (b)
the output tensors of their FC layers (ReLU) are concatenated
and the resulting tensor is passed into a set of two FC layers
(ReLU and soft-max), and (c) the output tensor of the FC layer
(ReLU) of the encoded repetitions sub-net is passed through a
feature scaling layer (multiplication layer) that utilizes the scaling
factors, mentioned in section REPDI-NET: A Deep Architecture
to Exploit Action Repetitiveness.
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5.3. Training Configurations

For repetition counting/segmentation we exploited the RepNet
model (Dwibedi et al., 2020), without any dataset-specific fine-
tuning, using the off-shelf weights. It should be noted that
the documentation of Countix does not provide the starting
and ending frame indices of each repetition segment. The only
available information is the repetition counts. According to
Dwibedi et al. (2020), the performance of RepNet in estimating
the correct repetition count, under the Off-by-One (OBO)
repetition count error metric, leads a 0.3034 miss-classification
error for the Countix test set. For the CountixHAR subset the
miss-classification error has been found to be 0.4030 for the
combined train and test splits. For HMDB, RepNet was applied
in a repetition-agnostic manner.

For HMDB we applied the standard training/validation/test
splits followed in the HAR literature. For CountixHAR, and,
CountixEffects, we defined the dataset training/test split relying
on the training/validation/test splits provided in the original
Countix dataset, with the difference that the validation set was
used in the place of the test set, since the test set of Countix does
not provide any action labels. This resulted in a train-test split
without the presence of a validation set.

The action recognition DNNs use the Adadelta optimizer, a
learning rate of 0.01, with learning rate decay of le — 4, and
batch size 8 for 10,25, 35 sequence lengths, and batch size 4 for
a sequence length of 64. Input sequence length for the encoded
repetition sub-net is set to 10 frames (max repetition number).
For samples with fewer repetitions we duplicate (not loop) the
DIs to the desired length. We did not utilize standard data
augmentation schemes, such as horizontal flipping, zooming or
region cropping. During testing, with the exception of RepDI-
Net, we use the original test sets, without repetition localization
and segmentation. For RepDI-Net, test samples were segmented
based on repetition, and then used for the computation of the
repetition segments DIs.

6. EXPERIMENTAL RESULTS

We present an evaluation of the impact of repetition
segmentation in HAR in relation to the characteristics of
the repetitive actions of the employed datasets. We proceed
with a series of experiments that demonstrate the importance
of correct repetition localization, when exploiting action
repetitiveness. Finally, a series of experiments are presented that
examine the contribution of key components in the proposed
repetition-centered HAR deep architecture, to highlight the
benefits and constraints of the proposed pipeline.

6.1. Effect of Repetition Segmentation on

HAR Accuracy

We present experiments performed on CountixHAR and HMDB
to evaluate the utilization of a repetition-centered segmentation
module as a pre-processing step of input sequence configuration,
and its impact on HAR. In Table 1, we observe that considering
only the initial action execution (Ist, 5th rows) reduces the
processing cost with an accuracy loss around 1% for sparsely

and 2 — 3% for densely sampled sequences as opposed to
using the entire sequence (2nd, 6th rows). This result indicates
that for repetitive tasks, each action repetition contains similar
information regarding the general action pattern. The score
difference between the cases where the entire sequence or only
the first execution is considered can be potentially attributed to
the long-term action effects on the scene or the object of interest.
In addition, the utilization of all repetition segments as discrete
samples (3rd, 7th rows) allows for an increase between 2 — 4%
in recognition accuracy, but with an additional computational
cost during learning. This strategy is more beneficial, for datasets
with highly repetitive actions (i.e., CountixHAR), with stronger
contribution when using a sliding window sampling, as opposed
to the utilization of a random clip cropping strategy for input
sequence configuration. This is attributed to the fact that in
this strategy, when sampling the entire video, the sparseness
of the sampling process is likely to disrupt the action step
temporal ordering due to the repetitive nature of the action.
The impact of this is more severe in dataset cases with fewer
repetitions per action (i.e., HMDB), due to the additional
temporal ordering disruption cases produced by potentially
erroneous repetition segmentations. The effect of the latter
factor in the overall HAR accuracy is further assessed later in
this section.

Moreover, as shown in Table 1, the utilization of dual-stream
HAR DNN, in which the first branch is introduced with the
most representative execution segment of the repetitive action
sample (RGB sequence), and the second with a sequence of
encoded frames, each corresponding to a summarization of
a single repetition, allows to more effectively represent the
discriminative information of the repetitive action. Specifically,
in Table 1 (4th, 8th rows), we observe that this strategy improves
accuracy by 1 — 3% compared to usage of the entire sequence
(2nd, 6th rows), for small to mid-range inputs. The improvement
in recognition accuracy is observed for both sampling schemes
that are used in this study (uniform window sampling—WS,
random clip cropping—RCC) for datasets that exhibit moderate
to high number of repetitions, such as CountixHAR, and for
sparse and moderate sampling densities of the input sequence.
In datasets with low numbers of repetition such as HMDB, the
proposed approach improves recognition accuracy, compared
to the utilization of a naive sampling strategy on the entire
sequence, only for the case of a uniform window-based sampling
schemes, with the improvement being observed for sparsely to
moderate sampling densities. When a random clip cropping
sampling scheme is followed, the proposed approach exhibits
lower performance. This is attributed to errors in the repetition
segmentation process.

In the case of highly repetitive actions, RepDI-Net is capable
of decoupling the main action pattern and the action-invoked
effect on the scene/objects during learning. This is illustrated in
Figure 6 where we used Grad-CAM (Zhou et al., 2016; Selvaraju
et al.,, 2017) to visualize the activation maps of RepDI-Net for
each input source as well as the ones of the baseline model
that uses a sampled version of the entire video sequence. In
the two Countix-sampled cases, the RepDI-Net’s RGB input
corresponding to a reference action execution focuses on the
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TABLE 1 | Accuracy (%) for HAR in HMDB / CountixHAR for different methodological variants.

HMDB / CountixHAR 10 frms 25 frms 35 frms 64 frms
1 Repo—WS 51.38/50.35 57.63/59.22 61.82/58.87 63.39/62.95
2 All frames-WS 52.18/51.79 58.39/59.60 57.59/61.51 66.09 / 63.36
3 Repgy-WS 52.08/53.25 59.21/63.32 63.03 / 64.41 64.20 / 67.04
4 Reuc, DIs, Rsc-WS 53.45/54.92 50.24/ 60.22 62.17 / 62.87 63.46 / 63.47
5 Repo-RCC 49.14 / 53.40 58.74 / 59.44 60.17 / 57.39 63.05/ 58.75
6 All frames-RCC 52.08 / 55.29 60.36 / 60.22 62.24/62.12 65.32 / 64.39
7 Repg-RCC 51.80 / 57.95 59.28 / 64.15 61.91/64.59 63.62 / 65.48
8 Reuc, DIs, Rsc-RCC 49.61/56.18 58.78/62.35 59.66 / 63.87 61.83/63.89

WS, window sampling; RCC, random clip crop. Columns refer to sampled input sequence length for the reference execution and the initial sequence. Bold values indicates the best

performing method.
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FIGURE 6 | Visualization of class activations for 1) Onion slicing (A=D), 2) Wood sawing (E-H). In each case, 1st image: original frame, 2nd image: using a window
sampled sequence of the original video, and 3rd, 4th images: reference RGB execution and Dls sources, respectively.
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main motion pattern of the action, whereas the repetition-
oriented part focuses on regions around the main motion pattern
region. We would expect the HAR model to focus on regions that
the action effects explicitly (around the object of interest) and
not in action-unrelated regions. This is indeed true for actions
such as onion slicing (Figure 6D). Our model is not able to
exhibit similar behavior for sequences with sudden viewpoint
changes and severe occlusions such as the wood sawing sequence
in CountixHAR (Figure 6H). To explain this behavior we should
consider that the original Countix dataset contains real-world
videos with samples that exhibit sudden viewpoint changes
and severe occlusions. In such cases, the examined repetition
summarization technique (DIs) reduces but does not eliminate
these effects. This “noise” in the data leads the DI sub-net to
expand the range of the regions that focuses on.

6.2. Impact of Repetition Segmentation

Performance on Recognition Accuracy

The performance of an HAR model that exploits the repetitive
nature of certain actions is expected to depend on the accuracy
of the repetition segmentation task. Incorrect segmentation of
the input actions can potentially disrupt the action step ordering
that is encapsulated within each segmented repetition. As stated
earlier, the Countix dataset provides only the estimated repetition
counts of the included action samples, and does not include any
information on the repetition segment start/end frame indices.
Under those conditions, we design our experiments by focusing
on the correctness of the repetition count estimate, considering
that in each case there exist discrepancies between the estimated

and expected repetition segment boundaries. Consequently, the
cases that are considered are the following (see Figure 7 for a
graphical illustration):

Correct repetition count, unverified segment duration: To
simulate the effect of unverified and perhaps erroneous repetition
segmentation and assess its impact on the proposed DNN
architecture for the case of CountixHAR, we uniformly segment
the sample sequences into the estimated number of repetition
segments that are provided in the dataset documentation.
By comparing the performance of RepDI-Net, using this
segmentation strategy against its performance with the utilization
of RepNet as the repetition segmentation approach, we observe
that erroneous localizations have a negative effect on the
recognition accuracy, resulting in a decrease in accuracy, between
1.5 — 3%, as shown in Table 2 (row 1 vs. row 2, row 4 vs. row
5). This accuracy drop is more pronounced for sparse sampled
sequences, in which redundant or absent action data has a larger
impact on the classification, since discriminative keyframes can
be discarded.

Incorrect repetition count, unverified segment duration: In
this case, we randomly assign a value for the repetition count
number and sample within the range of estimated repetition
counts of each class. Moreover, to further increase the possibility
of erroneous repetition segment duration estimates, we split
the sequence into the assigned number of repetitions with a
variable repetition segment size. As previously, we compare
the performance of RepDI-Net, with this splitting strategy. Our
results, shown in Table2 (row 1 vs. row 3, row 4 vs. row
6), indicate a decrease in performance between 6 to 15%.
Higher performance drops are observed for sparser sampled
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FIGURE 7 | Possible outcomes in repetition detection. A yellow box denotes a background action class segment (i.e., an action that is not part of the repetitive
action), a red box denotes an erroneously segmented part, and a green box denotes a correct detection. First line: the ground truth on the number of the segments
and their start/end frames. Second line: the number of repetitions is correctly estimated but the repetition segment boundaries are not. Third line: Both the number
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TABLE 2 | Accuracy (%) for CountixHAR (1, 4) using RepDl, (2, 5) correct repetition count but unverified repetition segment duration, and (3, 6) incorrect repetition counts

and unverified repetition segment duration.

Repetition segmentation scheme 10 frms 25 frms 35 frms 64 frms
1 RepNet Dwibedi et al. (2020)-WS 54.92 60.22 62.87 63.47
2 Correct rep. count/Unverified segment-WS 52.27 58.84 60.98 61.60
3 Incorrect rep. count/Unverified segment-WS 46.39 46.15 47.23 52.49
4 RepNet Dwibedi et al. (2020)-RCC 56.18 62.35 63.87 63.89
5 Correct rep. count/Unverified segment-RCC 53.51 59.44 59.09 62.12
6 Incorrect rep. count/Unverified segment-RCC 44.30 48.92 55.09 57.38

Results are provided for both the WS (1, 2, 3) and RCC (4, 5, 6) schemes. Bold values indicates the best performing method.

input sequences, where an erroneous segmentation increases
the possibility of selecting a frame that does not maintain the
temporal order consistency of the action steps. Both experimental
scenarios highlight the importance of an accurate repetition
segmentation methodology.

From the aforementioned results, it can be observed that,
we obtain better results if we rely on the (possibly wrong)
number of repetitions estimated by RepNet, compared to the
application of naive segmentation and sampling approaches.
Therefore, it is expected that an improvement in the performance
of the repetition count estimation and segmentation module will
further improve the accuracy of an HAR model.

6.3. Effect of Repetition Temporal
Encoding on Recognition Accuracy

The effectiveness of the repetition-driven sub-net in the proposed
pipeline depends on the ability of the temporal encoding
method that is used to represent the discriminative elements

in each repetition. To better examine the importance of this
factor, we compared the contribution of the Dynamic Images
(DIs) encoding against a deep learning encoder, by examining
the effect on the recognition accuracy. In the place of the
deep temporal encoder, I3D was exploited, following similar
directions in the HAR literature that exploit 3D Convolution-
based encoders (Wang et al., 2016; Lin et al., 2019). Experimental
results shown in Table 3 (row 1 vs. row 3, row 4 vs. row 6)
indicate that the repetition-oriented sub-net benefits from a more
informative representation, with improvements in the range of
1 —4%.

6.4. Effect of Scaling Factor on

Recognition Accuracy

Table 3 (row 1 vs. row 2 and row 4 vs. row 5) presents the effect
of the scaling factor, on the recognition accuracy. We observe
that if this scaling factor is not employed, accuracy decreases
significantly (between 2.3 and 4.9%). The proposed scaling factor
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TABLE 3 | Accuracy (%) for CountixHAR, due to (A) scaling factor absence (No Rsc), and (B) substitution of Dynamics Images (DIs) with a deep-based (I3D) repetition

temporal encoder (/3D Enc).

CountixHAR 10 frms 25 frms 35 frms 64 frms
1 Reuc, DIs, Rsc-WS 54.92 60.22 62.87 63.47
2 Reuc, DIs, NoRsc-WS 50.02 57.91 59.22 60.89
3 Reuc, I3DENC, Rsc-WS 55.27 62.12 63.66 64.36
4 Reuc, DIs, Rsc-RCC 56.18 62.35 63.87 63.89
5 Reuc, DIs, NoRsc-RCC 53.72 58.09 61.57 61.66
6 Reuc, 13DENc, Rsc-RCC 61.60 63.33 64.39 65.52

Bold values indicates the best performing method.

TABLE 4 | Accuracy on CountixEffects, due to the presence of the scaling factor
foise, for actions (A) without any effects on an object due to repetitiveness, NoR.,
(B) with effects on an object due to repetitiveness, Rsc.

CountixEffects action subset NoRs. Rsc

No gradual effect set 2-7 81.00 86.33
Gradual effect 2-7 73.00 79.50
No gradual effect set 8-20 80.33 88.67
Gradual effect set 8-20 76.00 78.00

Table also depicts the effect of repetition count (2—7, 8-20) on each subset.

TABLE 5 | Accuracy on CountixEffects, for lower (2-7) and higher (8-20)
repetition counts, using a 10-frame input sequence, and a uniform sampling
scheme, (A) using all frames (B) using the RepDI approach and (C) using all
repetitions as samples.

CountixEffects action subset (A) All frames (B) RepDI (C) Rep.y
Repetitions count 2-7 75.67 82.91 85.40
Repetitions count 8-20 80.80 83.34 88.60

Approaches (B), (C) exploit repetitiveness and outperform (A) that does not.

TABLE 6 | Time per epoch (sec—mean duration over 5 epochs).

Dataset, Learning method Time (sec) per epoch

CountixHAR 2-10, Repa 548
CountixHAR 2-10, RepDlI 125
CountixEffects, 2-20 Repa 521
CountixEffects, 2-20 RepDI 62

Training was performed in an RTX 3070 GPU, batch size 8, learning rate 0.8, Adadelta,
input length 10 frames, RCC sampling.

tunes the representation learnt by the model according to the
variability of the repetitive segments and the potential presence
of discriminative information among them. This feature can be
of importance when learning to recognize actions that impose
gradual effects on the scene. To better evaluate the importance of
fprsc with respect to the repetition count range, we formulate our
experimental set up around CountixEffects as follows. We splitted
CountixEffects into two subsets based on different repetition
ranges, (a) limited repetitiveness, consisting of samples whose
repetition count was in the range of [2,7] and (b) moderate to
high repetitiveness, whose repetition count was in the range of

[8,20]. This formulation resulted in the subset 2 — 7, to consist
of 134 training samples, whereas the subset 8 — 20, to contain
189 training videos. For both subsets a common test set was
created consisting of 100 videos with repetition counts in the
range of 2-20. Specifically, 64 test samples lie within the 2-7
repetition range and 36 samples within the 8-20 range. Moreover,
we examine the performance of RepDI-Net, for repetitive actions
(a) with no notable effect on the scene and (b) a gradual effect on
the scene, by leveraging the action set layout of CountixEffects.
Our experimental results, shown in Table 4, indicate that the
inclusion of the repetition count and similarity-driven scaling
factor for the repetition-based DI branch is beneficial for actions
that impose a gradual effect on the scene. Moreover, for both
repetition count ranges, the scaling factor improves recognition
accuracy in both action subsets.

Table 5 shows the accuracy on CountixEffects using a 10-frame
input sequence, and a uniform sampling scheme, (a) using all
frames, (b) using the RepDI approach, and (c) using all repetitions
as samples. Results are reported for the cases of actions in
two different repetition ranges (2-7 and 8-20). As it can be
verified, the application of a repetition-based segmentation stage
[columns (b) and (c)] leads to an improvement in recognition
accuracy compared to a naive use of the input sequence [column
(a)]. Moreover, the consideration of each repetition as a distinct
sample performs better compared to the RepDI approach.
However, as presented in the following section, RepDI involves
a more compact representation of the input sequences and, as
such, is computationally more efficient compared to using all
repetitions. This is because when all repetitions are used, the
training time is proportional to their number.

6.5. Learning Efficiency When Exploiting

Action Repetitiveness

In the previous experiments it is clear that the exploitation of
action repetitiveness for better configuring the input sequence
can improve the model performance in HAR. Based on the
obtained experimental results, the most effective approach is to
consider all repetitions as distinct training samples. However, this
approach is not the most efficient since the training time per
epoch increases proportionally to the repetition count. As shown
in Table 6 for the case of CountixHAR, a mean of 4.7 repetitions
per sample leads to a x4 increase in the per epoch computation
time compared to exploiting the repetitions with the proposed
deep pipeline, with the computation time discrepancy increasing
proportionally as the number of repetitions increases. Moreover,
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FIGURE 8 | Training accuracy change with (A) no exploitation of the
repetitiveness (red), (B) exploitation of all repetitions as distinct samples (blug),
and (C) using the proposed method (green).

based on Figure 8 it is evident that the proposed repetition
segment summarization scheme, achieves the best trade-off
regarding efficiency and efficacy in the learning process when
dealing with repetitive actions.

7. DISCUSSION AND FUTURE WORK

We considered and evaluated the repetitive nature of certain
actions in HAR under two perspectives. First, we investigated
the effect of redundant information presence, due to task
repetitiveness, on the ability to learn discriminative action-
specific representations using common sampling techniques.
Additionally, we proposed ways to highlight, via effective
repetition sequence localization and processing, the gradual
effects of the repetitive action on the actor or on the involved
objects, and evaluated their contribution/importance on the
action recognition task. Our findings indicate that for actions
exhibiting moderate to high number of repetitions, localizing and
using repetitions allows a deep learning HAR model to access
more informative and discriminative representations, thus,
improving the recognition performance. Exploiting repetitions
as discrete samples leads to slower learning rates but allows the
model to better capture the temporal ordering of the action as
well as the scene/actor/object-of-interest appearance changes.
Repetitions can also be used to highlight the gradual effects
of the action on the scene, an ability that can be useful
to discriminate between fine-grained actions that exhibit high
appearance and motion similarities. When adopting this strategy,
itis evident that HAR should focus on the action-affected regions.

Our findings indicate that the presence of action background
motions or occlusions that are unrelated to the action, tend to
be captured by summarization methods and are, therefore, being
considered as action-induced consequences. A remedy to this
could be to focus on the action-related objects and generate
temporal summarizations/encodings only for these regions. This
encoding scheme, when accompanied with the use of more
recent state-of-the-art deep HAR models, will allow for more
informative representations, and is expected to increase the
effectiveness of exploiting repetitiveness on the HAR task.

One of the most important issues in the direction of exploiting
repetitiveness in HAR, is the accuracy in repetition localization.
This is still open for improvement, since only a few works
have tackled the problem, all of them under the perspective of
periodicity estimation and repetition counting. As indicated by
our experiments, an HAR model that exploits repetitiveness is
expected to benefit from a more robust repetition localization and
repetition count estimation method.
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