
TYPE Original Research

PUBLISHED 10 August 2022

DOI 10.3389/fcomp.2022.892597

OPEN ACCESS

EDITED BY

Dirk Heylen,

University of Twente, Netherlands

REVIEWED BY

Kazunori Miyata,

Japan Advanced Institute of Science

and Technology, Japan

Victor Araujo,

Pontifical Catholic University of Rio

Grande do Sul, Brazil

*CORRESPONDENCE

Ana Corrales-Paredes

anadelvalle.corrales@universidadeuropea.es

†These authors have contributed

equally to this work and share first

authorship

SPECIALTY SECTION

This article was submitted to

Human-Media Interaction,

a section of the journal

Frontiers in Computer Science

RECEIVED 09 March 2022

ACCEPTED 06 July 2022

PUBLISHED 10 August 2022

CITATION

del Valle-Canencia M, Moreno

Martínez C, Rodríguez-Jiménez R-M

and Corrales-Paredes A (2022) The

emotions e�ect on a virtual characters

design–A student perspective analysis.

Front. Comput. Sci. 4:892597.

doi: 10.3389/fcomp.2022.892597

COPYRIGHT

© 2022 del Valle-Canencia, Moreno

Martínez, Rodríguez-Jiménez and

Corrales-Paredes. This is an

open-access article distributed under

the terms of the Creative Commons

Attribution License (CC BY). The use,

distribution or reproduction in other

forums is permitted, provided the

original author(s) and the copyright

owner(s) are credited and that the

original publication in this journal is

cited, in accordance with accepted

academic practice. No use, distribution

or reproduction is permitted which

does not comply with these terms.

The emotions e�ect on a virtual
characters design–A student
perspective analysis

Marta del Valle-Canencia1,2†, Carlos Moreno Martínez2†,

Rosa-María Rodríguez-Jiménez2,3 and Ana Corrales-Paredes2*

1Information and Knowledge Engineering Department, Universidad de Alcalá, Madrid, Spain,
2Science, Computation and Technology Department, School of Architecture, Engineering and

Design, Universidad Europea de Madrid, Villaviciosa de Odón, Madrid, Spain, 3European Association

of Dance Movement Therapy and Codarts University, Rotterdam, Netherlands

Interaction between people and virtual characters through digital and

electronic devices is a reality. In this context, the design of virtual characters

must incorporate emotional expression at a nonverbal level looking for

e�ective communication with the user. This exploratory study investigates

the design features of an avatar functioning as a virtual assistant in

educational contexts. From a multidisciplinary approach, the user’s research

was elaborated by a semi-open questionnaire of self-perception of emotional

characteristics: likeability, attractiveness, and applicability of a set of six 2D and

3D characters. The results extracted from a sample of 69 university students

provide a relevant information on design features and open new lines for

future research. Aspects such as Ekman’s basic emotion discrimination and

the design of facial expression are analyzed. The incorporation of other body

parts, their spatial orientation and contextual elements, seems to contribute to

e�ective emotional communication. The results also highlight how the design

of a virtual character should take into consideration the complexity involved

in facial gestures and changes in relation to the vertical axis and planes of

movement. Finally, this article discusses the complexity involved in expressing

a given emotion in a virtual character.

KEYWORDS

A�ective Computing, character design, avatar design, emotions, facial expression,

human-center design, user research

Introduction

Nowadays, the interaction between electronic devices and people is a common

routine. We interact with software, virtual characters, and other people through mobile

devices and computers. The importance of virtual agents being able to show emotions is

increasing in popularity and research effort (Lin et al., 2010; Liebold and Ohler, 2013).

Research in Affective Computing is not only about designing software or algorithms to

recognize and interpret emotions but also being able to show empathy and emotions

to the users (Picard, 1997). Emotion and empathy are two issues that are becoming

relevant elements when designing virtual characters; these are two essential resources to

enhance communication through verbal and nonverbal expressions (Becker-Asano and

Wachsmuth, 2009; Paiva et al., 2017).
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The relationship between emotions and the body has been

widely studied. Researchers like Damasio (1999) analyzed the

physiological processes that explain how emotions emerge

from physical signals that the body expresses when reacting

to external stimuli; feelings emerge once the brain interprets

the emotions.

In recent years, numerous research projects focused on

using physical agents such as humanoid robots as a vehicle

of affective communication (Tapus and Mataric, 2007; Asada,

2015; Tsiourti et al., 2017). Nevertheless, this fact has generated

certain incongruence between the robot’s unnatural movements

and the socioemotional context of the interaction, which

sometimes causes certain rejections or a lack of empathy, often

unconsciously, on the part of the users (Tsiourti et al., 2019).

Despite the efforts that various studies made to make a robot

as human-like as possible, there is always a part that our brain

detects and categorizes as unreal: for example, the speed of

movement or the dissociation of voice and body language (Ma

et al., 2016) and the problem of transferring the complexity

of facial and body movements to a physical entity (Mirnig

et al., 2015). In fact, they go so far as to point out the users’

success in recognizing more emotions in the virtual entity than

in the physical entity (Saldien et al., 2010). Recent studies

conclude that humans respond socially to virtual humans if

they show human-like characteristics (Park and Catrambone,

2021).

Virtual characters are an alternative for digitally modeling

movements and emotions to interact with users. Several studies

used digital avatars in areas such as education (Chao et al., 2012),

psychology (Tanaka et al., 2017), and health (Peña et al., 2020).

In a study by Johnson et al. (2016), the authors presented design

guidelines for avatar-based interactive applications to evaluate

and assist people with social communication disorder (SCD).

The research defined a taxonomy of human–avatar interactions

to support cognitive processes while considering emotional

states and empathic behaviors; they considered the emotion

categories proposed by Paul Ekman, excepting disgust (Ekman

and Friesen, 1971).

The iAnimate Live project (Kellems et al., 2020) has shown

the effect of the interaction between students with special needs

in clinics and schools, for example, improving the engagement

of individuals when speaking with a virtual character. Virtual

characters can be more cost-effective in teaching social skills

than traditional methods and helping them learn social skills.

Recently, studies pointed out that using virtual characters,

with facial expressions, gestures, or human emotions, in

areas such as coaching and education increases attention in

students. Furthermore, virtual environments could be useful for

increasing the understanding of specific contents in both high

schools (Ketelhut et al., 2013) and higher education (Alvarez

and Olivera-Smith, 2013). In a study by Chen et al. (2012),

researchers analyzed the importance of including empathy as

a design element in a virtual avatar, where it was found that,

if avatars show positive emotions to the users, they improve

in reading by completing the proposed educational exercises.

It has been proven that including recognition of emotions

by the affective system is essential. Nevertheless, it is also

important that the avatar should communicate those emotions.

It is fundamental for feedback and empathy with the users. In

a study by Chao et al. (2012), the recognition of emotions by

the user is included but the communication of emotions by the

avatar remains unattended. A comparative analysis by Wang

et al. (2021) found a greater user receptiveness when using an

avatar with emotional responses unlike using an avatar with a

flat facial expression.

Other studies reflected the importance of the creation of

avatars for people of different ages and why the users want

to identify with them (Paleczna and Szmigielska, 2020) or

the importance of adapting the design of virtual agents (e.g.,

Pedagogic Conversational Agents) to the needs of learners

(Pérez-Marín, 2021). Therefore, the avatar should be properly

perceived by the users, showing clear emotions, showing correct

gestures, and generating empathy to improve the interaction and

interest in users.

On this basis, some research questions will guide the work:

What visual characteristics make a student choose one or

the other avatar in relation to the expression of a specific

emotion? In the students’ perception, what elements can clarify

or facilitate the expression of a particular emotion? Can we

increase our understanding of the design characteristics that a

virtual agent or character should have to be perceived in the

desired way?

Our overall objective is to gather insights about design

guidelines of avatars as assistive virtual agents in educational

interfaces through an exploratory study. In this study, the end-

users, or target users, will be young university students, as

this research is the first phase of a virtual coach project in

higher education.

Specifically, this study aimed to cover several objectives:

first, to explore the emotional perception of the students

interacting with a variety of character images and to evaluate

the consensus between the emotion perceived by the student

and the designer’s intention; second, to explore which

characters are perceived as more realistic, alive, attractive,

trustworthy, and intelligent; and third, to extract information

about the applications these characters may have and how

to improve emotional representation, according to the

students’ opinion.

The structure of the paper is as follows: Section Materials

andmethods introduces the research methodology, the selection

criteria of the characters and emotions, and the design of the

evaluation questionnaire for the users to be studied; Section

Results shows the quantitative and qualitative results of our

research. Finally, Section Discussion and future work provides

the discussion and conclusions on the effect of emotions on the

design of virtual characters.
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Materials and methods

The design approach used in this research is determined by

the information we acquired from the potential users, in this

case, young university students.

According to the standard ISO 9241-210:2019 (Ergonomics

of Human-System Interaction - Part 210: Human-centered

Design for Interactive Systems (ISO 9241-210:2019),

2019), human-centered design is characterized by a clear

understanding of user needs, involvement and giving

importance to the user’s feedback, among other things.

Due to this approach and the nature of the topic, our

research tactic is multidisciplinary, with representatives

from fields such as animation and digital design, user

experience, applied psychology, non-verbal communication,

and software engineering.

The user research method is based on questionnaires to

gather insights into what specific aspects of virtual characters are

preferred by students for this type of assistive software agent, in

line with the objectives.

Given the exploratory nature of this study, a mixed approach

was used by incorporating both quantitative and qualitative

information in the questionnaire. The approach is thus more

complex but provides complete information by collecting the

opinions and contributions of the participants. All participants

signed a consent form, agreeing to the anonymized use of a

self-report questionnaire in the current study.

Emotions in virtual character design

Given numerous human–robot interaction (HRI)–related

studies (Jack et al., 2014; Wittig et al., 2015; Mcginn, 2020;

Wang et al., 2021), where emotions are managed using Ekman’s

Facial Action Coding System (FACS) (Ekman and Friesen, 1978),

our research focuses on 6 basic emotions: happiness, surprise,

disgust, sadness, anger, and fear (Ekman et al., 1969; Piórkowska

and Wrobel, 2017).

In the process of designing characters, the artist explores

a range of the characters’ facial expressions (McCloud, 1993;

Preston and Radcliff-Mendoza, 1995) through the character

expression sheet (Figure 1).

Character designs for user research

In the recent research with avatars (Kellems et al., 2020),

despite using a character showing natural facial expressions

in the experiment, some participants mentioned feeling

uncomfortable because of the Uncanny Valley Effect. This may

be caused by the fact that the avatar is represented as very

human-like and very realistic (MacDorman and Ishiguro, 2006)

according to Mori’s original Uncanny Valley theory, which

advises to escape the valley and avoid designs of very realistic

artificial beings (Mori et al., 2012). It is important to note that

digital characters are considered to be artificial with X degree

of realism (Andreotti et al., 2021). Mori’s original theory is also

being reinterpreted by Kätsyri et al. (2015), who divided Mori’s

artificial beings into four groups of human-likeness: clearly

artificial, somewhat human-like, almost human-like, and fully

human-like (Kätsyri et al., 2015). The CG characters’ degree of

realism also depends on the texture and color treatment applied

to them, hence, the use of light and volume illusion (Thomas

and Johnston, 1997). Furthermore, regarding realism degrees,

Kätsyri et al. proved that semi-realistic characters tended to fall

into the valley (Kätsyri et al., 2016), depending on how their

degree of realism is being represented (realistic or cartoon),

CG characters could lay in the valley or not (Araujo et al.,

2022). Therefore, we avoid using character designs with any

realistic degree.

Other research projects (Loewen et al., 2021) determined

that the participants, sampled between ages 17 and 24 (same

target as our research), preferred idealized to realistic avatars.

This is what Frank Biocca called The Cyborg’s Dilemma (Biocca,

1997): “a paradoxical situation in which the development

of increasingly “natural” and embodied interfaces leads to

“unnatural” adaptations or changes in the user.”

In our research, given the literature about the Uncanny

Valley (UV) effect and Cyborg’s Dilemma, cartoon avatar designs

were chosen to avoid both effects and make the avatars more

approachable to the students. The fact that all our virtual agent

designs chosen have anthropomorphic characteristics is linked

to the anthropomorphism phenomenon in HRI, widely studied

by Zlotowski et al. (2015).

To establish the guidelines to design this virtual avatar, a

variety of designs were chosen from different artists around

the world. The primary source was ArtStation.com, which is

a webpage where artists share and publish their work. More

than 300 concept designs were considered, but only six were

finally used in the research, meeting the criteria summarized in

Table 1 and having permission to use them in the study. The

artists were contacted through email and they accepted to be

part of the study. The author names and the characteristics of

the character designs are shown in Table 1. The main criteria

concerning the cartoon representation technique were to choose

characters from the two main groups: 2D and 3D (Figure 2).

Two designs for each group (both genders) were selected, and

two more drawings were added because we also wanted to see

whether it was important for the participant’s perception that

the art style was distorted or vaguely sketched. All designs were

changed into black and white colors to avoid influencing the

participants using them.

It is important to note that a character design could be

drawn directly in two dimensions (2D) or created and modeled

in three dimensions (3D) (Figure 2) (Preston and Radcliff-

Mendoza, 1995). The main difference between 2D and 3D
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FIGURE 1

Basic character expression sheet designed by Michelle Kham.

TABLE 1 Character designs used in the questionnaire and their authors.

Art style Character gender Character Character name Artist

2D Male 1 Yuriy Lisa Henke

2D Female 2 Ann Michelle Kham

2D-Sketch Male 3 Paul Jean Paul Medellin

2D-Distorted shape Male 4 Lorenzo Adrián de la Cruz

3D Male 5 Hodja Jimmy Levinsky

3D Female 6 Smaragd Jimmy Levinsky

designs is a deeper perception in the 3D models that could

lead to an unconsciously more understanding of the character

anatomy structure. Regarding the 3D structure and its rig, some

studies using 3D designs investigated the importance of using

enough amount of facial blendshapes to represent emotions

digitally according to Ekman’s Action Units (AU; Carrigan et al.,

2020). They found some FACS more noticeable than others and

established their order of importance. Although they focused

on realistic virtual human faces, those important Action Units

that they remarked correspond with the Main AU, mentioned

in the previous section. Regarding 2D designs, as animation

experts recommend, designers should work with forms and

volumes, not just lines (Thomas and Johnston, 1997). This

research intended to discern whether using a 2D or 3D design

is important for representing emotions.

The characteristics taken into consideration to choose the

characters were color-filled, sketch, and distorted shapes inside

the 2D group. Regarding the 3D group, the final image could

just be represented in color filled as given the characteristics

of the 3D techniques. A 3D image could not be represented
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FIGURE 2

2D and 3D character designs (see Table 1 for author references and character detail information).

or perceived as a sketch because it is modeled not a drawing

(Figure 2).

The color-filled 2D drawings (characters number 1, 2, and 4

from Figure 2) could give the perception of finished drawings.

The sketch drawing (character number 3), for instance, could

give the perception that it is just a concept, is not finished,

and therefore, is not a character yet that the audience could

empathize with (Araujo et al., 2022).

Character number 4 (Lorenzo) was chosen for its general

shape to give participants a cartoon human-like character with

the most distorted and exaggerated shape. Even though all

the characters have human proportions developed using a

rounded form method, the final exaggerated and sharp shape

can suggest different personalities or even other kinds of

living characters. The use of sharp shapes affects the character

appeal and the perception of its personality (Thomas and

Johnston, 1997). The use of atypical features on characters could

also help viewers to experience the UV effect (Kätsyri et al.,

2015).

In some studies with virtual agents, only the Agent’s head is

shown (Chao et al., 2012), so there is a lack of more information

from their body language to understand the situation. The

effect of body language has been proven in other studies, in

which the probability of acceptance increases when the user

obtains a complete experience if the robot accompanies its

performance with gestures (Salem et al., 2013). Therefore, we

will show at least our avatar in a medium shot, simulating a

video call communication to better approach participants. In

this medium shot, the characters will not show their arms, just

their shoulders, to better understand the correlation between

animacy and likeability. Some of the characters will also present

different spatial orientations with respect to the observer, which

can provide information about the dynamism and relational

capacity of the character.
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Evaluation method: Questionnaire design

Several references were analyzed as input for the

questionnaire design. Krägeloh et al. (2019) analyzed six

different questionnaires for measuring social acceptability

factors related to social robots. Based on semantic differential

scales, Bartneck et al. (2009) studied different scales and

questionnaires of fundamental design elements and proposed

a design to capture anthropomorphism, animacy, likeability,

perceived intelligence, and perceived safety in human-to-robot

interactions for each aspect. These authors proposed what

is known as the Godspeed Questionnaire Series. According

to the review of Weiss and Bartneck (2015), the Godspeed

questionnaire has been used frequently to measure the direct

impression of users in their interaction between humans

and robots.

The survey design includes the usage of different types

of questions: open-ended to capture qualitative data about

students’ perceptions, context-specific multi-choice (Likert

scale) to capture a specific option, and a semantic differential

scale as the one proposed by Bartneck et al. (2009). A simplified

and reviewed version of Goodspeed semantic differential scales

was used as suggested by Weiss and Bartneck (2015), to

avoid overlapping of items in each scale, while maintaining

all five scales: the perception of anthropomorphism (is the

character more human-like or more machine-like), animacy

(what is the perception of life), likeability (how attractive is the

character), perceived intelligence of the character, and perceived

safety (what is the level of trust induced by the character).

Character names, given by the character designers, were shown

in the questionnaire as an important part of the animacy and

character personality perception. This could also help to create

an emotional bond between user-avatar, even though this could

influence the character gender perception. The avatar cannot be

considered as an object, it is a character (Czerwonka et al., 2021).

Initially, students were asked to access the survey through

a welcome page and to choose one character to respond to

the whole questionnaire for the selected character (Figure 3).

Limiting the questionnaire to one selected character helped to

know which character was the most interesting at first glance,

and this also limited the total amount of time for survey response

to assure student participation. Instructions and time limit were

also given to ensure that the time needed to complete the

questionnaire was a maximum of 20min. Each student received

the welcome web page link by email.

The questionnaire was structured in several sections to

capture the relevant data according to the research goals:

(0) student context; (1) student’s perception of emotional

characteristics of the character; (2) student’s perception of the

attractiveness of the character based on physical aspects; (3)

student’s overall impression of the character; and (4) student’s

opinion about the applicability of each character and their

preferred character.

In section (0), the first two questions gather the context for

each respondent (student’s email as a simple control mechanism

of duplicated responses, and the student’s degree).

Questions of section (1) were repeated for all six emotions

of the character chosen by the participant, using an individual

emotion image each time, following the sequence: (1) happiness,

(2) surprise, (3) disgust, (4) sadness, (5) anger, and (6) fear.

Students were asked to identify the emotion shown in each

picture and the level of intensity of the perceived emotion

(questions 3 and 4). This section also captures how the students

describe the emotion with their own words and what would they

add to the image to intensify the perceived emotion (questions 5

and 6).

Section (2) captures the perception of muscular tension,

the visual focal point of the character, degree of dynamism,

and gender (questions 7 to 10). Emotional expressions are

multimodal behavioral patterns. Numerous studies analyzed the

physiological and neurological levels of the relationship between

muscle tension, eye contact, and perception of movement with

the emotions expressed through them (Shafir et al., 2016; Keltner

et al., 2019; Scheer et al., 2021). Movement analysis has made

it possible to expand knowledge about the relationship between

certain motor patterns and expressed emotions, and this is used

assiduously in fields as diverse as therapy, education, and the

performing arts (Shafir et al., 2016). The human mirror neuron

system supports the relationship between the observed facial

configuration of another individual (in this case, a character),

including their gaze, and the possible inference of emotions

through neural activation. The perception of movement (or of

a possible movement) generates through the activation of the

specular system emotions similar to those that are observed

(Schmidt et al., 2020). Furthermore, the chosen elements,

muscular tension, visual focus, and perception of movement

bring the character the so-called intentional state, i.e., to

attribute to an inanimate element the existence of a humanmind

with beliefs, desires, and emotions (Dennett, 1987). A unique

image grid is used to show all six emotions at once for a given

character (e.g., the example shown for character Ann in Figure 1)

(Isbister, 2006).

Section (3) contains questions related to the mentioned

semantic differential scales. The number of options in each scale

was limited to three, e.g., in the anthropomorphism scale, the

options were human – not human, natural – artificial, conscious

– not conscious (questions 11–15). In this section, a unique

character image grid was used for the selected character, as the

example shown for character Ann in Figure 1.

In section (4), students were asked to specify whether they

prefer a virtual character with direct visual contact while it

interacts with the user (question 16); what type of virtual

assistant they prefer (question 17); student’s opinion on the

application for the character (question 18); what general aspect

the student prefer (question 19); and what characteristics they

liked most (question 20). No images were used in this section.
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FIGURE 3

Welcome page for the questionnaire showing the characters (elaborated based on images from authors cited in Table 1).
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Final question 21 captures the ranking in terms of preference

among all the characters, asking the student to sort the

characters by preference. For this purpose, the third type of

image shows all characters with the same emotion, in this case,

happiness (Figure 2).

The questionnaire was written in Spanish and developed

using Microsoft Sway for the welcome page and MS Forms for

the questionnaire itself.

The detailed list of questions can be found in Appendix A.

Data analysis

Both descriptive and inferential analyses were

performed. A chi-squared test was used to assess the

existence of significant differences between the characters

and the perception of the emotional characteristics.

A Kruskal test was used to perform the quantitative

analysis of the impression of the students of the six

characters, and a Mann–Whitney U test to analyze the

pairwise differences.

Finally, an exact one-sample proportion test was used to

analyze the main characteristics of the characters required by

the students. A p < 0.05 was considered statistically significant,

and IBM SPSS v.24 software was used to carry out the

statistical analysis.

The qualitative information extracted from the

questionnaire was transcript and codified. Successive readings

were done until saturation of information was reached.

Evidence about students’ perceptions, degree of coherence

with the designer’s intention, and suggestions for intensifying

the emotions were extracted following an inductive approach

for the six emotions studied. Nvivo 12.0 was used to analyze

the information.

Results

General context results

There are a total of 69 completed questionnaires. Of the

total number of participants, 44% were women and 56% men.

The small sample size for some of the characters analyzed

means that, as a whole, the results presented should be

considered preliminary.

Student perception of emotional
characteristics of the character
(quantitative results)

The level of accuracy in identifying each emotion was

measured by analyzing what emotions were correctly identified

by the students (extracted from responses to the multiple-

choice question 3). Sadness, anger, and happiness were the

emotions best identified by students. The p-values in Table 2

measure whether there are differences in identifying each

emotion in the chosen character. Sadness, fear, and surprise are

the three emotions whose identification significantly depends

on the character. Results also showed that it is more difficult

to identify sadness in Yuriy and fear and surprise in Paul.

Concerning anger, happiness, and disgust, these emotions are

equally identified in the six characters.

Question 3 also allows insights into the global

misclassification rate for each emotion (Table 3). Surprise

is partly misclassified with disgust (18.8%) and fear (17.4%) as

well as disgust with fear (23.2%) and fear with surprise (37.7%).

Responses to question 4 capture the intensity of each

emotion perceived by the students, over a three-level scale

(low, medium, high). Surprise (56.4%), sadness (48.7%), and

TABLE 2 Accuracy in identifying each emotion and the overall accuracy by character.

Yuriy Ann Paul LorenzoHodga Smaragd TOTAL Accuracy for each emotion P-value

Sadness 4

57.15%

6

100%

22

95,7%

12

100%

3

100%

18

100%

65 94.2% 0.001

Anger 5

71.4%

4

66.7%

18

78.3%

12

100%

3

100%

16

88.9%

58 84.1% 0.314

Happiness 5

71.4%

6

100%

21

91.3%

7

58.3%

2

66.7%

17

94.4%

58 84.1% 0.053

Fear 4

57.1%

5

83.3%

0

0%

10

83.3%

3

100%

17

94.4%

39 56.5% <0.001

Surprise 6

85.7%

2

33.3%

3

13.0%

7

58.3%

3

100%

18

100%

39 56.5% <0.001

Disgust 5

71.4%

4

66.7%

7

30.4%

6

50.0%

1

33.3%

11

61.1%

34 49.3% 0.245

Global accuracy for each character 69.0% 75.0% 51.5% 75.0% 83.3% 89.8%
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TABLE 3 Confusion matrix in emotion identification.

Happiness Surprise Disgust Sadness Anger Fear

Happiness 84.1 1.4 8.7 0.0 0.0 1.4

Surprise 11.6 56.5 1.4 1.4 4.3 37.7

Disgust 0.0 18.8 49.3 1.4 7.2 1.4

Sadness 2.9 4.3 2.9 94.2 1.4 1.4

Anger 0.0 1.4 14.5 2.9 84.1 1.4

Fear 1.4 17.4 23.2 0.0 2.9 56.5

TABLE 4 Intensity perceived for each emotion (n = number of responses for each level and emotion, % over the total number of answers for each

emotion).

Intensity Happiness Surprise Disgust Sadness Anger Fear Total

Low 10 15.2% 6 7.7% 12 22.2% 18 24.3% 13 18.1% 14 20.0% 73 17.6%

Medium 37 56.1% 28 35.9% 21 38.9% 20 27.0% 32 44.4% 25 35.7% 163 39.4%

High 19 28.8% 44 56.4% 21 38.9% 36 48.7% 27 37.5% 31 44.3% 178 43.0%

Total 66 78 54 74 72 70

fear (44.3%) are the most intense perceived emotions. Table 4

contains the global summary for each emotion.

Student perception of attractiveness
based on physical aspects (quantitative
results)

Lorenzo, Hodga, and Smaragd are the characters with the

highest perceived muscular tension, with being Paul and Ann

the characters with the lowest perceived muscular tension

(question 7). Responses to question 8 show that Ann and

Smaragd are perceived as having the most specific visual

focus, and the character with the least specific visual focus is

Paul. Regarding the degree of mobility of the characters and

how active they are perceived by the students (question 9),

Hodga is the top character in this aspect, followed by Smaragd

and Lorenzo. Yuriy, Ann, and Paul show a discrepancy in

perceptions, indicating less consensus among students about

the level of movement of these characters. The gender of

each character (question 10) is perceived unanimously by all

students for Yuriy, Ann, Hodga, and Smaragd. There are

some different perceptions of the gender of the characters

Paul and Lorenzo. Table 5 contains the overall perception of

these aspects.

Even if there are no significant differences between the

character and muscular tension (p= 0.620), perception of visual

focus (p = 0.648), and perception of movement (p = 0.207), we

did find significant differences in the character in terms of the

perception of the gender (p < 0.001).

Students’ overall impression of
characters (quantitative results)

Using the Godspeed approach for the perception of artificial

characters, the results were analyzed to get insights into the

following aspects:

• Which character has been tagged as the

most anthropomorphic

• Which character has been tagged as the most alive?

• Which character has been tagged as the most attractive?

• Which character has been tagged as the most intelligent?

• Which character has been tagged as the one who inspired

the most confidence?

Table 6 summarizes the findings for questions 11 to 15, using

a global score index based on the normalized sum of responses

for each aspect and character. A maximum score of 5 points

could be reached by any character. The overall best scores were

achieved by Ann (4, 61), Smaragd (4, 33), and Paul (4, 30).

Lorenzo has the lowest global score (2, 5) because it has very

low attractiveness and is the least inspiring confidence even

though this character scores highest in “Most alive character.”

Table 6 also shows the p-values of the Kruskal test that analyzes

whether there are significant differences in the values of each

aspect for the six characters. There are significant differences for

all the aspects, as well as for the global index, except for alive.

Performing pairwise comparisons among the six characters by

means of the Mann–Whitney U-test, we conclude that Lorenzo

is significantly less anthropomorphic and less attractive than the

other characters and that Yuriy and Lorenzo look significantly
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TABLE 5 Perceptions related to various character features (n = number of responses for each character, % over responses for each level and

character).

n = 7 n = 6 n = 23 n = 12 n = 3 n = 18

Yuriy Ann Paul Lorenzo Hodga Smaragd

Degree of muscular tension

Low 14.3% 16.7% 17.4% 8.3% 0.0% 0.0%

Medium 57.1% 50.0% 52.2% 25.0% 33.3% 50.0%

High 28.6% 33.3% 21.7% 66.7% 66.7% 44.4%

Neutral 0.0% 0.0% 8.7% 0.0% 0.0% 5.6%

Visual focus

No 14.3% 16.7% 34.8% 16.7% 33.3% 16.7%

Yes 57.1% 83.3% 52.2% 66.7% 66.7% 77.8%

Neutral 28.6% 0.0% 13.0% 16.7% 0.0% 5.6%

Movement

Neutral 28.6% 16.7% 39.1% 8.3% 0.0% 11.1%

Dynamic 57.1% 66.7% 39.1% 83.3% 100.0% 83.3%

Static 14.3% 16.7% 21.7% 8.3% 0.0% 5.6%

Gender

Male 100.0% 0.0% 87.0% 91.7% 100.0% 0.0%

Female 0.0% 100.0% 4.3% 0.0% 0.0% 100.0%

Other 0.0% 0.0% 8.7% 8.3% 0.0% 0.0%

TABLE 6 Global perception of each character (normalized global score index over all responses for each character).

Character Most anthropomorphic Most alive Most attractive Most intelligent Inspires most confidence Global index

Yuriy 0.95 0.90 0.81 0.38 0.38 3.43

Ann 0.89 1.00 1.00 0.94 0.78 4.61

Paul 0.88 0.96 1.00 0.86 0.61 4.30

Lorenzo 0.61 1.00 0.19 0.53 0.17 2.50

Hodga 1.00 1.00 1.00 0.67 0.33 4.00

Smaragd 0.91 0.96 1.00 0.72 0.74 4.33

Total 0.86 0.97 0.84 0.72 0.55 3.92

p-value 0.003 0.66 <0.001 0.004 <0.001 <0.001

less intelligent than the other characters. Finally, the global

index is significantly smaller for Lorenzo, followed by Yuriy and

Hodga, and finally, the global index is considerably higher for

Ann, Paul, and Smaragd (see Table 6).

Student opinion on applications for each
character (quantitative results)

The multiple-choice question 16 (Do you like a virtual

character to look at you when interacting with you?) shows

that more than 60% of the students do not care about this

aspect (Table 7). Only Hodga and Ann are below average for

this answer, with 33.3% and 50%, respectively. The multiple-

choice question 17 (In a virtual assistant, would you prefer...?)

indicates that nearly 30% prefer a real person and that more than

40% prefer a virtual character like the one shown in the images.

Question 18 is multiple-answer (Do you think the character seen

above would be suitable to be...?). It shows a leveled opinion of

the students among all possible options, except for “I don’t see

any use for it” and “Others.” Question 19 is a multiple-choice

question (Do you prefer the character to have an appearance

of. . . ?). It indicates that more than 70% of the students (without

differences between genders) prefer a human-like appearance.

This question showed some differences between genders. Male

students’ preferred abstract (9%men vs. 2% women) and robotic

(6% men vs. 0% women). Female students’ preferred animal

(6% female vs. 2% male) and object (4% female vs. 0% female).

Question 20 is a multiple-answer question (What did you like

about your character?). It indicates that gender is the least
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TABLE 7 Student opinion on several application aspects for each

character.

Do you like a virtual character to look

at you when interacting with you?

n %

Yes, I can’t think of another way 42 60.9

I do not care 21 30.4

No, it’s not necessary 6 8.7

Total 69 100.0

In a virtual assistant, would you

prefer...?)

n %

I prefer a virtual character like the one

shown above

28 40.6

I prefer a real person 19 27.5

I prefer a text-only chatbot 9 13.0

I prefer a voice-only virtual agent 7 10.1

Other options 6 8.6

Total 69 100.0

Do you think the character seen above

would be suitable to be...?

n %

To ask academic and university

questions

32 27.1

To be your virtual assistant to study 31 26.3

As a company in your spare time 23 19.5

To share your personal concerns 15 12.7

Others (to answer general questions

about the university, as electronic

agenda for the university)

9 7.6

I don’t see any use for it 8 6.8

Total 118 100.0

Do you prefer the character to have an

appearance of. . . ?

n %

Human 50 72.5

Abstract 8 11.6

Animal 6 8.7

preferred characteristic (5%), with a leveled response among the

rest of the options. Table 7 contains these details.

The results in Table 7 allow us to conclude that more than

50% of the individuals prefer a virtual assistant with visual

interaction (p = 0.045), with human appearance (p = 0.001)

and consider the relevant aesthetic (p = 0.001) and gesture and

expression (p= 0.003).

Two inputs are used to analyzed the preference expressed

by students. One is the character selected by students when they

started the survey (from the welcome page – Preference P1). The

second input is the results from final question 21, which allows

the students to rank the characters by preference, from first to

sixth place (explicit preference P2). A comparison with the score

for the first place from question 21 shows that Yuriy improved

(P1 < P2), Paul and Smaragd did not change preferences (P1

= P2), and Ann, Lorenzo, and Hodga got lower scoring at

the end of the questionnaire (P1 > P2). Comparing P1 with

the score for sixth place shows that Lorenzo got a significant

difference. This character was chosen by 12 students on the

welcome page and was voted 42 times as the least preferred

character overall. Table 8 shows a summary of results for P1

and P2. No female students chose the characters Hodga and

Yuriy. Ann and Smaragd were chosen indistinctly according to

the gender of the student. Paul character was chosen by 22% of

female students vs. 13% of male students. Lorenzo was chosen

by 15% of male students vs. 5% of female students.

Using the information in Table 8, we aggregated the partial

rankings given by the students to obtain a total ranking. For this

aim, even if many mathematical tools are available, we consider

the classic approach of de Borda (1781) (see Table 9).

This global ranking is in accordance with our previous

results. Previously, we observed that Lorenzo was considered

to be significantly less anthropomorphic, less attractive, and

inspiring less confidence than the other avatars, so he is

ranked in the last position. Similarly, Lorenzo and Yuriy have

a significantly smaller global index than the other characters,

which is why they are ranked in the last two positions.

Student’s perceptions on characters’
emotional expression (qualitative results)

The content analysis of questions 3 and 4 provides

information on the students’ perception of the set of emotions

shown by the characters, the degree of coherence with the

designer’s intention, and suggestions for intensifying them.

Some pieces of evidence are presented in quotation marks and

coded by student and character number. The translation of the

quotes from Spanish to English was done by one of the research

team members.

Happiness

Most students adequately identify this emotion for some

of the characters, such as Paul and Smaragd. In many

cases, students described the emotion as synonymous such as

friendliness, optimism, enthusiasm, and security, “it gives me

the feeling of being in front of a kind, self-confident and honest

person” [Std33-Smaragd] or “he transmits me companionship

and enthusiasm” [Std55-Paul]. For some characters, this

emotion relates to feelings of calm and confidence, “more than

happiness it generates me relief and calm” [Std64-Paul] and

“it produces more comfort than happiness” [Std4-Ann], and

even serenity, “a feeling of not very intense happiness but the

atmosphere that appears when you talk to a friend and listen

to him attentively” [Std12-Yuriy]. In some cases, there is even a

connection with memories of a happy childhood: “It makes me

feel happy, because it reminds me of the drawings I used to see
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TABLE 8 Student preferences before and at the end of the questionnaire.

Welcome page Ranking

(P1, n = number of chosen questionnaires) (P2, n = number of votes for each position per character, question 21)

Pos1 Pos2 Pos3 Pos4 Pos5 Pos6

Yuriy 7 8 8 4 11 28 10

Ann 6 4 12 13 27 10 3

Paul 23 23 18 13 6 6 3

Lorenzo 12 11 3 1 4 8 42

Hodga 3 5 15 19 12 11 7

Smaragd 18 18 13 19 9 6 4

TABLE 9 Global ranking given by the Borda count.

Character Borda count Ranking

Yuriy 134 5

Ann 171 4

Paul 244 1

Lorenzo 86 6

Hodga 177 3

Smaragd 223 2

as a child” [Std67-Paul]. This image also generates the ability to

awaken a closeness on the part of the observer: “I feel empathy

and it transmits tenderness to me” [Std16-Paul].

A variety of resources appears when the students are asked

about what they would add to improve the representation

of emotion. They suggest adding elements such as “having

arms” [Std1-Hodga], “hands that accompany the expression

in a more gestural way” [Std66-Paul], “someone at his side”

[Std7-Ann], “appropriate clothing” [Std16-Yuriy], or “a context

- like carrying a backpack, a computer, a pencil - to be able to

situate what the character is doing and be able to empathize

more with him” [Std68-Paul]. Other students suggest improving

details, especially in the eyes and mouth, as well as a shift in

the axis of the position, for example, “some freckles and eyes

looking toward me.” [Std61-Paul], “a bigger smile, more like a

laugh” [Std-41-Smaragad], and “smilemore with the eyes” [Std3-

Smaragd].

Surprise

Surprise is sometimes either not completely identified or

appears tinged with a negative quality, “it provokes surprise but

in a negative way as if you have just received bad news” [Std2-

Hodga]. It also appears confused with a wide variety of emotions

such as sadness, disappointment, indifference or uncertainty,

“not pleasant, surprise, disillusionment perhaps” [STd9-Ann],

and even emotions such as disgust, “it is a face of unpleasant

disgust, as if toward another person” [STd55-Paul], or fear

“surprised perhaps with fear” [Std26-Lorenzo]. The association

with emotions and disgust appears mostly in the case of the

character Paul, where only two of the 23 students identify the

gesture with surprise. This also occurs in the case of Ann, only

two of the 6 students identify surprise, but the others indicate

fear or sadness.

This confusion in determining the emotion shown is also

reflected in the proposals to improve the characteristics of

the character. When there is a correct identification with the

designer’s intention, the students suggest modifications either

in details of the face, “the mouth should be more closed, it

seems too exaggerated” [Std33-Smaragad] or “more expression

in the eyes” [Std41-Smaragd], or in external elements that can

provide contextual information. So, “a train coming in or out

of the mouth” [Std20-Lorenzo] or “putting hands on the face”

[Std31-Smaragd] is suggested. One of the students who associate

disgust rather than surprise to the image puts the focus on the

importance of the rest of the body, “bodily expressions mainly.

The same facial expression can mean different things depending

on the body expression - what the hands do, if it is shock and

he jumps, if it’s disgust and he walks away from the scene,

etc.” [Std68-Paul].

Disgust

Students do not identify this emotion with the designer’s

intention. Many of them associate other emotions such as fear,

anger, and sadness, “it can provoke fear and disgust” [STd56-

Paul]. This makes them contradict themselves. One student who

chooses the emotion sadness says “I feel sorry for someone

so angry” [Std22-Lorenzo]; another uses fear and disgust as

synonyms [Std15-Yuriy]. Some note inconsistencies in the facial

gesture itself “it is a bit confusing, on the one hand, it seems

to reflect elation, but the wrinkles between the eyebrows seem

to show disgust, despite the smile” [Std45-Smaragd]. Those

who agree with the designer’ proposal state that the emotion

is in relation to something external, for instance, “he is seeing

something he does not like” [Std24-Lorenzo], “the drawing is
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rejecting something, it seems that he is refusing to do something

because it disgusts him - he closes his eyes as if he does not want

to see it-” [Std36-Smaragd]. They also use other terms such as

displeasure, pity, or shame.

In relation to suggestions to intensify the emotion generated,

specific details of the face appear, for example, “stick out your

tongue” [Std4-Ann], “frown and nose more” [Std41-Smaragad],

or “lower the corners of your lips” [Std3-Hodga], elements

mentioned by several participants. Other students consider “a

3D design could better define the emotion” [Std5-Ann] or the

incorporation of some external element to “understand the

source of the emotion” [Std47-Paul].

Sadness

Sadness is correctly identified by 65 students for the different

characters, except for the character of Yuriy where three

students indicate other emotions such as disgust or anger.

An extensive vocabulary appears to characterize this emotion:

disappointment, longing, loneliness, nostalgia, hopelessness,

worry, decay, and resignation. Some students indicate what the

character makes them feel and they empathize with him: “it

makes me sad and also makes me want to ask him how he is”

[Std67-Paul] or “it makes me sad, very sad” [Std17-Lorenzo].

This concern for the character repeatedly appears in Paul’s case.

In Smaragd’s character, it seems that some credibility is missing

in the face “he seems to be pouting, his sadness is not very

convincing” [Std33-Smaragd].

There is unanimity on the use of tears to accentuate the

expression together with modifications in the eyes and mouth:

“maybe adding tears and lowering the chin could increase the

intensity of the emotion” [Std12-Yuriy], “some kind of wrinkle

in the face” [Std36-Smaragd], or “sadder eyes” [Std59-Paul].

Again, the importance of the rest of the body to intensify the

emotion appears, such as “position of the shoulders” [Std63-

Paul] or the context “maybe a gray sky, rain, cold colors” [Std67-

Paul].

Anger

There is unanimity in the recognition of anger in the

characters of Hodga, Lorenzo, and Smaragd. The participants

mention “you can see that he is angry or upset about something”

[Std1-Hodga] and terms such as being upset, disapproval,

frustration, and anger appear. Several of them mention that

there is more anger than annoyance, that is, they do not

appreciate the high intensity in the image, for example, “it

gives a feeling of being angry but without reaching an extreme

anger” [Std27-Lorenzo] or “annoyance or repressed anger, it

seems that someone is being unfair with her or with someone

around her” [Std33-Smaragd]. Even terms such as superficiality

or indifference appear in relation to this limited intensity of

emotion. Some students discriminate between the emotion

expressed by the character and the one they feel when visualizing

it. There is no identification with it, for example, they assign the

emotion of surprise to the image but mention “I am surprised to

see him angry, he does not look like the classic character who is

often angry” [Std60-Paul] or “I am afraid because I feel that he is

scolding me for something and he is very angry” [Std48-Paul].

Regarding the suggestions to intensify the emotion again, we

can distinguish between those that are characteristics referring to

the character’s own features, e.g., “wrinkle the nose more, furrow

the eyebrows more and tense the mouth more” [Std33-Smaragd]

or “pupils narrower” [Std47-Paul], or from the context “a little

background fire would do him good” [Std20-Lorenzo]. Some

contributions refer to body position “be staring straight at me”

[Std61-Paul] and coherence in the message that can be enhanced

when incorporating the rest of the body and changes in relation

to the vertical axis: “Body expression, it is rare in real life to shout

at someone leaning forward and with your arms behind you. The

more we express ourselves verbally and facially, the more we use

our hands and the rest of the body. It is logical to be leaning

forward in an “attack” position, but the hands should accompany

- as a natural instinct of intimidation trying to appear larger and

more dangerous –” [Std68-Paul].

Fear

This emotion is identified in almost all the characters except

for Paul. All students (22) who chose Paul associated with the

surprise emotion instead of fear. In the case of Yuriy, half of

the students associated the character with surprise instead of

fear. In the rest of the answers there is more unanimity, despite

some descriptions related to the concept of surprise, for example,

“unpleasant surprise” [Std29-Smaragd], or disgust also appears

“between scared and surprised, between fear and disgust like

when you see a bug or a cockroach” [Std33-Smaragd]. It is

interesting how some participants identify themselves as feeling

the same emotion, “it transmits fear, therefore it is what I

feel” [Std35-Smaragd], while others distinguish the expression

of the character from their own emotion when viewing it. So, a

student who identifies fear says “it causes me distress” [Std31-

Smaragd]. It is very evident the confusion with the character

Paul; students are surprised and use words such as singing,

enjoyment, and illusion. In the case of Yuriy, some students

describe the observed contradiction, choose fear, and explain “it

can be confused with surprise because of the open eyes, but the

slightly open mouth and the teeth can indicate a possible jaw

tremor, expressing fear” [Std12-Yuriy].

Among the suggestions provided to intensify the emotion

“more pronounced neck muscles may show a greater degree of

intensity” [Std12-Yuriy] or “I would wrinkle the brow down

more - as it was under tension-and open his mouth wider”

[Std33-Smaragd]. Again, the context and the complement

of other body parts appear as improvements “sounds and

expression with other body parts and gestures accompanying
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the facial gestures” [Std41-Smaragd] or “bodily expressions -

hands beside the face or on top of the head grabbing the hair”

[Std68-Paul].

Discussion and future work

The fundamental question that drives this research is

to explore the design aspects of digital characters that fit

best for a software avatar applied to education support

systems. In this sense, an ideal virtual character could be

designed based on the questionnaire result analysis and

students’ perceptions.

The decision about using a human-like character for a

virtual agent could be settled, because 72% of participants

preferred human-like agents, regarding the results shown

in Table 7. Therefore, the character should have a human

aspect, with anthropomorphic elements such as Hodga, Yuriy,

and/or Smaragd.

For an attractive avatar, design elements like the ones shown

in Lorenzo appear not to be appropriate. Given the results about

the lowest global score (Table 6), the idea of using rounded

shapes instead of sharp shapes is reinforced to give appeal to

the character. This seems to be also connected to confidence

scores. The design of Ann, Lorenzo, and Hodga (characters that

were perceived more alive by users) allows observing muscle

tension lines as well as a rotation of the torso with respect to

the vertical axis, thus increasing the sensation of movement and

approach to the observer. Therefore, design elements used in

characters like Ann, Lorenzo, and Hodga could be considered

for an alive avatar.

This perception leads to the relationship between the

personality of virtual agents and the empathy or rejection

that they can generate. This idea is linked to the stereotypical

expectations of personality that people hold when thinking

about particular jobs or roles, as in some studies shown in

the introduction (Joosse et al., 2013). The role of this ideal

character as a virtual assistant needs to consider the results of

its design. For example, Paul, Ann, and Lorenzo are chosen as

the best characters to ask academic and university questions,

and Hodga is the best character to be a virtual assistant

to study. This result could also reinforce the idea of using

stereotypical elements to the character according to the task,

such as glasses like the ones our character Paul wears. None of

the students commented about it directly, just one student who

chose Paul, mentioned elements regarding educational context

“like carrying a backpack, a computer, a pencil - to be able to

situate what the character is doing and be able to empathize

more with him.” Nevertheless, Paul was not perceived as the

most intelligent character. For the design of an intelligent avatar,

using design elements such as formal dress, haircut, and gender

representation (e.g., the ones used in Ann) could be considered.

On the other side, elements such as scruffy looks and goofy

expressions (e.g., the ones used in Yuriy, Lorenzo, or Hodga) are

not recommended to be used.

Therefore, one important thing for further research is

to highlight what qualities our virtual character should

have to implement in the personality of our entity and

thus, determine what movements will be congruent with

that personality.

Regarding the results about virtual character gender, it

is interesting to note that the female characters were scored

as the best fit to share personal concerns and the characters

who inspire more confidence by a big margin (Table 6). Also,

students perceived them as the most confident ones. This

result could be unconsciously influenced by the stereotypical

association between women and education roles and should

be considered for further work (Eagly and Koenig, 2021).

There is also a remarkable result about Paul’s and Lorenzo’s

gender (Table 5). It can be seen that doubts were generated

about those character’s gender. Regarding Paul, the reason

could be the sketch technique itself because it has fewer

details in its design anatomy structure, and factions. Regarding

Lorenzo’s design, the exaggerated and less human-like shape

could suggest some other kind of character with non-

binary gender. Also, the high percentage of male perception

could be influenced by its male names. Some considerations

regarding the gender of the students and their initial choice of

character should also be made. No female students chose the

characters of Hodga and Yuriy, and some further differences

were observed in the selection according to the gender of

the students.

The results about a global expression of emotions indicate

that the more detailed a character’s design is (e.g., Smaragd

and Hodga), the more accurate seems the emotion perception

by the participants. Additionally, on numerous occasions,

the emotion that the designer wants to represent is not

adequately captured by the students, particularly in the case

of surprise, fear, and disgust, as shown in the confusion

matrix (Table 3). Normally, these emotions are difficult to

observe and recognize by people who are not experienced

in emotional recognition (Ekman, 2007). Also, they are

difficult to represent in two dimensions, given the natural

synthesis result from drawing. This could be extracted

from the participant’s results because Paul, a 2D sketch,

has been designed with fewer details in comparison with

others like Smaragd and Hodga, which have the best results

related to surprise recognition (Table 2). It is important to

note that both Smaragd and Hodga are 3D representations,

while others, like Lorenzo or Ann, are very detailed 2D

designs. They also have a good score in emotional accuracy

(Table 2).

This could lead to the conclusion that the 3D style is

not mandatory to represent emotions in better way. A 2D
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FIGURE 4

Relevant character-emotion pairs.

design could be used if it is done with enough details and

anatomy representation.

That is also settled for a specific representation of emotions.

The characteristics of the following pairs of character-emotion

should be considered: Ann-Happiness, Hodga-Surprise,

Smaragd-Surprise, Hodga-Fear, Ann-Sadness, Hodga-Sadness,

Smaragd-Sadness, Lorenzo-Sadness, Lorenzo-Anger, and

Hodga-Anger (Figure 4).

Regarding character design, especially when difficult

emotions need to be expressed, it seems essential to incorporate

a contextual element that helps to understand the emotion

as well as to incorporate other parts of the body, changes

in relation to the vertical axis and planes, and sensation of

movement on it. This corroborates previous studies (Salem

et al., 2013) and reinforces the idea for future research not

only to use a 2D static image but to use an animated character

that interacts with the student. Furthermore, contextual

information and cultural dependence could influence the

perception and consideration of certain visual elements. The

focus of this paper has been directed toward the analysis of

different face gesture designs. In this sense, evidence suggests

facial expressions and other emotional movements are cross-

culturally universal (Izard, 1994; Scherer et al., 2001; Dael

et al., 2012). Different objectives aimed for example at the

analysis and facilitation of body-mind integration for clinical

proposals would have required an understanding of social

context (Ono et al., 2019; Chang, 2021) since movement is

influenced by the psychophysical orientation of culture (Chang,

2021).

It is also important to note that some students

show difficulties both in discriminating emotions and

in the use of the vocabulary that could represent them,

which opens a line of future research regarding one of

the elements of emotional intelligence (the recognition

and expression of emotions) (Gartmeier and Tettegaah,

2015). Other students differentiate and indicate them

verbally, between the emotion that the character seems

to represent and the one they feel. There is not always

absolute identification.

In any case, there are some important limitations identified

during this study. First, there was no pre-post questionnaire

design, so we could not measure the improvement regarding

a starting level. Second, it would be important to analyze

students’ ability to recognize and understand emotions through

standardized tools. This would make it possible to refine the

results. Third, the small sample size for some of the characters

(as shown in Table 10). This fact does not assure the convergence

of the statistic to the chi-square distribution; hence, these results

can only be taken as preliminary. The small sample size has

also prevented a segmented analysis by gender. The choice

of one or the other character could have an added bias due

to the gender of the students and it remains for future work

to expand the sample by incorporating these aspects into the

study. Finally, it is worth mentioning that the designs made
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TABLE 10 General results about student context.

Total participants N = 69

Average time to response (hh:mm:ss) 00:13:49

Degreesa Frequency (n) Percentage

(%)

• IT Engineering • 28 • 40.6%

• Videogames and

animation

• 19 • 27.5%

• Mathematics • 5 • 7.2%

• Health science • 4 • 5.8%

• Bioengineering • 4 • 5.8%

• Social science • 3 • 4.3%

• Industrial Engineering • 3 • 4.3%

• Design • 2 • 2.9%

Number of questionnaires per character • Paul • 23 • 33.3%

• Smaragd • 18 • 26.1%

• Lorenzo • 12 • 17.4%

• Yuriy • 7 • 10.1%

• Ann • 6 • 8.7%

• Hodga • 3 • 4.3%

aOne responder did not indicate the degree but answered the full questionnaire.

by the artist are deeply connected to the understanding of

virtual character’s emotions, which could bias the participant’s

perceptions of them.

Several future research opportunities can be identified based

on the results of this study and the mentioned limitations:

1. Design and implement a virtual coach prototype for

university students, based on the insights gathered in this

research, to study the impact of applying this type of character

as a education support system.

2. Define virtual coach design guidelines with a focus on

emotion representation.

3. Incorporate movement analysis into the virtual design

guidelines. Study embodiment impacts this type of education

supports systems and deepens non-verbal communication

by incorporating movements, understanding the avatar as a

character with a unique personality and appearance that can

generate empathy and credibility in the user.

4. Study the application of emotions for the design of a user-

centric education support system.

5. Deepen the study of the relationship between gender and

roles in the design of digital characters.

6. Study the use of color and its impact on character acceptance

and empathy.
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