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A lack of trust in the providers is still a major barrier to cloud computing

adoption – especially when sensitive data is involved. While current privacy-enhancing

technologies, such as homomorphic encryption, can increase security, they come with a

considerable performance overhead. As an alternative Trusted Executing Environment

(TEE) provides trust guarantees for code execution in the cloud similar to transport

layer security for data transport or advanced encryption standard algorithms for data

storage. Cloud infrastructure providers like Amazon, Google, and Microsoft introduced

TEEs as part of their infrastructure offerings. This review will shed light on the different

technological options of TEEs, as well as give insight into organizational issues regarding

their usage.
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INTRODUCTION

Over the last two decades, the adoption of cloud computing by organizations has increased steadily
(Mell and Grance, 2011; Gartner, 2020). The economic and technological benefits of pay-as-you-
go pricing and elasticity have resulted in outsourcing infrastructure to on-site and public cloud
services (Hsu and Lin, 2016). As cloud computing systems are complex and draw on diverse
technologies, gaining a sufficient understanding of how to secure such systems can be a significant
challenge (Venters andWhitley, 2012; Fernandez et al., 2016). Furthermore, organizations that use
cloud computing services have only weak guarantees (e.g., legal contracts) concerning the tamper
resistance of hardware, the virtualization layer, the operating system, or the applications that may
be executed (Kelbert et al., 2017). The EU General Data Protection Regulation (GDPR) has further
increased the legal obligations of organizations and their cloud service providers when handling
customer data (Russo et al., 2018). Therefore, the fear of losing control over the data processed by a
cloud service provider remains a significant adoption barrier to outsourcing data processing (Senyo
et al., 2018).

A trusted execution environment (TEE) is a new security technology that promises to mitigate
attacks on cloud systems (Sehgal et al., 2020) and therefore lower the barriers to cloud computing
adoption by organizations. TEEs use a hardware root of trust to enable data processing with
fine-grained access control and protection of the executed code, runtime state, and memory of
cloud systems (Birrell et al., 2018; Sehgal et al., 2020).

As processor manufacturers have already provided TEE capabilities for several years, large
cloud providers have started to provide TEEs for their customers to provide additional security
guarantees and ease the concerns about cloud computing. In 2019, industry participants, such as
Intel, AMD, Microsoft, and Google, founded a new Linux foundation consortium, which coined
the term “confidential computing” as an umbrella term for their TEE services (Rashid, 2020).
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TRUSTED EXECUTION ENVIRONMENT

Security guarantees provided through the hardware have been a
subject of discussion for over 20 years (Pearson and Balacheff,
2003). The early hardware-security modules were used to secure
the BIOS and boot code but were not programmable and
did not encrypt the computing process or protect the data
(Garfinkel et al., 2003; Abera et al., 2016). TEEs overcome these
shortcomings and are defined as “tamper-resistant processing
environments that run on a separation kernel” (Sabt et al., 2015).
Remote verification makes the technology suitable for cloud
environments (Chen et al., 2019). It is a mechanism proving to
an organization that uses the services of a cloud provider that the
specified software runs on the predefined hardware even if the
organization does not have direct access to this hardware.

As shown in Figure 1, there are two conceptually different
TEE models for cloud computing (Mofrad et al., 2018). The
virtual machine-based model dynamically encrypts the whole
system memory of a virtual machine (Hetzelt and Buhren,
2017), and the process-based model provides only an encrypted
memory area within the virtual machine (Zhang and Zhang,
2016). While all of an application’s memory is encrypted by
default in the virtual machine-based model, in the process-based
model, the application developer must selectively decide which
code to execute in the encrypted section and which calculations
to perform in the unencrypted section of the system memory. In
the process-based model, the encrypted part of the memory is
also referred to as an “enclave.”

Owing to its current popularity, we are providing a conceptual
overview of the creation of a TEE and its validation for the
process-based model. The hardware vendor (e.g., Intel) takes the
certificate authority (CA) role, providing a private/public key pair
for the unique hardware. The private key is embedded into the
hardware duringmanufacturing (“root of trust”), while the public

FIGURE 1 | Illustration of the two models of TEE for cloud computing. In the

virtual machine-based model (A), the whole memory of the virtual machine is

encrypted, while in the process-based model (B), only the memory of the

enclave is encrypted.

key is signed using the CA’s private key, building a chain of trust
back to the CA.

In the first phase, the TEE is created using platform-specific
microcode instructions provided by the hardware (Figure 2A).
In the first step of the TEE setup (Figure 2A, 1), a user-defined
amount of system memory is encrypted using a symmetric
encryption schema (Costan and Devadas, 2016) and is granted
access to the private key embedded in the hardware. Therefore,
this TEE is protected from the cloud service provider or any other
adversary accessing the system (Sobchuk et al., 2018). Next, a
part of the application is loaded into the encrypted memory of
the TEE (Figure 2A, 2), and in the final stage of TEE creation, a
unique identifier of the running TEE is calculated and reported
back to the user of the TEE for later validation (Figure 2A, 3).

In the second phase, the TEE validation is conducted, which
is required because the user who created the TEE in a cloud
environment does not have access to the physical hardware.
Therefore, it is necessary to verify that (i) the TEE was created
on the vendor-provisioned hardware (as only this guarantees
the integrity of the encryption) and (ii) the TEE contains the
expected application code. Both requirements are solved by
using a remote CA validation service (Figure 2B). In the first
step, the user retrieves a certificate from the TEE (Figure 2B,
1). The certificate is then signed using the TEE sealed private
validation key (see above) and contains the unique ID from the
creation process, information about the specific application code
executed within the TEE, and the underlying hardware. Next,
the user can confirm that the TEE is running the anticipated
application code by sending the certificate to the CA (Figure 2B,
2). Following successful validation (Figure 2B, 3), the user can
execute the application code within the TEE with the prescribed
security guarantees.

FIGURE 2 | Illustration of the TEE creation (A) and validation process (B) for

the process-based model.
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EXAMPLE APPLICATIONS OF TEE

Use cases for TEEs start evolving in the areas of cloud computing,
the Internet of Things (IoT), multi-party computation (MPC),
and artificial intelligence.

Cloud computing is currently the primary use case for TEEs.
It is driven by features like pay-as-you-go pricing and dynamic
scaling possibilities but also has to address the security and
trust requirements of organizations (Coppolino et al., 2017).
TEEs promise to add the same security properties to cloud
computing that organizations are familiar with from on-premises
environments (Barbosa et al., 2016). This shall allow using TEE-
based cloud computing also in sensitive areas.

Trusted execution environments are also applied to support
the IoT. Since IoT devices typically have low processing
power, they send the collected sensor data to a central public
cloud component. As these data can be highly sensitive, TEEs
can improve the security guarantees of the processing cloud
environment (Gremaud et al., 2017). Furthermore, the correct
code must be executed in IoT scenarios where processing
is already done within the IoT device (e.g., in automotive
or healthcare applications). TEEs can be used on the device
to protect the execution code and increase trust by attesting
correctness to the backend system (Pettersen et al., 2017;
Valadares et al., 2021).

Another TEE application domain is MPC. Collaborative work
on private data sets by mutually distrusting parties—referred to
as MPCs—often rely heavily on non-technical solutions such as
trusted third parties or legal contracts. Data leakages or misuse
within such setups are still possible. TEEs can increase the
trust in collaborative work and provide a secure and efficient
technical solution to MPC problems as an alternative or addition
to current MPC solutions (Koeberl et al., 2015). In such MPCs,
collaborative data analytics can be executed within the TEE. Each
collaboration partner can validate the code executed within the
TEE, provide raw input data, and collect the aggregated output
data (Ohrimenko et al., 2016; Kaissis et al., 2020).

Artificial intelligence and privacy-preserving data mining are
use cases for TEEs, too. Both approaches often rely on datasets,
which have to be trustfully shared between domain and data
modeling experts (Kaissis et al., 2020). Especially in the area
of medical data, collaborations must take data confidentiality
into account. Ohrimenko et al. described a machine learning
protocol for collaborative data analytics using TEE (Ohrimenko
et al., 2016). All involved organizations profit from the pooling
of private datasets by training machine learning models on
the aggregated data. Possible applications are the aggregation
of disease diagnosis data from different hospitals and the
pooling of customer attributes from complementary companies
(Ohrimenko et al., 2016). In a study by Luo et al., a TEE-based
system was developed, which can securely calculate the similarity
of customer attributes. The system can be used to recommend
potential friends within a social network while preserving data
confidentiality (Luo et al., 2020). Another example is the Genie
platform, which can be used to securely train AI models based
on medical data. All data is uploaded into a TEE and within
this security boundary used for training and statistical modeling

(Zhang et al., 2020). As an alternative one can also use the
TensorSCONE system, which integrates the TensorFlow library
within a trusted execution environment using SCONE (Kunkel
et al., 2019). It enables the training and usage of TensorFlow
models for arbitrary AI tasks (Kunkel et al., 2019). In the case
of machine learning, it is also important to protect the trained
model, as it can give a competitive advantage. Ács and Coleşa
designed a system for securely loading machine learning models
within a TEE. They also provided a trusted web API for querying
the loaded models (Ács and Coleşa, 2019).

ORGANIZATIONAL ISSUES REGARDING
TEE ADOPTION

In the context of cloud computing, TEEs raises many questions.
Most importantly, these are related to the role TEEs might play
in the adoption of cloud computing by organizations. While
academics currently focus on technical discussions regarding the
security properties of TEEs (Nilsson et al., 2020), other aspects
such as the organizational potential of TEEs or TEE governance
are currently driven by a few prominent industry players. One
example is the Confidential Computing Consortium, which
focuses on accelerating TEE adoption and is an industry-
driven governance project. In addition, rigorous empirical
and theory-driven information systems (IS) research on TEE
remains scarce but is necessary to understand the potential
of the technology better and, most importantly, promote its
organizational adoption (Gallivan, 2001).

From the ongoing technical discussion surrounding TEEs, it
is evident there are several possible attack vectors undermining
TEE security guarantees (Nilsson et al., 2020). These open gaps
are being addressed by security researchers or vendors (Fei
et al., 2021). These attacks rely on the assumption that the
attacker has full control over the platform. Successful mitigations
for these attacks implement additional security primitives to
guard memory and I/O accesses (Chandra et al., 2017; Sasy
et al., 2018). Remote attestation is another attack vector of
TEEs. SGX uses an Intel service for attestation, which has been
criticized within the literature as it puts Intel in a dominant
position within the Confidential Computing space (Costan and
Devadas, 2016). The attestation process can also leak sensitive
information; for example, information about the signing party
and the signed content (Sardar et al., 2020). In the case of a high
number of attestations, it can also be an infrastructure bottleneck
(Abera et al., 2016). Possible solutions are open attestation
services, third-party attestation solutions, or attestation of groups
(Scarlata et al., 2018; Chen et al., 2019). As security gains can
be an important driver for the general adoption of security
technologies (Herath et al., 2020), future research first needs to
investigate TEE implementations by organizations to understand
the real-world security and trust benefits of TEE.

This potential added security has also been discussed as a
way of reducing sensitive data leakages and could therefore
be an appropriate technology to address legal requirements
when processing personal data in the cloud (e.g., GDPR or
the California Consumer Privacy Act). These laws mandate
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data protection by design and require that the level of security
is appropriate to the risk (Singh et al., 2020). TEEs could
potentially help organizations using cloud systems to process
personal data in a way that not only enforces security through
legal contracts between organizations and cloud service providers
but also provides technical security measures controlled by the
organization. However, this might not fundamentally change the
legal nature of the relationship between organization and cloud
service provider, as scholars have discerned no difference between
processing personal data with TEEs and using traditional
encryption mechanisms to protect personal data (Singh et al.,
2020). Nevertheless, scholars conclude that TEEs can still help
in “reducing the compliance barriers for cloud adoption” (Singh
et al., 2020). Therefore, an organization that uses cloud systems
may still benefit from the additional security of a cloud service
provider that offers TEE-based services. The latter not only
reduces the risk of data leakages but demonstrates compliance
with tenants and auditors.

From an organizational perspective, compatibility with
current systems is also essential for the further adoption of TEEs
for cloud computing (Herath et al., 2020). While the currently
popular process-based model requires existing applications that
are supposed to run in the cloud to be partly rewritten for
TEEs (Sobchuk et al., 2018), the virtual machine-based model
does not need refactored applications and could be more readily
adopted. The first research to improve the compatibility gap has
been undertaken, and the Horizon 2020 project SecureCloud
resulted in an abstraction layer on top of the process model to
reduce refactoring needs (Kelbert et al., 2017). As a drawback
of an abstraction layer, it was noted that an adversary or
malware within a TEE cannot be detected by current standard
security measures (Costan and Devadas, 2016). A solution for
this problem is currently not known and is a topic for further
research (Schwarz et al., 2019). Major hardware vendors are also
focusing on closing the compatibility gap with current systems
in their upcoming releases of AMD’s Secure Nested Paging and
Intel’s Trusted Domain Extension. All these steps could improve
the integration into existing IT landscapes. The situation will
be further eased by the evolving ready-to-use cloud products

offered by major providers like Microsoft, Amazon, and Google.
However, Geppert et al. (2022) could show that organizations
perceive a lack of knowledge regarding TEEs, which points to
low organizational market readiness. The research community
could therefore help to improve organizational understanding
of TEEs.

OUTLOOK

Previous research on cloud computing has shown that privacy,
security, and availability are crucial to organizations adopting this
technology (Venters and Whitley, 2012). As TEE could improve
the security and privacy of cloud computing, it is important
to reevaluate previous research related to organizational cloud
security risk and trust perception (Legner et al., 2017). Further
research in this area could improve the understanding of
TEE-based cloud adoption and how cloud providers use this
technology as strategic signaling to assure product security and
trust to customers. As a future managerial issue, IT organizations
must evaluate where TEE gives additional value with regard
to trust, security, and confidentiality and where its use is not
justified. This future research must also consider performance
overheads, added complexity, and post-adoption support by
providers. To conclude, the current observation of this rapidly
developing field suggests that TEE research may bear more fruit
in years to come and could influence the cloud-adoption strategy
of many organizations.

AUTHOR CONTRIBUTIONS

TG and NE conducted the scientific literature evaluation and
writing. SD and DS provided technical insights. All authors
contributed to the article and approved the submitted version.

FUNDING

The authors of this research paper were supported by Innosuisse,
Grant Nr: 48335.1 IP-ICT. Open access funding provided by
Zurich University of Applied Sciences (ZHAW).

REFERENCES

Abera, T., Asokan, N., Davi, L., Koushanfar, F., Paverd, A., Sadeghi, A.-R., et al.
(2016). “Invited - things, trouble, trust: on building trust in IoT systems”, in
Proceedings of the 53rd Annual Design Automation Conference (New York, NY:
Association for Computing Machinery), 1–6. doi: 10.1145/2897937.2905020
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