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The reality of remote extended
reality research: Practical case
studies and taxonomy

Assem Kroma*, Kristen Grinyer, Anthony Scavarelli,

Elaheh Samimi, Stanislav Kyian and Robert J. Teather

School of Information Technology, Carleton University, Ottawa, ON, Canada

Remote user studies—those where the experimenter and participant are

not physically located together—o�er challenges and opportunities in HCI

research in general, and extended reality (XR) research specifically. The

COVID-19 pandemic has forced this form of research to overcome a

long period of unprecedented circumstances. However, this experience has

produced a lot of lessons learned that should be shared. We propose

guidelines based on findings from a set of six remote virtual reality studies, by

analyzing participants’ and researchers’ feedback. These studies ranged from

one-session types to longitudinal ones and spanned a variety of subjects such

as cybersickness, selection tasks, and visual search. In this paper, we o�er a

big-picture summary of how we conducted these studies, our research design

considerations, our findings in these case studies, and what worked well and

what did not in di�erent scenarios. Additionally, we propose a taxonomy for

devising such studies in a systematic and easy-to-follow manner. We argue

that the XR community should move from theoretical proposals and thought

pieces to testing and sharing practical data-informed proposals and guidelines.

KEYWORDS

XR remote study, remote studies, user studies, HCI research, research studies,

extended reality, virtual reality, research taxonomy

1. Introduction

User studies are the primary tool of evaluating novel interfaces in human-computer

interaction (HCI) research (MacKenzie, 2013; Schmidt et al., 2021) and are regularly

employed in extended reality (XR) research (LaViola et al., 2017), which broadly

encompasses virtual, augmented, and mixed reality (VR, AR, and MR, respectively).

User studies are formal experiments with human participants that establish cause and

effect relationships between a factor of interest (e.g., interaction techniques) through

careful manipulation of experimental factors, or formally, independent variables,

while recording and statistically comparing their effect on dependent variables (e.g.,

performancemetrics). Historically, XR researchers typically conduct such studies in a lab.

This is often true by necessity, for example, due to specialized, expensive, or non-portable

equipment such as CAVEs, head-mounted displays, or haptic devices. Lab-based studies

allow researchers to better control extraneous factors that may influence their results,

helping avoid confounding variables and improving experimental internal validity
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(i.e., “the extent to which an effect observed is due to the test

conditions” MacKenzie, 2013). Despite these benefits, lab-based

studies are time- and labor-intensive, limit opportunities for

parallelization, require involvement from one (and sometimes

more) experimenters, and are difficult to deploy to truly

random participant pools, which may impact the validity of

statistical assumptions. In contrast, data collection methods

deployed outside of labs, such as surveys/questionnaires, phone

interviews, and field observations, offer some advantages over

lab-based studies. Other disciplines, such as social sciences,

commonly use these methods (Frippiat and Marquis, 2010;

Bhattacherjee, 2012; Brandt, 2012). Of particular recent interest

is so-called remote studies; user studies that resemble traditional

lab-based studies, but are deployed remotely with little (or

sometimes no) experimenter intervention. Remote studies

have become more prominent in response to the COVID-19

pandemic (Steed et al., 2016, 2020; Moran, 2020; Moran and

Pernice, 2020; Wiberg et al., 2020; Ratcliffe et al., 2021b). HCI

research is inherently interdisciplinary (MacKenzie, 2013) and

can benefit from surveying how remote studies are employed

in related fields (Frippiat and Marquis, 2010; Chaudhuri, 2020).

These approaches are already commonly employed in specific

sub-areas of HCI, such as mobile usability (Paternò et al., 2007;

Burzacca and Paternò, 2013).

Often, user studies are difficult or impossible to deploy

remotely due to the nature of the research itself, e.g., studying

the performance of specialized custom equipment that is too

expensive/difficult/unique to deploy remotely. We instead focus

on studies that have no inherent requirement to be conducted in

a lab, e.g., primarily studies on software that could be remotely

deployed. We investigate the use of remote studies.

In this article, we discuss different types of remote XR

studies. We argue that remote user studies are useful not just as a

reaction to pandemics, but rather as a regular format for certain

study topics that are well-suited to such methods. We support

our argument by presenting several case studies: remote VR

experiments we have conducted in our lab since the onset of the

COVID-19 pandemic. These studies ranged from single session

to longitudinal, across a range of topics including cybersickness,

target selection, and visual search. Our postmortem includes

an analysis of which of these studies were best-suited for lab-

based deployment vs. those which were well-suited for remote

deployment. We do not propose remote deployment as a “one

size fits all” approach, but rather a set of similar approaches to

customize based on each study’s nature. We finally present a set

of findings and guidelines based on researcher and participant

feedback and experience in conducting or participating in these

remote XR studies.

The primary contributions of this article include: (i)

a taxonomy of remote/lab-based XR studies, presenting

options for systematically enumerating remote studies; (ii)

research design recommendations based on our practical

experience conducting remote XR studies; and (iii) highlighted

areas for future research based on our findings and the

proposed taxonomy.

2. Related work

2.1. The landscape of remote research
studies

Research that occurs external to physical research labs

have a long history in other fields. Some of them using data

collection methods uncommon to XR research, but common in

the social sciences (Frippiat and Marquis, 2010; Bhattacherjee,

2012) that have been proven useful to reach populations that are

underrepresented in traditional studies (Frippiat and Marquis,

2010; Iacono et al., 2016). These include phone interviews,

text messages, surveys (Frippiat and Marquis, 2010; Chaudhuri,

2020), or Skype interviews (Iacono et al., 2016).

HCI researchers are becoming increasingly interested in

conducting remote studies (Steed et al., 2020; Schmidt et al.,

2021), particularly in web-based (Ma et al., 2018) or mobile

application-based (Paternò et al., 2007; Burzacca and Paternò,

2013) formats. This increased significantly with the COVID-

19 pandemic and included study paradigms such as co-design

(Bertran et al., 2021; Ratcliffe et al., 2021a). Notably, the premiere

conference in HCI, the 2020 ACM Conference on Human

Factors in Computing Systems (CHI) saw an increase in papers

featuring remote studies to reach 15.2%, up from 10.5% in

the CHI 2018 conference (Koeman, 2018). In contrast, 42.5%

included lab studies, 15.9% included workshops, 14% included

interviews, and 12.4% used field studies (Koeman, 2020). This is

likely a result of the pandemic; and a quick observation of CHI

2021/2022 papers reveals a larger proportion of remote studies.

Such figures raised interest in the feasibility and perceived

limitations of conducting such studies in HCI as well as the

stigma, if any, around their use (Ratcliffe et al., 2021a). This

interest in HCI/XR remote research could be categorized into

two main approaches: 1) Considering new forms of research

that occur out of the research labs beyond traditional studies

(Schmidt et al., 2021); and 2) iteratively building infrastructure

to conduct traditional user studies remotely (Steed et al., 2020).

Schmidt et al. (2021) describe several approaches to shift

beyond lab-based studies including: (a) re-using previously

collected data, which raises questions of availability and

standardization; (b) remote testing using applications devised

specifically for this purpose, e.g., web-based prototypes;

(c) “piggybacking” experiments into remotely deployed

applications or webpages rather than physical prototypes; (d)

engaging users through remote communication platforms

(e.g., Skype, Zoom), although this presents unique challenges,

e.g., the digital divide; (e) sending experiment apparatus to

participants’ homes, which we discuss later; (f) using analytic

and computational evaluation, however, this cannot replace the
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human testing; (g) studying phenomena that occur “naturally”

online, such as social media usage trends; (h) using VR to

simulate studies that would typically not be run in VR; and (i)

design the study to target otherwise inaccessible users. Notably,

the use of VR to simulate studies introduces special concerns

due to several currently unresolved issues with VR itself, such as

cybersickness and input issues (Mittelstaedt et al., 2019).

XR studies are particularly difficult to run remotely. They

typically require specialized, expensive, and often cumbersome

equipment, necessitating complex setup processes. Custom

prototypes are frequently unique, and ill-suited for sending

to participants due to risk of being lost or broken. Noting

these issues, Steed et al. (2020) argue for new approaches

to conducting remote user studies for immersive VR/AR.

They propose changing attitudes toward research in HCI,

building up infrastructure gradually. Initial studies would

employ lab personnel and infrastructure; later stages involve

forming external participant pools from participants who

already have access to required hardware (e.g., commercially-

available head-mounted displays), eventually moving on to

participants who are provided with equipment through funded

hardware distribution. These terms are attached to some ethical

and data validity considerations. Consider that crowd-sourcing

platforms—one possible option (Ma et al., 2018)—do not offer

quality assurance when it comes to participants and the quality

of their participation. Additionally, there are ethical questions

about participant compensation and recruiting participants

from specific geographical areas. These ethical considerations

are evenmore important in the time of the pandemic (Townsend

et al., 2020).

These discussions have yielded initiatives such as the XR

Distributed Research Network (XRDRN), a platform modeled

after classified websites, designed specifically to aid researchers

in finding remote study participants during the COVID-19

pandemic (XRDRN, 2020). Other initiatives such as the Virtual

Experience Research Accelerator (VERA) aim to become an

accelerator supporting remote XR studies as a sustainable

form of research in the field (SREAL, 2022). Usage of social

communication platforms such as Slack and Discord to facilitate

remote XR studies has also increased. These range from

a “distributed-VR3DUI” Slack and an “Immersive Learning

Research Network” Discord focused completely on XR research,

to an “Educators in VR” Discord requiring multiple “research”

channels that allow XR researchers to share remote studies

without inundating general chats. Other social media, such as

Twitter and Facebook, have also become crucial for sharing

remote study calls and to connect researchers and participants

(Gelinas et al., 2017).

We argue that (1) remote studies are a sustainable method

for valid XR research, and not solely a reaction to the pandemic;

(2) the community must shift from thought pieces on remote

methodologies to empirically verifying their effectiveness; and

(3) XR researchers must devise evidence-based and standardized

data collection and reporting methods. This last point is meant

to ensure remotely-collected data is both usable and trustworthy.

The problem of unifying reported data has been discussed

in various contexts, such as cybersickness research (Gilbert

et al., 2021). We anticipate that remote studies will face similar

challenges to their legitimacy; this must be addressed at an

early stage to maintain integrity of research conducted using

these methods.

2.2. Researcher-participant relationship

2.2.1. Researcher as facilitator

The relationship between the researcher and the participant

is unique in remote studies (see Figure 1). In traditional lab-

based research studies, the process is synchronous and the

researcher is the study conductor. The researcher provides the

study procedure and apparatus and conducts the study on

participants to collect results to be analyzed (Figure 1A).

In contrast, remote studies can be synchronous or

asynchronous, and the researcher acts more as a facilitator

than a conductor. The researcher provides the study procedure

and apparatus, while the participant conducts the study in

a “do-it-yourself ” fashion. Data is sent to the researcher

either automatically or manually (Figure 1B). Design research

workshops employ a similar model where participants conduct

research, while the researcher observes and facilitates (Ostafin,

2020; Wala and Maciejewski, 2020).

Remote studies flip the study format in that participants

contribute more proactively rather than passively experiencing

the experiment procedure. As a side-benefit, remote studies may

help spread research culture and empower participants to have

more input in future study guidelines, allowing researchers to

study both the topic and method simultaneously.

2.2.2. Researcher presence

In remote studies, the researcher is either not present or,

at best, their presence is mediated via video conferencing

or avatars in XR environments. Some of our case studies

required researcher presence to guide. While there are obvious

differences between video/avatar presence vs. in-person,

these differences require further study. Having no researcher

present may help avoid observer effects influencing participant

behavior; researcher presence affects research outcome

authenticity (Creswell and Poth, 2017) since participants

behave differently in the presence of a researcher. In remote

studies, researcher/participant interaction shifts from the

traditional synchronous model to become more flexible and

either synchronous or asynchronous. Similarly, the lead

could shift from the researcher to be either shared or by

the participant.
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FIGURE 1

The nature of the relationship between the researcher and the participant in HCI user studies. (A) Traditional lab-based research studies. (B)

Remote research studies.

3. Case studies

This section presents a postmortem of six case studies in

deploying remote VR experiments to identify which features

worked well, and which did not. The studies are summarized in

Table 1. We present the studies chronologically after grouping

by apparatus delivery, which has presented unique challenges

and opportunities, and is therefore emphasized. Due to space

constraints and scope of this article, we do not reproduce all

details of each experiment, instead giving a general overview

while emphasizing features of their remote delivery. For

complete details of the published studies, we refer the reader to

the full references included in Table 1.

3.1. Case study one: Comparing VR
platforms within a WebXR learning
framework

3.1.1. Overview

We compared the performance differences between three

web-based VR platforms supported by the WebXR Device API

(W3C, 2019): Desktop, Mobile (tablet), and Head-Mounted

Display (HMD). Our study included three components: a Fitts’

law (Fitts, 1954; MacKenzie, 1992) selection task extended

for 3D scenarios (Teather and Stuerzlinger, 2011) following

the ISO 9249-1 standard (ISO, 2000); a “visual search”

task involving the placement of one selection target around

the individual that they had to find then select to move

the target to another position to be found and selected

again; and a travel task involving moving through a Virtual

Learning Environment (VLE). We assessed each platform’s

effectiveness through several questionnaires including a self-

consciousness scale (Scheier and Carver, 1985), NASA-TLX

(NASA, 2022), and the Intrinsic Motivation Inventory (IMI)

(CSDT, 2022).

This study was motivated by the observation that many

VR studies exclusively compare conditions within a single

platform; yet, platform-specific differences such as combinations

of display and input devices are likely to become an important

factor in determining effectiveness of future multi-platform

XR software, where accessibility is of great concern i.e., in

classrooms where HMDs may not always be usable. Moreover,

as web browsers that support the WebXR specification to allow

VR to be viewed by HMD, desktop, and mobile VR platforms

become more common it is important to better understand the

common interactions and assumptions made in various WebXR

developer tools and frameworks.

3.1.2. Methodology

Weoriginally planned to run this study in our lab, employing

a within-subjects design but switched to a between-subjects

remote study at the onset of the COVID-19 pandemic (WHO,

2022). Finding remote participants with access to all three

VR devices (Desktop, Mobile, and HMD) made a within-

subjects design impractical due to recruiting difficulty. The

study was conducted through the Fall of 2020 and Winter

of 2021 where we scheduled synchronous 45 minute video

conferencing (Zoom) calls with each participant and using a

custom-developed web-based social VR platform called Circles

(Scavarelli et al., 2019). The environment included a “Research

Room” (see Figure 2) to connect with participants as virtual

avatars while they performed the study tasks. The Circles

software collected performance data such as selection time and

errors, which was made available as a .csv download after
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TABLE 1 Comparative summary of the examined XR remote studies.

Case

study

Researcher Year Topic/Focus Duration Apparatus

(SW/HW)

Participants

Geo.

location

Apparatus

delivery

Researcher

involvement

Related

publication

1 Scavarelli Fall 2020–

Winter 2021

Comparing VR

platforms within

a WebXR

learning

framework

One session WebXR app for

use with desktop,

mobile/tablet, and

HMD (Quest 1)

Local Contactless

drop-off by the

researcher

Synchronous

C
o
n
ta
ct
le
ss
d
ro
p
-o
ff

2 Samimi Winter 2021 Selection &

repeated

refinment

One session 3 apps for use

with PC,

Samsung Galaxy

S8, & Rift CV1

Local Contactless

drop-off by the

researcher

Synchronous or

asynchronous

Samimi and

Teather,

2022a,b

3 Scavarelli Spring 2021 WebXR

framework for

women in trades

diversity training

One or two

sessions

WebXR app for

use with desktop,

mobile/tablet, and

HMD (Quest 1)

Local Contactless

drop-off by the

researcher

Synchronous

4 Kroma Winter 2021 –

Summer 2021

Cybersickness/

conditioning

Longitudinal Smartphone app

and smartphone

for use with

google cardboard

Global Remotely through

Amazon

Asynchronous Kroma et al.,

2021

R
em

o
te
d
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er
y

5 Kyian Summer 2021 Redirected touch

in smartphone-

based VR

One session 3 smartphone

apps and 2

smartphones for

use with VR

Shinecon HMD

Global Remotely through

Amazon

Synchronous or

asynchronous

Kyian and

Teather, 2021

6 Grinyer Fall 2021 Field of view &

visual search

One session Smartphone app

and smartphone

for use with

google cardboard

Local Remotely through

Amazon

Synchronous or

asynchronous

Grinyer and

Teather, 2022
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FIGURE 2

Visualization of the study procedure for the multi-platform VR task performance study.

each participant completed their respective selection and visual

search experiment.

We recruited 45 post-secondary students (18 female, 23

male, 3 non-binary, 1 did not answer) aged 18–44 (M =

26.93 years, SD = 7.64 years), with 15 assigned to each

VR platform. We lent out one of 15 Oculus Quest HMDs

to all HMD group participants, and for seven of the 15

mobile participants we lent out one of two 10.4" Samsung

Galaxy Tab S6 Lite tablets. Each device was sanitized,

dropped off, and picked up at each participant’s residence

after a two week loan period (to provide troubleshooting

time). For mobile participants, the other eight participants

used their own personal tablets. All desktop participants

used their own devices. Most of the personal tablets were

10" Apple iPads and most desktop systems used 21.5”

1920x1080 displays, with a mouse and keyboard. We recorded

display resolution, pixel density, and scale so we could

calculate target sizes across a variety of tablet and desktop

screen sizes.

Participants first completed a consent form and pre-

questionnaires via SurveyMonkey. Participants then used their

respective platform and a Chromium-based browser (Google

Chrome on Desktop and Mobile, Oculus Browser for the

HMD group) to log into an Amazon-hosted EC2 T2-medium

instance of the Circles framework. Circles is a Node.js web

application using a MongoDB database with Janus networking

running on Ubuntu 20.04. Participants then entered the virtual

“Research Room” where they could see the researcher’s avatar,

who would then direct the participant through the study tasks

(see Figure 3).

3.1.3. Study discussion

A primary finding of this study is that Desktop provided

the best selection performance, likely due to the familiarity

of the mouse. The finger-touch reality-based controls (Jacob

et al., 2008) of the Mobile were very close, while the HMD

“pointing controls” were farther behind. However, visual search
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FIGURE 3

The Circles framework’s “Research Room” running on Google Chrome (Desktop) showing that participants log into a WebXR website (right) and

select targets under the supervision of the researcher (left).

task performance was best with the HMD, perhaps due to the

ability to look around a space naturally through head motion. In

contrast, the Mobile required holding the device as a “moveable

window” with a much smaller field of view. There were no

significant differences in social anxiety or social discomfort via

our questionnaires (Scheier and Carver, 1985), likely due to the

online nature of the study, leaving participants less “connected”

to the researcher. We note this is a potential limitation of

remote studies.

We were surprised to find no differences in motivation by

VR platform via IMI questionnaire (CSDT, 2022). Immersive

VR is often noted as increasing motivation for VR content

(Freina andOtt, 2015). This may be a side-effect of delivering the

HMDs to participants; in a lab-based study, participants would

have limited exposure to the device and thus experience greater

novelty. In our case, participants had access to the HMD for

roughly a week before the study, and thus could get familiar

with the device, offsetting the novelty effect. We also note large

variance in all data collected, likely due to the lack of a controlled

environment. Users’ environments ranged from living rooms to

bedrooms to kitchens, typically alone, although sometimes with

other people around. Similarly, despite instructing participants

on how to fit the HMD, being remote made it difficult to ensure

proper fit and correctly adjusted interpupillary distance. It is

thus possible that the remote delivery of this experiment has

directly impacted the results.

Overall, we feel this study would likely have been better

suited to a more controlled lab study to enhance internal

validity. Nevertheless, there is some advantage in exploring

how these devices are used in more “real world” situations,

even if the results are noisier and difficult to parse. Depending

on equipment availability, some of this variability might be

reduced by providing all equipment to participants, allowing

better control across screen size, refresh rate, mouse gain, and

screen resolution.Moreover, since the study ran completely web-

based (both the VR software platform and all questionnaires),

we note there is opportunity to increase participant recruitment

by switching to an asynchronous model. This could reduce

researcher interference and bias, at the expense of being unable

to make sure participants perform the study correctly. A

completely asynchronous study could reduce the quality of data

collected, but as VR devices become more commonplace and

familiar, it may become easier to collect large quantities of

participant data using fully asynchronous remote participation.

3.2. Case study two: Evaluating the
“IMPReSS” selection technique

3.2.1. Overview

This study (Samimi and Teather, 2022a) used relatively

complex equipment compared to most of the case studies, and
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thus we argue is a valuable case study in remote experiment

deployment. This experiment evaluated the effectiveness

of a novel interaction technique for selecting objects in

3D environments. The technique, IMPReSS (for Improved

Multitouch Progressive Refinement Selection Strategy), is a

progressive refinement technique for VR object selection that

employs a smartphone as a controller, and employs multi-finger

selection to more quickly navigate through sub-menus (Samimi

and Teather, 2022a). This technique, like other progressive

refinement techniques, turns an object selection task into a

sequence of smaller/easier selection tasks. Users first select a

cluster of objects near the target without high precision. A 2D

quad menu that contains all objects selected in the first cluster

appears. The user then selects the quadrant containing the

target object to refine the selection over several steps until the

target object is the only one remaining. Unlike past progressive

refinement techniques, we used a smartphone as the controller

in this study, and thus could detect how many fingers a user

touched the screen with while performing swipe gestures. We

used the finger count to indicate which item in a menu should

be selected, while swiping in a direction indicates which menu

should be selected. This employed the idea of CountMarks

(Pollock and Teather, 2020), to improve selection time by

reducing the number of menus users drill down into.

3.2.2. Methodology

We compared the selection performance of the IMPReSS

technique to SQUAD and amulti-touch technique.We recruited

12 participants (4men, 8 women, aged 26–42 years). Only a third

had used VR before, the rest had no prior VR experience.

While originally intended to be an in-person study, we

ran this experiment remotely due to the COVID-19 pandemic.

After pre-screening participants via email, we dropped off

the apparatus at their residences. To comply with COVID-19

measures, the equipment delivery was contactless. Participants

used their ownmouse and keyboard. The apparatus we provided

included (i) a PC with an Intel Core i7-7700K CPU at 4.20GHz

with 32 GB of RAM, (ii) an Oculus Rift CV1, and (iii) a

Samsung Galaxy S8 (OS Android 9.0) as the VR controller. We

anticipated that setting up this hardware could be challenging

for participants, thus we included detailed hardware setup

instructions. The experiment software was pre-loaded on the

provided PC and Galaxy S8 smartphone. This ready-made

setup, while cumbersome, helped ensure that apparatus-related

variables were consistent between participants. However, it

limited recruitment to a local geographical range.

As shown in Figure 4, after providing informed consent,

each participant answered a demographic questionnaire and

received a unique ID via email. We then delivered equipment as

detailed above. For the actual experiment session, participants

had to start the software, enter their ID and set the experiment

parameters as instructed. The program then started, and the

software presented instructions. Pressing any key started the first

trial, and put a target object in a random position. After the last

trial of each block, the system indicated to the participants that

the block was complete. They repeated this process until all trials

were finished for all conditions. Overall, the session took ∼50

min for the VR part, and ∼15 min for setup. A researcher was

available to assist participants via a video call, thus the study was

largely synchronous.

The study employed a 3×3 (Selection technique × density)

within-subject design with 8 selection trials for each selection

technique/density combination. In total, they completed 3

selection techniques × 3 densities × 8 targets = 72 selections

each. The software automatically recorded three dependent

variables: search time (s), selection time (s), and error rate (%)

to the local computer hard drive. The data was recovered upon

receiving back the equipment.

3.2.3. Study discussion

Overall, participants were able to select targets faster with

the IMPReSS technique than other techniques. Unlike the

preceding study, running this experiment remotely did not seem

to dramatically affect the results; despite potentially introducing

FIGURE 4

Visualization of the study procedure of the “IMPReSS” selection technique study.
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more variability due to equipment-related challenges, our

statistical analysis was still able to detect significant differences

between the conditions studied. Notably, this added variability

enhanced the experiment’s external and ecological validity,

while highlighting another challenge in conducting remote

experiments, particularly those with extensive apparatus needs.

By delivering the equipment in a contactless manner, the

participants had to set up the equipment themselves, which

required setup time, consequently limiting the number of trials

and densities to keep the experiment duration reasonable.

For this reason, we also excluded tutorial/practice sessions.

As a result, we did not counterbalance the ordering of

one independent variable (distractor density), which likely

means that there was a sharp learning curve in early

trials, primarily affecting the low-density conditions. This

potentially confounding effect is a result of running the

experiment remotely.

This also limited our recruitment to participants in a

local geographical area. While this is consistent with lab-based

experiments, the inability to recruit a global audience, which is

possible with other remote methodologies, could be considered

a missed opportunity here. This highlights that study-specific

priorities dictate the type of remote method employed. For

example, if latency is an important factor, then delivering the

same equipment to ensure consistency of hardware performance

is critical.

Finally, the equipment drop-off process was another

limitation of this method, as it slowed data collection.

In a conventional lab-based study taking roughly an hour

per participant, 8 participants could be scheduled in a

given day, facilitating rapid data collection. In contrast,

asynchronous remote studies employing Google Cardboard-

compatible devices can be run asynchronously, and thus

parallelized by deploying to multiple participants at once. In

our case, each participant’s data took at least 2 days to collect

due to sanitizing/quarantining equipment and the scheduling

complexity of dropping off and retrieving equipment. Thus, data

collection took much longer than either a lab-based study or a

remote study using smartphone-based devices.

3.3. Case study three: WebXR framework
for women in trades diversity training

3.3.1. Overview

Despite efforts to further equality and inclusiveness within

STEM education institutions and professions, there is still a

lack of female representation within STEM careers (Moss-

Racusin et al., 2021), education (Kizilcec and Saltarelli, 2019),

and notably the skilled trades (The Ministry of Labour, Training

and Skills Development, 2022). We conducted a study that

incorporated a VR learning activity into a diversity workshop

intended for college faculty. The learning activity highlighted

FIGURE 5

The Circles framework’s “Women in Trades” Electrician’s School

Lab running on Google Chrome (Desktop), from the perspective

of a participant. This shows one of the three virtual artifacts—a

drill—selected to learn more about microaggressions in learning

spaces via audio narration, text, and object manipulation.

the challenges women face in the trades within Virtual Learning

Environments (VLEs), and our goal of the study was to

determine if VR-based learning activities increase motivation

(Scavarelli et al., 2020) toward participating in diversity

workshops and creating positive behavior changes (Bertrand

et al., 2018; Herrera et al., 2018; Shin, 2018) to mitigate gender-

based challenges within post-secondary classrooms. Using the

Circles WebXR learning framework (Scavarelli et al., 2019),

we developed three VLEs. Each VLE showcased challenges

women face when (1) growing up, (2) within a trades classroom,

and (3) in a trades’ workplace (see Figure 5 for an example

VLE). These three environments contained several artifacts

that allowed participants to explore and learn more about

these challenges via 3D immersive visuals, text, and narration.

The Circles framework allowed all three of these VLEs to be

accessed via a Chrome-based web-browser viaDesktop, Mobile,

or HMD devices and to visit these virtual spaces with others,

in the form of 3D avatars, and communicate via gestures

and voice.

3.3.2. Methodology

This study was “embedded” into two remote gender diversity

workshops for faculty run in Spring 2021 at a Canadian

post-secondary institution. The COVID-19 pandemic (WHO,

2022) delayed the workshops by a year, and resulted in an

online delivery rather than the originally planned in-person

model. One workshop ran over 2 days, with each session a

week apart. The other workshop took only 1 day, intended

for attendees who had participated in a similar workshop

previously and wanted a refresher. Both workshops were

guided by a facilitator, and used several tools including videos,

break-out discussions, and readings to discuss the challenges

facing women in the trades/tech. Of the 28 college faculty

that attended the workshops, 15 agreed to participate in
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this study, though 1 participant later asked to have their

data removed leaving 14 study participants (7 female, 6

male, 1 non-binary) between the ages of 18–74 (M = 47.21

years, SD = 13.67 years) in total (out of 28). Participants

provided informed consent and basic demographic data through

SurveyMonkey. We also collected self-consciousness factors

(Scheier and Carver, 1985) in a pre-questionnaire and intrinsic

motivation (CSDT, 2022), System Usability Score (Brook, 1996),

and presence (Usoh et al., 2000) in a post-questionnaire (see

Figure 6).

Both workshops included a VR learning activity where

each participant chose a VR platform with which to access the

content. These were run from the participants’ homes using

our custom WebXR framework, with a backup Zoom call to

connect back with the group after the VR experience concluded.

Of the 14 study participants, four chose HMD and 10 chose

FIGURE 6

Visualization of the study procedure for the women in trades diversity training VR learning activity study.
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Desktop. We loaned an Oculus Quest device to each HMD

group participant for approximately 2 weeks, and each desktop

user used their own personal device. Each Quest was sanitized

and dropped off at participants’ residences, and retrieved after

the study was completed. At the onset of the workshop, we

first described what kinds of environments participants would

encounter and encouraged exploration and peer discussion

on three questions chosen by the workshop facilitator. These

questions focused on (1) supporting women considering tech

careers, (2) how tomake our tech classroomsmore inclusive, and

(3) how to make women feel more welcome in tech careers. Each

participant entered the WebXR experience using a Chrome-

based browser from their platform of choice (Desktop, or Oculus

Quest HMD). Participants first entered a “campfire” area with

three “portals” to other areas. Participants could then re-visit

the campfire area to visit any of the other three areas and/or

informally discuss their experiences with other participants.

During the workshops we acted as a “participant-observer”

(Blandford et al., 2016) to better integrate into the setting

and make other participants feel more comfortable. We

simultaneously collected observer notes which we then searched

for common themes using thematic analysis (Braun and Clarke,

2006) post-study.

3.3.3. Study discussion

This study was almost entirely qualitative, somuch work was

required due to the researcher’s role as a participant/observer,

collecting data in the form of notes during the VR experience.

Device delivery and pickup also necessitated more work than

a comparable lab-based study: delivering (and picking up)

sanitized devices across the city to participants substantially

increased the complexity of this study. Notably, Oculus Quest

devices further required a factory reset so that participants could

go through the tutorial process and connect their Facebook

accounts to the device for use. However, Facebook/Meta’s

requirement to use a smartphone for setup made participation

difficult for some of the participants, likely due to their

unfamiliarity with computer technology as more “hands-on”

trades faculty. Some did not have a Facebook account or

were unable to pair it with the Oculus Quest device, which

ultimately meant that two of our HMD participants gave up in

frustration and just used their desktop machines to participate.

For others, the researcher was able to visit them at their

residences using social distancing measures to guide them

though the steps.

The fact that the entire workshop was conducted online

further increased complexity; it was difficult to control the

environment, make sure participants were wearing the headsets

correctly, and to observe the relationship between the virtual

environments and a shared physical space i.e., a classroom

(Miller et al., 2019). However, there were some benefits of

conducting the study remotely. For example, we speculate that

we likely recruited a greater number of participants for the

workshop and study by allowing remote connections than

would be possible in-person. More interestingly, there were

some virtual “watercooler” effects (Lin and Kwantes, 2015)

observed. For example, participants used the built-in voice

communication of Circles to talk with each other informally

during the VR trials about the VR experience itself, the virtual

artifacts and their relationship to the workshop’s goals, and

even off-topic discussions such as about the weather or teaching

schedules. Some participants even noted “how cool” it was to be

able to virtually meet around a campfire and visit the various

VLEs. One professor noted immediately that the electrical lab

looked just like their own at the College which they had not seen

for a few months.

3.4. Case study four: Longitudinal study
on cybersickness reduction

3.4.1. Overview

This longitudinal study (Kroma et al., 2021) was conducted

to assess the effectiveness of a common motion sickness

conditioning technique, the Puma method (Puma and Puma,

2007; Puma Applied Science, 2017), on cybersickness in VR.

Cybersickness commonly occurs in navigating the virtual

environment by viewing it through a HMD while in a

stationary position due to the lack of physical motion cues.

This cybersickness affects presence and performance negatively

(Mittelstaedt et al., 2019; Weech et al., 2019). As a result, various

techniques to reduce cybersickness have been developed.

The goal of this study was to evaluate the benefits of

conditioning techniques as an alternative to visual cybersickness

reduction methods [e.g., viewpoint restriction (Fernandes and

Feiner, 2016) and viewpoint snapping (Farmani and Teather,

2020)] or habituation approaches that “train” the user to become

acclimatized to cybersickness (Howarth and Hodder, 2008).

We compared three techniques—habituation through repetitive

exposure to VR, the Puma method conditioning exercise, and a

placebo (Tai Chi-like movement)—in a cybersickness-inducing

navigation task over 10 sessions.

Such a study would be difficult to conduct in a lab under

normal circumstances, but would likely be impossible during

the pandemic. We chose to conduct this study remotely and use

it as a case study in remote user studies due to its unpleasant

effects, the large amount of required self-reporting, and the high

degree of required participant commitment. We argue that even

under normal circumstances, such a study would be easier for

participants to conduct at home.

3.4.2. Methodology

This study was conducted from Winter through Summer

2021. We recruited fourteen participants (8 female, 6 male, aged
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28–40 years), who were recruited globally. As a result, they

came from different parts of the world and had different ethnic

backgrounds. A demographic questionnaire revealed that the

participants had a wide range of experience with VR systems and

different frequencies of using VR and playing games on a weekly

basis. They self-reported past cybersickness and motion sickness

experiences, and completed the motion sickness susceptibility

questionnaire. As anticipated, one participant dropped out and

another was an outlier, therefore, we used 12 participants in

our results. However, we used all 14 participants’ qualitative

feedback on their experience as a remote study participant.

We divided participants into three groups, see Figure 7A.

This study required two of these groups to go through

two short (15 min) training/VR sessions each day with a

1–2 h break between sessions, for 10 days as shown in

Figure 7C, i.e., 20 sessions in total. The participants had

to complete a simulator sickness questionnaire on Google

Forms, before and after each session. The sessions included

two components: 1) a training session which included video-

recorded guidance presenting a cybersickness acclimatization

method or a placebo (depending on the group) and 2) a

VR session which involved moving through an environment.

During the VR experience, participants also responded to a

visual survey (10 grades visual Likert scale) to report nausea

levels every 2 min. The third “control” group went through

one short VR session each day for 10 days as a baseline

(control group) to compare the two treatment groups (Puma

method and placebo) as seen in Figure 7B. We provided

the participants with flowcharts to help them in reviewing

the protocols easily whenever needed; these can be seen

in Figures 7B,C.

To conduct such a study in a lab would require a tremendous

time commitment from each participant, as each would have

to come to the lab 20 times. Instead, this study was conducted

asynchronously, which allowed the participants to go through

the sessions at their convenience, eliminating travel time to

and from the lab. We sent a Google Cardboard head-mounted

display to each participant, with which they used their own

smartphone to display the VR environment. These smartphones

were Android-based, and most of them were Samsung phones

(ranging from Samsung Galaxy Edge S7 to Samsung Galaxy

S21 Ultra). The participants kept the Cardboard as a form of

compensation after completing the study. These Cardboards

were sent remotely using a direct delivery method through

Amazon. The actual software used for the study was sent

remotely and downloaded by participants from a password-

protected link. The application was developed using Unity and

would send the results of the nausea level, the time of the session

and basic information directly once the participant hit the “send”

button by the end of the session. In case they forgot to do it for

one session, the information wouldn’t be lost since the log file is

accumulative and would be sent during the next session.

3.4.3. Study discussion

The remote format of the study does not seem to have

affected the study outcome. Preliminary results of this study

indicate promising effects (Kroma et al., 2021). However, we are

in the process of conducting further evaluation with a larger

participant pool to better generalize our findings, and confirm

the effects observed in this study.

Since this study was conducted as a case study of the

feasibility of such a remote format in longitudinal studies,

we assessed the participants’ attitudes toward the format of

the study. Therefore, the participants answered two open-

ended questions, and in some cases, the answers were clarified

in a follow-up semi-structured interview. Notably, out of 14

participants, only one participant dropped out due to reasons

unrelated to the study delivery model. This is consistent with the

number of dropouts in cybersickness lab-based studies.

The participants were asked about their thoughts on

the remote format of the study. Overall, 11 participants

expressed positive feedback about the study, and only three felt

indifferent, while no participants gave any negative feedback (see

Figure 8A).

The positive feedback from the 11 participants could be

categorized thematically into two main groups: benefits, and

ability to participate. Of these, six participants highlighted that

the remote format saved them time, while three of these six

mentioned that the flexibility helped with their busy schedules.

Interestingly, three indicated that they would not participate

in such a longitudinal study at all had it required going

to a lab. This was evident since 91% of the participants

conducted their sessions at night. Notably, many participants

reported enjoying the study and appreciated receiving clear

visual instructions (Figure 8B).

The participants appreciated the video instructions that

guided them through the required activities with the pauses

and the counting built-in. They also appreciated the written

study manual which included the study flowcharts shown in

Figures 7B,C. We provided them only with the chart for their

group. They found both of these helpful as they made it easier

to understand what was required from them and gave them

confidence that they are doing the study properly despite the

absence of the researcher. Note that the researcher was reviewing

participant progress daily and was in regular contact with

participants throughout the study period. It was clear from

conversations with participants and their feedback that they

took ownership of the study and were enjoying it once they

understood what was required.

When asked about what they liked or would like to change in

the study, there were three most common priorities (Figure 8C).

These are motivation-related, reminding/tracking-related and

apparatus-related. The first two are quite interesting since they

are related to both the remote and longitudinal aspects of

the study.
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FIGURE 7

Visualization of the study design and procedure of the longitudinal cybersickness reduction study. (A) Study design and group distribution. (B)

Group 1 study procedure flowchart. (C) Groups 2 and 3 study procedure flowchart.

FIGURE 8

Participants’ feedback and priorities in the remote study format, presented thematically. (A) Participant’s attitude. (B) Participant’s positive

feedback the remote study format presented themat. (C) Participant’s priorities in the remote presented thematically.
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FIGURE 9

Study apparatus. (A) The setup: Smartphone based VR headset and Android OS smartphones. (B) A participant during the study with a

smartphone aligned with the virtual screen in VR. (C) SVR view of study environment and Close-up of the experiment task presented on the

SH1 device.

FIGURE 10

Visualization of the study procedure of the redirected touch study.

3.5. Case study five: Redirected touch in
smartphone-based VR

3.5.1. Overview

This project (Kyian and Teather, 2021) included two remote

user studies to evaluate a method to track a smartphone in VR

using a fiducial marker displayed on the screen. Using WebRTC

transmission protocol, we captured input on the smartphone

touchscreen as well as the screen content, copying them to

a virtual representation in VR. To evaluate the effectiveness

of our approach under varying degrees of co-location of

the control and input spaces, we conducted two Fitts’ law

experiments. The first compared direct to indirect input (i.e.,

virtual smartphone co-located with the physical smartphone,

or not). The second experiment assessed the influence of input

scaling, i.e., decoupling the virtual cursor from the actual

finger position on the smartphone screen so as to provide a

larger virtual tactile surface. Both experiments involved sending

Google Cardboard-compatible devices remotely to participants,

who ran the experiment using their own smartphones.

3.5.2. Methodology

The two experiments were similar methodologically and

were both designed and conducted remotely in a contactless

manner during the COVID-19 pandemic, in summer 2021.

We recruited 12 participants for each experiment. The first

experiment included six men and six women (aged 19–49), and
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the second study included seven men and five women (aged 18–

50). Participants’ prior experience with VR varied from “never”

to “several times per month”. Eight participants participated

in both studies. Participants were recruited globally, from

university students and acquaintances via email. Participants

did not receive compensation but were provided with a Google

Cardboard-compatible VR Shinecon (valued at $15 CAD) that

they kept after the study.

Both experiments required substantial apparatus setup,

likely the most complex of all of our case studies. To

participate in these experiments, participants required two

smartphones. One, the SVR device, acted as a VR display and

computing device housed in the VR Shinecon device. The

second smartphone, the SHI device, was used for hand input

(see Figures 9A,B). We ordered VR Shinecon devices online

and shipped directly to participants’ homes to avoid direct

contact. Since each participant used their own two smartphones,

there were substantial differences in the apparatus between

participants. We thus recorded the smartphones used for both

the SVR and SHI devices for each participant. These ranged from

a Redmi Note 7 to Samsung Galaxy S20 Ultra.

The experiment required three applications to be installed

on the participants’ devices. The first, the FittsStudy application,

ran on the SHI device and was based on an existing Unity project

FittsLawUnity by Hansen et al. (2018) provided with a BSD-

3-Clause license. The software presents a Fitts’ law reciprocal

selection task for different input devices such as a mouse, eye

gaze, or joystick. We modified the code to support finger input,

made adjustments to the logs, study configuration settings, and

added Android OS support. The app sends the display condition

parameters to the RTC app via the Android Broadcast method.

To track the device during the study, we incorporated a fiducial

marker image on the upper part of the screen (see Figure 9C).

Finally, we implemented a script that emailed data logs directly

to the experimenter at the end of the study. This allowed for

ease of collecting the data and avoiding participants errors,

streamlining data collection in this remote study.

The RTC app also ran on the SHI device, and copied

the smartphone screen from the SHI device to the virtual

smartphone displayed in the SVR application via a local Wi-

Fi network at 1280×720 pixels resolution. This was sufficient

to clearly render the screen in SVR and minimize the latency

at the same time. Finally, the VRPhone application ran on the

SVR device, and presented a virtual environment seen by the

user. It displayed a virtual smartphone, optionally co-located

with the physical smartphone, tracked by the SVR smartphone’s

outward facing camera and the fiducial marker displayed on the

SHI screen. Altogether, these applications allowed us to track a

smartphone, capture its screen and input events, and present a

virtual replica (optionally with touch input scaling/redirection)

in VR.

As shown in Figure 10, before starting a study, participants

completed consent forms and a demographic questionnaire in

an online format. The instructions included information on how

to set up and use the software on smartphones and a description

of the study.We used video calls with the participants during the

studies to provide extra assistance and answer questions.

Both studies employed the Fitts’ law reciprocal selection task.

Participants were instructed to select the targets as quickly and

as accurately as possible. Regardless if a target was hit or timed

out, the next target in the sequence activated. Error trials were

not redone but were excluded from the statistical analysis.

The first user study used a within-subjects design with two

independent variables: Input Mode (direct, indirect) and Index

of Difficulty (ID, ranging from 1.1 to 3.6 bits). The second

user study used a within-subjects design with two independent

variables: Scale Factor (1.0, 1.2, 1.4, 1.6, 1.8, 2.0, 2.2, 2.4 scale),

and Index of Difficulty (ID, ranging from 1.1 to 3.6 bits). We

recorded movement time and throughput. These were recorded

and emailed to the researcher automatically, to streamline

data collection.

3.5.3. Study discussion

The most important result of the study is that the difference

in selection throughput between direct and indirect input was

both very small and considered statistically equivalent per the

result of our equivalence test. This suggests that when using a

smartphone in VR, the direct (i.e., real world-like co-located

smartphone) condition is not necessary. Overall, our results

were generally in line with our hypotheses, and the fact that

we were able to reliably detect statistically different performance

(and equivalent in the case of equivalence tests) suggests that our

data did not present excessive variability.

Notably, we used a relatively small sample size of

participants for these two experiments (12 in each, eight

in common). There are two reasons for this. First, and perhaps

most critically, it was difficult to find many prospective

participants willing to participate who also met the hardware

requirements (i.e., two available Android-based smartphones).

We speculate that this will always be an issue with remote

experiments that rely on participants already meeting

specialized hardware needs. In our case, the requirement

was owning two relatively modern smartphones; studies relying

on participants to already possess high-end head-mounted

displays (e.g., Oculus Quest 2) would likely face further

recruiting difficulty, and perhaps more critically, would likely

yield a comparatively homogeneous participant pool of VR-

savvy users. This may yield an undesirable shift in results,

compromising external validity. Second, we were conscious of

the time commitment of conducting these studies, and wanted

to keep this relatively low in the event that data collection was

compromised, and additional participants were required.

Another complication is related to the apparatus setup.

In general, since participants had to set up the software and

equipment for the remote study on their own, the setup process
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took roughly twice as long as a similar set-up in person.

During in-person studies, a major apparatus setup is usually only

done once; only minor changes are made for each participant.

Unfortunately, this is not the case when each participant uses

their own hardware. Thus, we recommend reserving extra time

for system setup, especially for participants less comfortable

with technology.

Finally, we note a limitation of the hardware itself. We

found that due to the heavy graphics requirement, continuous

usage of the camera for fiducial marker tracking, and heavy

network communication requirements, there was a tendency for

the SVR smartphones to overheat during the study. Since the

SVR devices are closed in the VR headset (trapping heat in)

and the smartphone screen, camera, CPU, and Wi-Fi hotspot

are always working, some devices overheated and we had to ask

participants to take a rest while the smartphone was cooling

down. It is unlikely this issue would occur on a higher-end

head-mounted display (e.g., Oculus Quest), but highlights the

fact that not all remote methodologies apply equally well across

all hardware types. As usual, there is a tradeoff between the

convenience of relying on equipment assumed to already be in

the participant’s possession (a smartphone in this case) and the

challenge of dropping off higher-end equipment.

3.6. Case study six: Field of view and
target search

3.6.1. Overview

This study (Grinyer and Teather, 2022) explored the effects

of field of view (FOV), target movement, and number of

targets on visual search performance in VR. The goal of this

research was to examine dynamic (moving) target acquisition

in 3D immersive environments, and the effects of FOV on

moving and out-of-view target search as there is relatively

little research in both of these areas. We compared visual

search tasks in two FOVs under two target movement speeds

while varying the visible target count, with targets potentially

out of the user’s view. We also examined the expected linear

relationship between search time and number of items (a

relationship well established in 2D environments MacKenzie,

2013) to explore howmoving and/or out-of-view targets affected

this relationship.

3.6.2. Methodology

A breakdown of our study procedure can be seen in

Figure 11. We recruited 25 participants (6 female, 18 male, 1

non-binary). As anticipated, a few participants (two) did not

complete the study properly as determined by the recorded

data from their sessions. As a result, we only used the data

from 20 participants since a participant group divisible by

four was needed for counterbalancing. Participants’ ages ranged

from 18 to 50 (M = 24.75 years, SD = 8.12 years). We

recruited participants by email and through an ad posted on

Facebook. Data collection was conducted in the Fall of 2021;

during this time, local COVID-19 protocols prevented in-person

user studies. Thus, we instead purchased and mailed Google

Cardboard VR viewers to each participant. Before sending a

Google Cardboard kit to a prospective participant, we first

verified that the experiment ran properly on their mobile device.

To verify a participant’s device, the participant downloaded the

experiment application and sent the researchers visual proof

the experiment was running normally (e.g., a screenshot of the

running application). Once their device was verified, we sent

participants a detailed document with step-by-step instructions

of the entire experiment process including visuals and links

to online surveys. Participants were given multiple options to

complete the study with different levels of support from the

researchers. Participants could complete the experiment on

their own time (i.e., asynchronously), schedule a time with a

researcher for instant trouble-shooting support by email, or

schedule a virtual meeting with a researcher for on-call support.

In all cases, a researcher was always accessible by email, but

the first option did not guarantee an immediate response for

troubleshooting assistance. All participants but one chose to

complete the study asynchronously. The experiment consisted of

four conditions with 81 trials (search tasks). In total, participants

completed 324 trials requiring they search for and acquire a

specific target from a set. We recorded 6,480 trials overall. After

completing each condition, the software generated an email

containing the recorded data, which was automatically sent to

the researcher. This allowed the researcher to verify metrics

were recorded properly and participants were completing the

experiment honestly and to the best of their ability (i.e., rather

than sending a single bulk email at the completion of the

experiment). Once a participant completed the experiment, they

notified the researcher by email, the researcher verified all parts

were completed successfully, and compensation was sent to the

participant by email.

3.6.3. Study discussion

We found multiple advantages and disadvantages of

employing a remote study. The main advantages were that

we could reach a broader pool of participants, as we were

less limited by geographic location than a lab-based study.

This enhanced the external validity of the experiment since

the significant results we found will more likely apply to

a broader set of people, situations, and technology setups

(MacKenzie, 2013). The largely asynchronous nature of the

study allowed participants to complete it at the most convenient

time for them. As a side-effect, we saved time in conducting

the experiment due to not having to schedule timeslots for each

participant. This further saved the participants travel time (and

potentially expense). Following analysis of the data, we found
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FIGURE 11

Visualization of the study procedure of the field of view and target search study.

the absence of a researcher did not substantially compromise

data integrity; only two out of 25 participants “cheated” and

provided inaccurate data. Nevertheless, we cannot be certain

each participant performed the study properly as no researcher

was present.

On the other hand, conducting a fully remote study

presented several disadvantages. With no researcher present

during the experiment, it was more difficult to ensure the

accuracy of our data; we had to put greater trust into participants

to complete the study accurately and to the best of their

abilities. As well, participants used different phone models with

diverse screen sizes, resolutions, and processing capabilities,

potentially causing a varied experience among participants

with slightly differing FOVs. These factors likely introduced

greater variability in our data than we would expect in a

lab-based study, potentially compromising internal validity

of our results. Similarly, the variability of devices forced an

additional pre-screening step that lengthened our recruitment

process. The asynchronous nature of the study resulted in

participants completing the study in the late hours of the

evening when the researcher was less available to help. This

issue could be avoided given stricter scheduling requirements

set by the researchers. We also experienced communication

issues that would be unlikely in a lab setting. Despite providing

detailed instructions, some participants did not properly fill

out the parts of the surveys indicating which condition they

had just completed. This confusion on the surveys only

occurred due to the remote nature of the study; we took

extra time to remedy this issue, which necessitated combing

through all the submitted surveys to ensure every participant

submitted them properly and in order. Moreover, technical

issues arose that were unlikely to have occurred in an in-

person study. For example, internet maintenance was being

performed in one participant’s neighborhood while they were

performing the study, leading to data loss when data was

not sent properly. Lastly, the financial compensation given

to participants was greater compared to if the study was

conducted in-person due to the increased commitment required

by participants.

A key item we took away from completing this study

was to minimize the number of steps required of participants

when possible. Relying on participants to input any information

relating to proper data collection (e.g., entering the condition

they most recently completed) should be avoided to minimize

errors. We also found it can be beneficial to include additional

software-based measures to prevent false data from being

recorded. For example, code that detects when participants

are skipping trials (i.e., not putting sufficient effort in) would

alleviate issues only present during remote studies and help

ensure data integrity. Despite these flaws, our experience

with conducting remote studies was positive and showed

promise for remote studies in the future. We believe with

clear communication between researcher and participant and

precautions taken to prevent false data from being recorded,

remote studies can be as successful as in-person.

3.7. Case studies overview

In summary, we had six studies that ranged from one or two

sessions to longitudinal (10 sessions). Subject recruitment was

online using emails, social media and mailing lists. Apparatus

delivery was remotely in 3 of them and through contactless

drop-offs for the rest. Data collection was through a mix of self-

reporting questionnaires and objective measurements through

the deployed XR applications. Participants sent their results

remotely without any loss of data as a result of building this

function in the applications. Overall, the data collected was

satisfactory and tended to be similar to that collected in person.

4. Proposed XR remote studies
taxonomy

We propose the taxonomy of remote/lab-based XR studies

as shown in Figure 12. We originally devised this taxonomy

specifically with remote studies in mind, but with flexibility to

cover standard lab-based user study options as well. We thus
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argue that while this taxonomy helps explore the design space

of remote XR studies in particular, it may also be helpful in

considering options for XR studies more generally.

The taxonomy is primarily based on the variety of

firsthand experiences our group has in conducting remote XR

experiments. We further expanded this following brainstorming

sessions intended to further consider the design space, and

also considering work presented by other authors. We analyzed

different attributes that affect choosing the right approach

for remote XR studies and classified their properties and

various options.

Our classification (see Figure 12) consists of five dimensions:

Study, Participants, Apparatus, Researcher, and Data Collection.

Each of these have sub-dimensions and each sub-dimension can

have one of the different possible attributes. To this end, it is

possible to devise new options for remote XR studies by selecting

options from the attributes in the leaf nodes of the taxonomy for

each dimension and sub-dimension. We note that although the

FIGURE 12

Proposed XR remote study taxonomy.
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case studies presented abovemap onto different combinations of

attributes offered via this taxonomy, they were originally devised

in a somewhat ad hoc fashion based on the objectives of the

individual study and various constraints at the time.

Finally, we note that this taxonomy describes the most

universal attributes which we found relevant in literature

(MacKenzie, 2013; Steed et al., 2016, 2020; Moran, 2020; Moran

and Pernice, 2020; Wiberg et al., 2020; Ratcliffe et al., 2021b;

Schmidt et al., 2021; Spittle et al., 2021) and through our

implementation of several remote studies detailed above (plus

other ongoing and/or unpublished studies). The taxonomy is

likely best viewed as a starting point, and we do not claim that

it is fully complete. We believe that in the future more attributes

will be considered important depending on new scenarios and

further applications of remote XR studies.

4.1. Study

The Study dimension consists of four sub-dimensions:

Topic, Method, Assignment of Factors, and Duration. Topic

refers to the broad theme or domain to which the study belongs

(e.g., interaction techniques such as selection, manipulation,

travel, or other areas such as display properties, or perception.).

The Topic is a crucial component in designing any XR remote

study because it defines the scope of acceptable limitations,

the basic nature of the study, the themes, and so on. For

example, latency might be critical in a selection study but not

necessarily as critical in XR for education applications. The

Method is similarly important since it dictates the framework

within which the study is conducted—e.g., a formal experiment,

usability study, or co-design, to name a few options. Assignment

of Factors indicates how independent variables are assigned

to participants, and can be within-subjects, between-subjects,

or mixed. We note that this dimension has implications for

how a remote XR study is deployed. For example, as described

above, some of our case studies would likely have employed

a within-subjects design had they been conducted in the lab,

but were necessarily deployed remotely as between-subjects

designs due to various other constraints (e.g., choice of hardware

being prominent among these factors, but time commitment

of the participants another likely factor). Finally, the Duration

dimension specifies the type and length of study we are using

whether it is longitudinal (i.e., many sessions), single session, or

over multiple sessions. Multiple sessions means that the study

consists of more than a session, but not as lengthy as a typical

logintudinal study (e.g., consisting of 10–20 sessions). Multiple

sessions would likely be in the range of 2 or 3 sessions.

4.2. Participants

The Participants dimension consists of three sub-

dimensions relating to the participants of the study: Researcher

Interactions, Participant Geographic Location, and Recruitment

Style. Researcher Interactions refers to how participants interact

with the researcher while conducting the study. For example,

they might be physically co-located with the researcher (i.e., in

a lab-based study), remote, or a hybrid approach, for example,

being trained locally in a first session, then conducting the

remaining study sessions remotely. Geographic Location refers

to where the participants originate from. Participants could

be local or global, and this has implications for convenience

of recruiting, how apparatus is deployed, methodological

considerations, breadth of results to different populations (i.e.,

external/ecological validity), and so on. Finally, there are many

options for Recruitment Style, including email, social media,

and specialized platforms like Amazon Mechanical Turk.

This list is certainly not comprehensive, and other options

are also possible.

4.3. Apparatus

The Apparatus dimension consists of four sub-dimensions:

Display Style, Other Apparatus, Delivery Mode, and Apparatus

Setup. Display Style options include Self-Contained HMD (e.g.,

Oculus Quest), smartphone HMD (e.g., Google Cardboard),

Computer-based HMD (e.g., HTC Vive), and desktop displays.

Other options are likely possible here, but given the prevalence

of HMDs in current XR research, we list a few of these

options and note that other display methods (e.g., immersive

projective displays) may also be possible, if impractical for

remote deployment. Other Apparatus includes any non-display

related equipment required of the study, be it computers,

mobile phones, or custom-made equipment or prototypes. We

have employed a few different options for Delivery Mode,

including remote delivery using e-commerce platforms (e.g.,

Amazon Prime order), drop-off at a participants’ doorstep

(optionally contactless, e.g., during the pandemic), or by visiting

the lab—either to pick up equipment to use it remotely, or

in the case of an in-lab study, to physically do the study

there.

Finally, we subdivide the Apparatus Setup dimension into

Software and Hardware, as depending on the specific study, a

researcher may opt to set them up differently. For example,

Software can be set up by either the researcher, the participant,

or in a hybrid fashion where the participant and researcher share

the responsibility of the setup. All of these could be automated

(e.g., clicking on a link that takes care of everything), manual

(e.g., having to download and/or install software on a system)

or a hybrid option somewhere in-between (e.g., where some

software installs automatically, other software requires manual

intervention). The Hardware setup can similarly be done by

the researcher, the participant, or hybrid. While the Hardware

and Software Setup may use the same set of options, we

note that this is not required, depending on the circumstances

and study design related considerations. However, intuitive
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and seamless XR applications are crucial for the success of

remote studies.

4.4. Researcher

The Researcher dimension includes two sub-dimensions:

Team Size, and Researcher Involvement. Both of these have

implications for how a remote study might be deployed.

For example, Team Size could be one researcher or two or

more researchers. Team Size is another factor to consider

because parallelization is likely easier with more than one

researcher. Researcher Involvement could be either synchronous

by attending the actual session, asynchronous by giving advice

and reviewing the results after or before the session, hybrid

i.e., a mix of synchronous/asynchronous, or alternatively either

option being available at the participants’ discretion. The

latter was the choice in the studies by Kyian and Teather

(2021), Grinyer and Teather (2022), and Samimi and Teather

(2022a).

4.5. Data collection

Data Collection has two sub-dimensions: Capture and

Recovery. Capture refers to the means of collecting data and

Recovery refers to the means of receiving this captured data

by the researcher. These two each have three sub-dimensions:

Pre-Study, During Study, and Post-Study. Each refers to data

collected at different stages in the study (e.g., pre- and post-

questionnaires, or data collected by software or researcher

during the actual study task). For the Capture dimension, each of

these sub-dimensions has a similar set of possible options: data

could be collected using paper-based means (e.g., forms, notes,

sketches), participant observation (e.g., video, live streaming),

online forms and platforms (e.g., Google Forms, Qualtrics), or

using custom-developed applications (including instrumenting

experiment software to automatically collect data). The latter

two options (online forms, custom apps) can be automated,

require manual intervention, or an in-between hybrid option

to collect data. Participant Observation can be direct (e.g.,

in real-time in-person or through live streaming), or indirect

(e.g., through viewing video recordings post-session). These

could be automated (e.g., auto-recorded by the application),

manual (e.g., recorded by the participant), or an in-between

hybrid option.

Similarly, the Recovery dimension includes three sub-

dimensions: pre-, during, and post-study. These include similar

options that consist of asynchronous recovery (e.g., data is

collected with a time gap or at a specified time), synchronous

(e.g., data is sent in real time), or a hybrid option in which some

of the data is sent in real time while the rest is sent after a time

gap). This recovery could be automated (e.g., sent without the

participant’s involvement), manual (e.g., requires participant’s

action), or hybrid (e.g., the participant clicks a button to start

an automated process or some of the data is sent automatically

while the rest is manual).

5. Discussion

5.1. Issues with remote studies

While remote studies offer some benefits, they also present

some issues that should be addressed. We list and discuss

these below. The prevalence and impact of each of these issues

is highly dependent on the attributes of the remote study

itself. For example, experiments with synchronous researcher

involvement and manual data collection may be more forgiving

with respect to technical considerations than, for example,

a fully asynchronous and automated data collection study,

which has much higher requirements on bug-free and “perfect”

apparatus implementation.

5.1.1. Technical considerations

There are many technical considerations when conducting

remote studies, such as: (1) producing an almost bug-free and

potentially totally automated/participant-directed apparatus,

which is time-consuming and requires many iterations and

extensive testing; (2) protecting against data breaches and

security and how to handle related settings on different third-

party platforms; (3) accounting for equipment discrepancies

if it is not provided to participants, such as phone memory,

screen size, quality (all of which increase the likelihood of

confounding variables in the experiment) and the possibility

of damaging participants’ equipment and related liability; (4)

understanding operating system-related limitations which could

limit the study to one type of headset/phone, limiting the

participant pool, and all inconsistency/labor related issues; (5)

ensuring headset quality—for example, there is inconsistency

in Google Cardboard manufacturing and minor differences

between products; and (6) purchasing and delivering equipment

and all related logistics, such as availability, prices, delivery dates,

returns, and refunds.

5.1.2. Participant-related

There are several issues relating to participants. These

include (1) reminding the participants to conduct the sessions

in longitudinal studies that take place over multiple sessions;

(2) motivating them to conduct the studies; (3) counting on

their commitment and integrity in reporting, especially in

asynchronous data collection situations; (4) helping them go

through their learning curves, which makes the focus shift

from the actual study to the learning process; and (5) their

technical skills, which means that recruitment leans toward
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more tech-savvy participants. This is similar to a common

issue in university research labs which predominantly recruit

undergraduate students. Reaching the right participants is a

tricky task. These participants should not be only suitable,

diverse, and representative of the general population, they

should be interested and committed to completing the study

with intergrity. Therefore, initiatives like VERA (SREAL, 2022)

and XRDRN (XRDRN, 2020) are great steps in the right

direction.

5.1.3. Research-related

More generally, there are also research-related issues,

including: (1) ensuring the quality of the data, monitoring

errors, and the inability to correct mistakes (which could

yield unusable data) promptly in asynchronous studies; and

(2) ensuring ethical applications and obtaining research

ethics board approvals. Remote deployment introduces more

possibilities of confounding variables in an experiment,

e.g., through different hardware configurations, and different

distractions that each participant may be subject to. In contrast,

the principle advantage of in-lab studies is the ability to

control the environment, thus ensuring internal validity. With

a sufficiently large participant pool, these external influences

“average out” and likely do not matter as much, but dramatically

improve external validity.

5.1.4. Logistics

Finally, logistical issues should not be ignored, as they can

have a dramatic impact on the quality of data collected and

can impose certain choices in the taxonomy presented above.

These can include (1) budgeting and cost variances between

participants due to currency rates, geographic location, etc.;

(2) equipment availability; and (3) shipments and apparatus

delivery. For example, delivering equipment to participants on

the other side of the globe may be infeasible and impose a

different type of apparatus than that originally envisioned if

global participation is deemed necessary.

5.2. Benefits of remote studies

Remote studies offer many benefits as well. Based on

our observations in these six studies, we argue that they

could give participants more of a sense of empowerment

and ownership compared to lab-based studies. However, some

participants might not feel the same or confident in remote

XR studies, especially users with limited experience with XR

devices and applications. Additionally, it allows for operating

on a global scale and having a potentially more diverse and

inclusive participant pool, which was noted by participants

in some of our case studies. Notably, our longitudinal

cybersickness study included participants from three continents

and four ethnic groups. Deployed on a large scale, such

results have the potential to be far more representative of

broader populations than a typical lab-based study thereby

improving external validity. Furthermore, remote deployment

helps facilitate conducting longer longitudinal studies and

automating data collection. Since participants participate from

the comfort of their homes, this may make them more focused

on the study rather than being distracted by the researcher;

this reduces the aforementioned researcher presence effects

on the study. It allows study conditions to be more realistic

(i.e., improving ecological validity), especially for longitudinal

studies, enhancing experimental external validity (MacKenzie,

2013). Furthermore, remote studies allow for recruiting larger

numbers of participants. For instance, CHI 2020 statistics

showed that remote studies are typically bigger by comparing

participant numbers. The largest remote study was conducted

by Facebook, who recruited 49,943 participants via surveys and

Amazon Mechanical Turk (Koeman, 2020).

5.3. Recommendations and guidelines

Reflecting on participant feedback, our observations, and

the highlighted issues/opportunities in remote user studies, it

is important to consider the following points when designing

remote user studies.

5.3.1. Seamless study design and automation

Participants are not researchers, and do not have the

same training to run experiments. It is thus critical to design

experiment pipelines that are easy to follow and flexible to

reduce the burden on participants. In our experience, it is

important to automate reminders, trackers, and data collection

while ensuring privacy and data security. This is especially

true in the case of longitudinal studies. Procedural instructions

should be easy to follow through clear visuals, flowcharts, and

instructions both in text and video formats to ensure clarity and

the satisfaction of different audience preferences. Furthermore,

it is helpful to think on a global scale and ethnic representation

in the participants’ pool.

5.3.2. Apparatus design

The apparatus has to be “bullet-proof”—hardware should

work well and software should be virtually bug-free. Extended

reality applications that work independent of head-mounted

displays would be ideal; this can be supported through the

use of technologies such as WebXR. Such technologies reduce

labor and could allow for server-based data collection, which

opens the door for recruiting participants using crowdsourcing

platforms like the Amazon Mechanical Turk (Ma et al., 2018).

Frontiers inComputer Science 21 frontiersin.org

https://doi.org/10.3389/fcomp.2022.954038
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org


Kroma et al. 10.3389/fcomp.2022.954038

Furthermore, pushing for updates directly to the application

without asking the participants to reinstall newer versions could

be useful to solve bugs and apparatus issues without participants

having to sort out the details. Finally, this also requires ensuring

the security of the application, data communication, and

storage servers.

5.3.3. New opportunities

Remote studies open the door to many interesting

opportunities. For example, consider the potential use of

Artificial Intelligence (AI) to take on the role of a research

assistant. This includes conducting tasks that are clear, from

an algorithmic point of view, and allow for more involvement

with the participants, which supports quality assurance in

large-scale studies. Another opportunity is creating support

communities similar to “Unity Pulse,” which is an online

feedback community (Unity Technologies, 2021). This improves

participant motivation as they can claim volunteering hours and

be part of a community. In such a setup, incentives transform

beyond the traditional monetary, gift card or artifact. Amazon

has opened the door for crowd-sourcing of participants through

Amazon Mechanical Turk (Amazon Mechanical Turk, 2018),

which has great potential if we can overcome platform-specific

limitations and ethical/data-related concerns.

5.3.4. Ethical considerations and lessons
learned

Another priority is to address ethical issues specifically

related to remote studies (Chaudhuri, 2020; Steed et al., 2020).

These take different forms, and while general considerations

could be addressed, each study has specific ethical issues which

are probable, especially with our limited experience with these

remote studies.

On the other hand, there have been many remote

lab experiments in the paradigm of distance learning

(Nickerson et al., 2007; Cooper and Ferreira, 2009; Ma

et al., 2018), in addition to remote studies in other research

disciplines; these experiences could be a good starting point to

learn from.

6. Conclusion and future directions

In this article, we summarized six case studies of conducting

remote XR studies during the COVID-19 pandemic. Based

on our experiences in these studies and the current body

of work in this area, we proposed a taxonomy that helps

in designing and conducting remote XR studies. We do

not claim that the proposed taxonomy is complete, but

rather a foundation to providing an easy-to-follow systematic

approach to designing remote XR studies. Additionally, we

offered a set of recommendations and guidelines based

on these findings to be considered when conducting XR

remote studies.

Employing remote studies in XR research presents new

opportunities, and should not be merely a reaction to a

pandemic. It opens the door to larger participant pools,

facilitates easier application of longitudinal studies, and

democratizes the technology in the process. Our case studies

highlight several opportunities that remote study brings to

XR research, similar to those found in the social sciences

(Frippiat and Marquis, 2010; Bhattacherjee, 2012). The COVID-

19 pandemic has forced XR researchers to adapt and investigate

remote study methods, and further examination of our remote

experiments has helped to realize that beyond the pandemic,

there is a significant opportunity in using remote study in future

XR experiments.

Understanding these studies’ benefits and limitations allows

for proper employment and the continuation of research

studies in pandemics, by building a body of communal

knowledge and infrastructure for stronger remote XR studies.

Standardizing remote studies in HCI as a whole and extended

reality specifically is a community effort that should be built

over a period of time by sharing findings and best practices

until it reaches a level of maturity that allows for more

quality research data collection and findings. It is important

to start this process that could benefit the community in

many different ways. This allows us to shift from reacting

to pandemics to employing new formats of research studies

that have shown effectiveness in other fields and a great

promise in HCI.
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