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In this article, we present a newmultimodal annotated corpus of forum theater scenes

on discrimination awareness. The collected interactions include scenes of ordinary

sexism and racism situations played out by di�erent actors in di�erent contexts. The

corpus also contains scenes of interactions between an author of discriminatory

behavior and awitness trying tomake the discriminatory actor aware of their behavior.

These confrontations scenes have been played considering di�erent social attitudes

(denial, aggressive, and conciliatory). The experimental setup, including motion

capture and audio-visual recordings, has been specifically designed to allow the semi-

automatic annotation of the corpus and a fine-grained analysis of themultimodal cues

associated with social behaviors.

KEYWORDS

multimodal corpus, discrimination, virtual agents, motion capture, social attitude

1. Introduction

In the field of training, a growing interest has emerged in “training through simulation”

based on virtual environments. Several studies have been carried out on devices that simulate a

social interaction with an embodied conversational agent (ECA) to train individuals’ social skills

(“Virtual Agents for Social Skills Training,” Bruijnes et al., 2019). These studies have shown that

ECAs can improve an individual’s social skills, for example, in job interview training (Anderson

et al., 2013), cultural awareness (Hall et al., 2011), public speaking (Chollet et al., 2018), or

even when training doctors to break bad news to patients (Ochs et al., 2019). To date, however,

the research in this area remains limited, and several application fields remain unexplored: for

example, training to prevent social discrimination.

According to the latest figures from a European survey conducted in 2019, 60% of women

experience some form of sexism at work. Most still react with resignation. In France, 30% of

employees have been victims or witnesses of sexism and 28% of racism.1 Discrimination can

take very different forms, ranging from inappropriate comments or behavior to harassment.

This behavior has a direct impact on the wellbeing of individuals in a company but also on

their professional integration and performance (Dardenne et al., 2007). Fighting against social

discrimination, first of all, requires employees (who may be victims or witnesses) become aware

of the different forms of discrimination; in particular, so-called ordinary sexism and racism.

Ordinary sexism is defined as “stereotypes and collective representations that translate into

words, gestures, behaviors or actions that exclude, marginalize or inferiorize women” (Grésy,

2009); for example, sexist remarks and jokes or devious seduction. Ordinary racism is expressed

“in all those prejudiced phrases and attitudes that we hear or observe on a daily basis. They

are not legally actionable, but are nevertheless microaggressions” (Diallo and Sassoon, 2015).

Beyond awareness, it is essential to train individuals to react when they witness these forms of

discrimination. However, reacting as a witness to a form of sexism or racism in the workplace is

a difficult task.

1 Glassdoor, Diversité et Inclusion 2019, Rapport d’enquête.
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The final objective of our research project is to design and

deploy a virtual reality training tool to raise awareness of situations

involving social discrimination (ethnic and gendered) and to train

individuals to react when they witness such situations. The tool is

inspired by a method of interactive theater called the forum theater

technique. The forum theater is an interactive theater method created

by Augusto Boal in the 1960s (Boal, 1972). Considered a popular

education method, the forum theater is nowadays used to raise

awareness of societal issues (e.g., discrimination and violence). This

method is based on the staging of a problematic situation played by

actors and then the participation of spectators who are invited to

take the role of an actor in a scene to try to build an alternative to

the story. Several theater companies and training firms now offer

this method to sensitize individuals in the public and professional

spheres to the issue of social discrimination (ethnic, gender, disability,

etc.). The forum theater is not limited to raising awareness on a

particular subject but allows individuals to develop and simulate

concrete strategies that they can then use it in their daily lives

to deal with these types of situations. A number of studies have

shown the significant benefits of this method for awareness and

subsequent behavioral changes (Yves, 1999; Gret, 2012; Assencio,

2016; Bélier, 2019). The final tool of our project will expose the

user to a scene involving discrimination simulated by autonomous

virtual characters through a virtual reality headset. The user will be

instructed to converse with the virtual actor displaying discriminating

behavior to make the virtual actor aware of their behavior. Different

interactive situations will be simulated involving different types

of social discrimination (ordinary sexism and ordinary racism) in

different social contexts (e.g., hierarchical relations, opposite genders)

and through various socio-emotional behaviors of the virtual actors

(conciliatory or aggressive attitudes, etc.). The virtual actors will

be integrated into a VR platform that simulates social interactions

using natural language. The goal is to deploy a tool that can be used

on a large scale to make individuals aware of discriminating social

behaviors and train them to deal with such situations.

In order to create such a training tool, our first step was to collect

a corpus of the forum theater on discrimination. The objective is then

to use this corpus for two purposes: (1) to re-simulate discrimination

scenes with virtual actors and (2) to model the discriminatory actor’s

behavior to be able to replay this behavior using a virtual actor

interacting with a user. As far as we know, a corpus of the forum

theater on discrimination does not exist. In this article, we present

the forum theater corpus for discrimination awareness. We focus

particularly on two types of discrimination : The ordinary sexism and

racism. The corpus has been specifically collected in order to easily

re-simulate the actors’ behaviors on virtual ones and also to enable

automatic annotations for multimodal behavior analysis.

The article is organized as follows. In the next section, we present

the different scenarios developed for discrimination awareness. In

Section 3, we present the experimental design. Section 4 is dedicated

to the presentation of the annotations in the corpus. In Section 5, we

illustrate how the corpus is used in order to create a virtual reality

forum theater. We conclude Section 6.

2. Scenarios for discrimination
awareness

A forum theater performance is composed of two stages. First, the

forum theater begins with a short performance, either rehearsed or

improvised, to highlight a social or a political problem. In our context,

this short performance corresponds to a scene of ordinary racism

or sexism between two actors. This stage is called in our corpus the

discrimination scenes. Then, in the second stage, in a forum theater, a

spectator can take the role of an actor in the scene to try to build an

alternative to the story. In our context, this stage corresponds to the

situation where another actor simulates a witness trying to make the

discriminatory actor aware of his behavior. These scenes are called

the confrontation scenes in our corpus.

A total of six professional actors (three women and three

men) from the company NextLevel were recruited for the forum

theater simulation to provide a variety of situations and behaviors.

The recruited actors have strong experience in the forum theater

providing training with this technique in several companies for

discrimination awareness. Two scenarios of ordinary sexism and one

of the ordinary racism have been definedwith the companyNextLevel

to vary the types of discrimination, the hierarchical relations, and the

gender of the actors.

2.1. The discrimination scenes

The context of the scenarios is professional situations.

Concerning ordinary sexism scenarios, they have been written

based on the description of ordinary sexism in professional situations

(Grésy, 2009, 2015). They include the common sexists’ behaviors:

the condescension and paternalism (e.g., “my sweetheart” or “my

lovely”); the denigration (e.g., “ you don’t have the capacity for

this job”); the indirect seduction (reminders to behave according

to an agreed-upon female model); the maternity offense (“it is not

the good time to have another child”); the part-time work (“You’re

lucky you’re not doing anything tomorrow, Wednesday”); and the

sexist remarks and jokes. The first sexism scenario consists of a

conversation between a male supervisor and his female employee

about an important job to achieve. The supervisor wants to entrust

this job to her but shows uncertainty concerning her capacity to

manage a team to realize this job. The second sexism scenario is

related to a discussion between a female supervisor and her female

employee. The female employee is just returning from a maternity

leave. Her supervisor reduced her employee’s workload during her

absence, whereas the employee did not want to change her workload.

The third racism scenario is a job interview. The candidate is of

Algerian origin. Ordinary racism behavior is defined based on real

examples described in Diallo and Sassoon (2015). It includes several

remarks from the interviewers on the origins of the candidate and

associated stereotypes. Each discrimination scene lasts in average

of 4 min.

2.2. The confrontation scenes

For each discrimination scene, the discriminator was then

confronted by a third actor five times. The third actor was instructed

to try to make her/his interlocutor aware of her/his discriminating

behavior (played during the discrimination scenes). During these

scenes, the actor playing the discriminator was instructed to simulate

a specific social attitude: two scenes with an aggressive attitude, two

scenes with a conciliatory attitude, and one scene with a denial

attitude. Each scene lasted approximately 7 min and was performed
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FIGURE 1

Experimental design. A1: actor 1 recorded with C1, A2: actor 2

recorded with C2; C1: camera 1 directed on A1 (close shot), C2:

camera 2 directed on A2 (close shot), and C3: camera 3 (medium-long

shot).

by different actors. For these confrontation scenes, the actors have

improvised with only the instruction on the social attitude to adopt

for the actor playing the discriminator. We have collected different

confrontations scenes for the same discrimination scene in order to

have variability for these situations since our final objective is to be

able to simulate an autonomous virtual discriminator with different

social attitudes that interact in natural language with a user.

3. Experimental design

The collected corpus is an audio–video corpus recorded at the

Technosport of AixMarseille University in Luminy. The audio–video

records consist of 18 face-to-face interactions lasting between 4 and 9

min each.

3.1. Image recording

The experimental design is described in Figure 1.

The data acquisition took place in a large room with high ceiling

equipped for motion capture (Figure 2).

Our challenge was to the capture movements of the two actors

and to make an audio–video record of their conversational face-to-

face exchanges. The actors wore black suits equipped with motion

sensors used by the Qualisys system. They sat on a chair without a

backrest face to face.

3.2. Motion capture setup

The kinematic trajectories of 42 passive markers were monitored

at 200 Hz by 16 Qualisys 700 infrared cameras (Qualisys,

Gothenburg, Sweden) placed around the actors’ dialogue area. The

passive markers were placed on all actors according to the Animation

Marker Set proposed by the Qualisys software (Figure 3). This marker

placement allowed the use of the Skeleton Solver function of Qualisys

and, in particular, to obtain the kinematic data of each body segment

[position and orientation (pitch, yaw, and roll)]. A skeleton was

calibrated and used for each of the different actors who took part in

the experiment.

3.3. Video recordings

To record the conversational sequence, we used 2 cameras (C1

and C2), Canon XF105 (Figure 1). In front of each actor (A1 and

A2), we installed the cameras while respecting 180 degree rule, which

means that we installed them on the same side of the scene. By putting

the two videos of each of the actors side by side, this setup allows

keeping the coherence and understanding that the two actors discuss

while being face to face, as illustrated in Figure 4. With the cameras

1 and 2, we filmed the actors in close shot format to focus on the

actors’ faces. Note that we choose the close shot since the motion

capture system enables us to record all the body movements. The

two cameras were synchronized. We also used a third camera (C3)

to control the experimental design. The medium-long shot of the

camera 3 is illustrated in Figure 3.

3.4. Audio recording

We recorded the two actors with headset microphones

directional, Sennheiser HSP 4EW3, of flesh color, optimally

positioned in order to not hide their face. The audio streams

were synchronized with the two video streams. We used an audio

interface, the RME Fireface UC, to control the audio signals and thus

ensure good quality audio streams recorded with the two headset

microphones. The audio setup is illustrated in Figure 5.

3.5. Synchronization

The synchronization of the experimental data (motion capture

data, sound, and video) is very important. For this purpose, the

synchronization of the two video streams was made due to a coaxial

cable connecting the two cameras through their GenLock input. The

synchronization of the two audio streams with two video streams was

ensured by connecting microphones to XLR inputs of each camera.

Thus, for each camera, we obtain the image (video stream) and the

voice of the actor (audio stream) perfectly synchronized. To facilitate

the control of the synchronization between all the streams, we used

clap (Figure 6). The clap has the advantage of being identifiable on

the audio signal of the video and viewable on the video.

3.6. Video editing

For each session, we delivered five files exported with Adobe

Premiere Pro software. The five files exported are as follows: three

video files (one from each camera), one containing two views

synchronized (format H.264, image size of 1,920 x 1,080, 16/9 rate, 25

ips, with .MP4 extension), and two audio files (one per microphone:

format Wavefom Audio, in 16 bits, 48 kHz, with .WAV extension).

All these files are synchronized: They start at the same time and they

have the same duration.

The experimental design with the camera focused on the actors’

faces, the headset microphones with flesh color and the motion

capture system have been set up in order to facilitate the semi-

automatic annotation of the corpus. We present the annotation

process in the next section.
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FIGURE 2

Recording room.

FIGURE 3

Face-to-face conversation recording with the camera 3.

4. Semi-automatic annotation of the
corpus

4.1. The annotation process

In total, the collected corpus, in French, is composed of 38

videos composed of 19 interactions between two actors. Each video

corresponds to one actor in the scene. The corpus is composed of two

types of scenes: three discrimination scenes (six videos, one per actor)

and 15 confrontation scenes (30 videos, one per actor). In total, the

duration of the corpus is 120, 96 min (2h01 min).

Different tools have been used in order to annotate the corpus.

First, the corpus has been automatically transcribed using the BAS

web service.2 The transcription has been manually corrected and

enriched with different information (laughter, elisions, and specific

pronunciation) based on the TOE (Blache et al., 2017). We have

used SPPAS (Bigi, 2015) to automatically segment the corpus in IPU

(Inter-Pausal Unit).3 We have then manually filled the IPU with the

transcription (Figure 7). Using SPPAS, IPUs, tokens, phonemes, and

2 https://clarin.phonetik.uni-muenchen.de/BASWebServices/interface

3 Block of speech bounded by silent pauses and often assimilated to turns.
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FIGURE 4

Example of a face-to-face conversation recording with cameras 1 and 2.

FIGURE 5

Audio setup.

syllables are segmented and time-synchronized on the audio signal. It

allowed extracting automatically the IPUs duration and the number

of tokens per IPU. Laughs are also automatically aligned on the signal

(Bigi and Meunier, 2018).

The tool Marsatag (Rauzy et al., 2014) has been used to extract

the POS tags and, in particular, the following morpho-syntactic

categories: adjective, adverb, auxiliary, conjunction, determiner,

interjection, noun, preposition, pronoun, and verb.

Concerning the non-verbal signals, the smiles, the laughs, and

the nods of the actors have been annotated automatically using

the SMAD tool (Rauzy and Amoyal, 2020). Gaze direction is also

of great importance in conversation. For now, the annotation of

gaze has been manually annotated. Annotators have annotated

when the gaze is toward the speaker or when the gaze is

elsewhere (Figure 8).

Gaze direction, as well as the corrections of the annotations

on laughs and nods, have been performed by three annotators.

In order to validate the annotation of the gaze, 13.36% of

the corpus has been annotated by one more annotator. The

inter-annotator agreement, using Cohen’s kappa, was very

strong (k = 0.91).

In Table 1, we present the descriptive statistics concerning the

verbal and non-verbal annotations.

We can notice the richness of the corpus both concerning the

verbal and the non-verbal signals with a high number of IPUs and

tokens, as well as pauses, nods, and changes in gaze direction. Note

that all the automatic smile annotations have not been manually

corrected and then are not reported in the table. The number of

laughs remains quite low which is not surprising given the context

of the interaction and the scenarios. We are currently analyzing the

motion capture files in order to automatically extract annotations for

the gestures based on the multi-level body notation system proposed

in Fourati et al. (2019).

4.2. A first analysis of the actors’ behaviors
during the confrontation scenes

In the corpus, we are particularly interested in analyzing the

confrontation scenes. Indeed, the discrimination scenes are directly

replicated on the virtual actors (Section 5), whereas the confrontation
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scenes are exploited to create an interactive ECA able to interact with

users with different attitudes.

The confrontation corpus is composed of 15 scenes for a total of

107.2 min (approximately 1 h: 48 min). Each scene lasts an average of

7.2 min (± 50 s). For each scene, the behavior of the two actors has

been annotated.

4.2.1. The impact of the role on the behavior
In each scene, the discriminator faces another person who has

the task of trying to make the discriminator aware of her/his

FIGURE 6

Clap.

discriminating behavior (played during the discrimination scenes)

(Section 2.2). Consequently, we consider two roles in a confrontation

scene:

• The role of a discriminator who has previously discriminated a

person in a discrimination scene;

• And the persuaderwhowas a witness of the discrimination scene

and who has the instruction to try to make the discriminator

aware of her/his discriminating behavior. The witness of the

confrontation scene tries not only to raise awareness but also

to persuade her/his interlocutor that this latter has behaved

in a discriminatory manner. As such, the witness/persuader is

the main speaker (initiation of the action and the goal of the

dialogue).

We have varied the gender of the discriminators and of the

persuaders as described in Table 2.

Descriptive statistics have been computed in order to compare

the behavior of the actors according to their role in the interaction

(Table 3).

As the main speaker, the persuader is expected to produce more

speech. The Table 3 shows that, in fact, the quantity of speech of the

persuader is more important. IPUs and tokens are more frequent.

Also, pauses are more frequent but smaller than in the discriminator’s

speech which talks less (less pauses but longer). This can be explained

by the fact that the discriminator speaks less (less pauses but longer).

Head nods are also very important signals in conversation. They

depend on the participants’ roles: when produced by listeners (as

feedback) they show attention or agreement to the discourse (Boudin

et al., 2021) whereas when produced by main speakers, they can

serve to check agreement or express emphasis (Heylen, 2005). In

FIGURE 7

Screenshot of the SPPAS tool for the segmentation and correction of the transcription.
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FIGURE 8

Screenshot of the ELAN tool used for the annotation of the gaze direction.

TABLE 1 Descriptive statistics on the annotations.

Duration (in s.)

Nb Mean SD Max Min

IPUs 3130 2.29 2.35 27.3 0.02

Tokens 31,974 0.22 0.2 15.3 0.003

Pauses 3,071 2.35 3.86 45.46 0.02

Nods 1,824 1.11 1.17 15.3 0.003

Laugh 61 0.68 0.6 3.09 0.03

Gaze_speaker 2,256 5 7.18 68.12 0.1

Gaze_elsewhere 2,247 1.41 1.97 21.27 0.14

TABLE 2 Number of scenes given the gender of the actors and their roles in

the scene.

Woman Man

Discriminator 9 6

Persuader 8 7

the corpus, the nods of persuaders are more frequent than those

of the discriminators, that could be explained by her/his role to

try to convince the interlocutor. As far as we know, no research

has correlated the frequency and duration of nods to persuaders’

behavior. A deeper analysis on other data should be performed to

confirm this hypothesis.

Similarly to nods, eye gaze is important in conversation, and

more particularly as a reliable cue for monitoring and regulating

turn-taking. Eye-gaze can indeed change according to the different

roles of the participants (Rossano, 2013). In our corpus, the

gaze behavior of the discriminator and the persuader seems quite

similar.

4.2.2. The impact of attitude on the behavior
For each confrontation scene, the discriminator was

instructed to simulate a specific social attitude: a denial

attitude, a conciliatory attitude, or an aggressive attitude. In the

confrontation corpus, we have six scenes with a discriminator

having the instruction to adopt an aggressive behavior, six

scenes with a discriminator adopting a conciliatory behavior,

and three scenes with a discriminator acting with a denial

behavior. We report Table 4, the descriptive statistics to

compare the behaviors of the two actors (the discriminator

and the persuader) according to the attitudes acted by

the discriminator.

Several research works have demonstrated the influence of

social attitudes on behavior (e.g., Mehrabian, 1969; Carney et al.,

2005; Argyle, 2013). In line with this research, in our corpus,

the descriptive statistics show an effect of the social attitudes

on the behavior. For instance, in a conciliatory situation, the

actors spoke more (more frequent IPUs) than in an aggressive

or denial situation. The pauses are also more frequent and

longer in the conciliatory and the denial situations, reflecting a

more calm conversation. Less tokens and more pauses could be
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TABLE 3 Descriptive statistics of the annotations according to the role of the actors.

Discriminator Persuader

Quantity Duration (in s.) Quantity Duration (in s.)

IPU 88.31 (±21.16) 2,43 (±0.86) 101.79 (±17.05) 2,42 (±0.64)

Token 887.81 (±210.96) 0.23 (±0.02) 1061.14 (±181.45) 0.23 (±0.03)

Pause 81,44 (±19.84) 2.76 (±0.88) 99.50 (±17.34) 1.99 (±0.69)

Nod 42.31 (±15.04) 1.11 (±0.44) 63.14 (±23.42) 1,08 (±0.42)

Gaze_speaker 70.69 (±16.80) 4.65 (±1.59) 65.57 (±15.27) 5.7 (±1.44)

Gaze_elsewhere 70.13 (±17.01) 4.65 (±1.59) 65.57 (±15.27) 5,25 (±1.84)

TABLE 4 Descriptive statistics on the behavior of the actors depending on the attitudes.

Agressive Conciliatory Denial

Quantity Duration (in s) Quantity Duration (in s) Quantity Duration (in s)

IPU 91.08 (±20.48) 2.83 (±0.90) 100.25 (±21.22) 2.12 (±0.55) 90.33 (±18.13) 2.25 (±0.40)

Token 1068.33 (±161.34) 0.22 (±0.02) 907.83 (±270.286) 0,23(±0.03) 891.17 (±77.90) 0.22 (±0.02)

Pause 83.92 (±22.09) 1.86 (±0.52) 96.67 (±19.86) 2,75(±0,89) 88.17 (±17.89) 2.76 (±0.95)

Nod 56.58 (±21.83) 1.06 (±0.25) 49.5 (±21.53) 1.26 (±0.59) 48 (±24.51) 0.86 (±0.08)

Gaze_speaker 70.83 (±18.45) 5.06 (±1.88) 65 (±14.46) 5.44 (±1.51) 69.43 (±15.48) 4.73 (±1.22)

Gaze_elsewhere 70.50 (±18.67) 5.05 (±1.87) 64.42 (±14.53) 4.91 (±1.86) 69.67 (±15.0,9) 4.73 (±1.22)

FIGURE 9

Screenshot of a discrimination scene replayed by virtual actors.

interpreted by a slower speech rate, which is coherent with a more

calm conversation.

The quantity of nods, more important in the aggressive

situation than in the conciliatory or the denial situation, may

be explained by the high level of arousal in the aggressive

situation leading to a higher activity in terms of head movements.

In the same way, we can observe more frequent changes in

gaze direction (higher quantity of gazes toward the speaker

and elsewhere) in the aggressive situation compared to the

other situations.
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Further analyses should be performed to explore the actors’

behaviors. In particular, we plan to explore the impact of the attitudes

and roles on gestures, prosody, alignment of the signals between the

two actors, overlaps, and feedback.

5. Toward a virtual reality forum theater

In the virtual reality forum theater for discrimination awareness,

we aim at developing, in a first step, the user sees a discrimination

scene simulated by two virtual actors through a VR headset. For

this purpose, we use the collected discrimination scenes played by

the real actors (Section 2.1). The scenes of discrimination have been

used to simulate the exact same scenes but played by virtual actors

(Figure 9).

From the raw animations, corrections are made via Qualisys’

QTM software to interpolate missing marker positions or to remove

ghost markers. The animations are exported in FBX format to

the Maya software (Autodesk) in order to make their positions

and orientations identical. The animations are then exported to

Reallusion’s suite of 3DXChange, Character Creator, and Iclone

software. 3DXChange allows the import of models and animations

in FBX format into its proprietary formats. Character Creator creates

avatars from libraries of humans, clothes, and accessories. Iclone

allows editing the created avatars and animations. Iclone plugins

allow interfacing with facial capture software such as Faceware.

The latter relies on the video stream of a simple webcam to

animate a facial model of an avatar. Finally, the animated avatars

are exported in FBX format to graphics engines such as Unity3D

or Unreal.

Through this procedure, we are creating the simulation of

discrimination scenes with virtual actors similar to the discrimination

scenes collected with the real actors. The motion capture system, as

well as the recording of the actors’ faces, has enabled us to simulate

exactly the same non-verbal behaviors of the real actors on the

virtual ones.

In the second step, the user is instructed to converse with

the virtual actor displaying discriminating behavior to make the

virtual actor aware of its behavior. Different interactive situations

are simulated, involving different types of social discrimination

(ordinary sexism and ordinary racism) in different social contexts

(e.g., hierarchical relations and opposite genders) and through

various socio-emotional behaviors of the virtual actors (conciliatory,

aggressive, or denial attitude). For this second step, we use the

collected confrontation scenes played by real actors.

Creating a virtual agent that can interact in natural language with

a user and simulate different social attitudes is a complex task. The

complexity of the task is reduced by the specific use case and the

limited three social attitudes considered. The autonomous virtual

agent will play the role of the author of the discriminatory behavior,

and the user will have the task of making the virtual actor aware

of their behavior. The behavioral model of the virtual actor with

different social attitudes will be based on the collected corpus of

confrontation scenes. An in-depth study of the corpus combining

conversational analysis and data mining methods will be performed

to construct the computational behavioral model. In particular, we

aim to explore methods for the automatic generation of behavior

from corpus as proposed in Cherni et al. (2022) and Delbosc et al.

(2022).

6. Conclusion

In this article, we have presented a collected annotated corpus

of data containing scenes of social discrimination performed by

professional actors specialized in training through simulation and

with strong experience in the field of preventing discrimination.

Different situations of ordinary racism and sexism have been

simulated with different social attitudes within an interactional

context. A specific experimental design with motion capture systems

and audio–video recording has been set up to allow a semi-automatic

annotation and a fine-grained analysis of the multimodal socio-

emotional cues related to this type of social interactions. The corpus

TRUENESS is disseminated through the Ortolang platform.4

Specifically designed for the development of a virtual reality

forum theater, our next step aims at analyzing the verbal and

non-verbal behaviors of actors in confrontations scenes to

create a multimodal computational model of social attitudes

using an approach combining data-mining techniques and

conversational analysis.
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