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Context: Higher education is changing at an accelerating pace due to the

widespread use of digital teaching and emerging technologies. In particular, AI

assistants such as ChatGPT pose significant challenges for higher education

institutions because they bring change to several areas, such as learning

assessments or learning experiences.

Objective: Our objective is to discuss the impact of AI assistants in the context

of higher education, outline possible changes to the context, and present

recommendations for adapting to change.

Method: We review related work and develop a conceptual structure that

visualizes the role of AI assistants in higher education.

Results: The conceptual structure distinguishes between humans, learning,

organization, and disruptor, which guides our discussion regarding the

implications of AI assistant usage in higher education. The discussion is based on

evidence from related literature.

Conclusion: AI assistants will change the context of higher education in a

disruptive manner, and the tipping point for this transformation has already been

reached. It is in our hands to shape this transformation.
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1. Introduction

The context of higher education is changing at an accelerating pace. During the

COVID-19 pandemic, digital teaching became the new method of teaching. In addition,

new learning concepts have evolved, and collaborative technologies have spread. Innovative

teaching concepts have been explored, such as gamification frameworks in learning

environments (Rauschenberger et al., 2019), agile approaches (Neumann and Baumann,

2021; Schön et al., 2022), or the use of emerging technologies (e.g., a robot that serves as

a teaching assistant and scrum master; Buchem and Baecker, 2022). Nowadays, emerging

technologies, which include AI tools such as ChatGPT, are changing the context of higher

education in a disruptive manner (Haque et al., 2022). ChatGPT is a large language model

based on GPT-3 and was released by the company OpenAI in November 2022 (OpenAI,

2022). The AI chatbot provides real-time communication for users prompting their requests.

The quality of ChatGPT’s natural speaking answers marks a major change in how we will

use AI-generated information in our day-to-day lives and has the potential to completely

alter our interaction with technology (Aljanabi et al., 2023). More recently, Google launched

Bard (which is currently only available for a small group of external testers), an AI chatbot
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competitor to ChatGPT that is tailored to search tasks and

can even use current information on the web to answer

questions (The decoder, 2021).

There have been many discussions regarding the potential

impact of ChatGPT, with some viewing it as a disruptive

technology (Haque et al., 2022; Rudolph et al., 2023). Some

even believe it should be prohibited due to the change it may

bring. However, ChatGPT is still in its infancy and makes

mistakes (Gao et al., 2022). But, at the same time, it has great

potential for the future. For instance, it could be used for voice user

interfaces to overcome issues with response behavior or response

quality (Klein et al., 2021). AI assistants can support the creation of

new ideas or help in terms of automating tasks. Hence, AI assistants

will change the way people work.

This development also has implications for the context

of higher education. On the one hand, it poses challenges

such as unknown handling by students, more time-consuming

assessments, and unknown potential. On the other hand, it offers

opportunities such as increased individual intelligent tutoring

systems (ITS) and creativity engagement (Neumann et al., 2023).

One of the challenges with the output of ChatGPT in the context

of higher education is that established control structures (such as

plagiarism checkers or AI detection tools) are not able to detect

whether the text is generated by an AI or a human (Gao et al.,

2022). As a result, we will have a change in the way we conduct

and evaluate exams. In addition, we must consider creating good

practices for using ChatGPT in a responsible and ethical manner,

e.g., Atlas (2023). These examples will not be the only changes.

Equally important is a change at the cultural level toward a student-

centered approach and value-based learning (Schön et al., 2022).

However, it is obvious that the context of higher education is

changing. Thus, we need discussion and guidance on how to deal

with such emerging technologies in order to actively shape this

transformation.

This paper examines the following research questions (RQ):

RQ1: What is the impact of AI assistants in the context of

higher education?

RQ2: How can higher education institutions adapt to the

changes brought by AI assistants?

To answer RQ1, we developed a conceptual structure that

highlights how AI assistants will change the context of higher

education. The aim of our conceptual structure is to formalize

ongoing activities in terms of the changes brought by generative AI

assistants such as ChatGPT. The conceptual structure distinguishes

between humans, learning, organization, and disruptor. It allows

us to have a guided discussion regarding the implications of AI

assistant usage in higher education. We enriched the discussion

with evidence from related literature and our own experience with

different use cases using the chatbot ChatGPT (Schön et al., 2023).

To answer RQ2, we present lessons learned from the agile

community that allow us to outline good practices for adapting to

change.

This paper is structured as follows: Section 2 briefly summarizes

the related work. Section 3 presents our conceptual structure for the

usage of AI assistants in the context of higher education. Section 4

outlines the implications of AI assistant usage in higher education

and discusses the changes in terms of humans, learning, and

organizational aspects. Section 5 explores ethical issues regarding

the use of AI assistants in the context of higher education and

presents lessons learned from the agile community concerning

transformation toward value-based working. This paper closes with

a conclusion and future work in Section 6.

2. Related work

AI assistants have become more relevant in recent years and

have reached the context of higher education, which is shown

by the increasing number of publications and literature reviews

conducted on this topic (Ouyang et al., 2022). Thus, we looked for

secondary studies related to AI in higher education using Google

Scholar. Secondary studies examine all primary studies related to a

particular research question or topic, with the goal of synthesizing

the evidence related to that question. The latest reviews concerning

AI in higher education are briefly summarized below.

Alam and Mohanty (2022) surveyed existing literature in

a systematic manner with the objective of identifying and

examining the ethical considerations, challenges, and potential

threats associated with using AI in higher education as well as

exploring the potential uses of AI. They grouped their results into

four categories: intelligent tutoring systems, personalization and

adaptive systems, evaluation and assessment, and prediction and

profiling. The authors state that their research reveals a lack of

critical thinking regarding the challenges and potential threats of

using AI in higher education.

Another systematic review by Ouyang et al. (2022) focuses on

AI in online higher education. Their research aims to examine

the various purposes for which AI is applied, the AI algorithms

utilized, and the outcomes produced by AI techniques in online

higher education. In terms of teaching, the authors found that AI

applications are used to predict learning status, performance or

satisfaction, resource recommendation, automatic assessment, and

improvement of the learning experience. The authors claim that

AI has been a crucial aspect of education from the perspectives of

instructors, learners, and administrators, with the ability to create

both opportunities and challenges in the transformation of higher

education.

Since the release of ChatGPT in November 2022, there have

already been several publications on the AI assistant. Rudolph

et al. (2023) surveyed the existing literature regarding ChatGPT

and higher education and found some peer-reviewed articles

and preprints, which they included in their review. The authors

also performed queries with ChatGPT. Their article presents

the strengths and limitations of ChatGPT and discusses the

implications of ChatGPT for higher education concerning student-

facing AI applications, teacher-facing AI applications, and system-

facing AI applications. Moreover, they offer recommendations for

handling ChatGPT in higher education. The authors categorize

ChatGPT as an AI-powered writing assistant. They conclude that

ChatGPT can be beneficial for providing conceptual explanations

and applications but cannot create content that requires higher-

order thinking (such as critical or analytical thinking).
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The related work provides evidence that allows us to create

our conceptual structure and discuss the impact of AI assistants

in higher education. Compared to our research, the paper of

Rudolph et al. (2023) presents a good overview of current

developments regarding ChatGPT. However, our conceptual

structure goes one step beyond and allows us to structure the

knowledge and discussion on a meta-level. Summarizing our

findings, we can say that the quality of AI tools is rapidly

improving. As outlined in the introduction, the quality of the

text generated by ChatGPT is impressive and will change the

context of higher education in a disruptive manner. Thus, we

have reached a tipping point at which change has been initiated

on several levels, marking a major transformation. The question

now is about how we want to deal with this transformation.

Hence, the following section presents a conceptual structure

that outlines the changes that AI assistants will bring to the

context of higher education, followed by a discussion of the

implications.

3. Developing a conceptual structure
for AI assistants in higher education

A conceptual structure is a way to describe the organization

and connections between various components of a specific system,

similar to a meta-model, which goes beyond and creates the

basis for a language used for creating models (Escalona and

Koch, 2007; Schön et al., 2019). Moreover, a conceptual structure

provides a type of classification and allows us to make inferences

and predictions based on selected information (Medin, 1989). It

facilitates a shared understanding of a particular problem area

and provides an abstract perspective on the problem. We want

to answer our RQ1: What is the impact of AI assistants in the

context of higher education? with this conceptual structure (see

Figure 1) and the following discussion of implications in the

Section 4.

3.1. Developing the conceptual structure

We used a formalized approach to develop our conceptual

structure. In the beginning, we started with a review of gray

literature related to ChatGPT (Neumann et al., 2023). Moreover,

we tested different use cases using the chatbot ChatGPT (Schön

et al., 2023). Next, we had several discussions with lecturers

and researchers to better understand how AI assistants will

change higher education. We used a Miro board to visualize

and capture our discussions and thoughts. We then started

to create the first version of our conceptual structure based

on our preliminary work and related literature. We used a

UML (Object Management Group, 2017) notation since it

provides a formal representation method that is commonly

used. The conceptual structure was refined over eight iterations

through discussions among the authors. It is presented in

Figure 1.

3.2. Conceptual structure for AI assistants
in higher education

This section presents our conceptual structure for AI assistants

in higher education and discusses the concepts and relations

between the classes. We present in our conceptual structure (see

Figure 1) four different areas (see the color encoding) related to the

change in higher education due to AI assistants:

Humans (yellow): classes Lecturer, Student

Learning (green): classes Learning Experience, Learning

Assessment, Module

Organization (blue): classes University, Regulation

Disruptor (red): class AI Assistant

The conceptual structure contains the class Lecturer with

the following attributes: topic, skill, competency, mindset, and

way of working. Lecturers interact with Students who are

described by a degree program, skills, competency, mindset,

and learning style. Both classes are related to the concept of

Humans. Moreover, the concept of Learning comprises the

classes Learning Experience, Learning Assessment, and Module.

Students have Learning Experience which differs in terms of prior

knowledge, mindset/values, condition, skills, and tools. Lecturers

are responsible for Learning Assessments that vary in terms

of type, evaluation, and grading. Learning Assessments are part

of Modules covering didactic goals, teaching concepts, didactic

methods, learning assessments, and course material. Modules are

taught by Lectures and influenced byRegulations.Regulations are

determined by examination regulations, degree program regulations,

or unwritten rules. Together with the class University, they

represent the concept of Organization. University has faculty,

department, institution, degree program, and university committee.

In the middle of Figure 1, the concept of Disruptor is placed as

the class AI Assistant. This one is highlighted in red because it

changes the whole context of higher education. As outlined above,

when Lecturers and Students use Assistants, this will change

the Learning Experience, Learning Assessment, Module, and

Regulation. We will discuss these changes in the next section and

outline the impact of using AI Assistants in higher education.

In the following, we present an example of how our conceptual

structure can lead a discussion regarding the implications of AI

assistant usage in higher education in reality:

Human: The lecturer in this example is mainly responsible for

the topic of artificial intelligence. Her skill is programming and

her competencies are focused on research in machine learning. Her

mindset is innovative and adaptable to new circumstances and she

engages in collaborative teaching methods. Usually, the lecturer

interacts with students in computer science, who have special skills

in problem-solving and coding. The students’ competencies are in

understanding algorithms. Their mindset is curious and they are

eager to learn. Most of them are visual learners.

Learning: The student’s learning experience differs in terms

of their knowledge with the understanding of basic programming

concepts. They learn in a mix of classroom-based or online

learning conditions. In doing so, they use programming software
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FIGURE 1

Conceptual structure for AI assistants in higher education.

and online resources to train their logic and critical thinking.

The lecturer needs to adapt her learning assessments to the new

opportunities that AI assistants allow in terms of efficiency. For

instance, traditional coding projects need to be adapted to the

new possibilities in terms of evaluation and grading. In addition,

a module in mastering programming concepts could be elaborated

so that AI assistants are explicitly used for hands-on coding tasks.

Students can use AI assistants as tutoring systems that support

them in analyzing bugs and understanding error messages.

Organization: Where the use of AI assistants is explicitly

allowed, examination guidelines and grading criteria will need to

be further developed to take account of the extent to which AI

assistants have been used and the student’s own contributions. In

addition, unwritten rules like informal expectations and norms

within the university should be clarified among stakeholders

such as the computer science faculty, and the Department of

artificial intelligence with regard to the degree program bachelor

in computer science.

This example shows that by applying our conceptual structure,

a structured representation of the changes to be considered those

trigger AI assistants is possible. Finally, it can also be applied to

other domains and study programs.

4. Implications of AI assistants in
higher education

This section will discuss the impact of AI assistants according

to the four previously-defined concepts (see Section 3): Humans,

Learning, Organization, and Disruptor. The conceptual structure

(see Figure 1) uses the relationships highlighted in red to show

the extent to which AI assistants may change the context of
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higher education. We focus on how areas of higher education are

being transformed by AI assistants using the example of ChatGPT.

Therefore, we use related work to enrich the following discussion

of implications and execute tests with ChatGPT.1

4.1. Humans

Students can use AI assistants to identify strengths or gaps

in their knowledge and to receive personalized feedback on their

learning progress, or work results (Zawacki-Richter et al., 2019).

Thus, they are individually supported in the development of their

competencies. ChatGPT may help one to improve their academic

research and writing skills. It can summarize papers, extract key

facts, and even provide citations and references. The tool can

also assist (not replace) academic writing skills by generating

essays or parts of essays for papers, dissertations, or similar work.

Furthermore, ChatGPT can give feedback and correct text passages

(Aljanabi et al., 2023). There are various research papers in which

ChatGPT is used to write literature review articles with promising

results (e.g., Aydin, 2022). This implies that AI assistants will play

an essential role in the field of research and writing to support

academics.

Lecturers may use AI assistants to reduce their workload by

automating assessment, administration, and feedback mechanisms

(Rudolph et al., 2023). In particular, the time saved by automating

assessment allows Lecturers to focus on empathetic human

teaching (Zawacki-Richter et al., 2019). In addition, lecturers can

use AI assistants for lesson planning by having them create a course

syllabus with short descriptions of the topics (Kasneci et al., 2023).

Moreover, AI assistants can help lecturers to create materials for

different learning levels. They may also transfer solution examples

(e.g., from one programming language to another) to save time.

Test queries show that different examples can be generated and

easily transformed by ChatGPT to suit all levels, from beginners

to experts (Schön et al., 2023).

Both students and lecturers need to develop competencies

so that they can use AI assistants effectively. At the same

time, it is important to establish a proper mindset and raise

awareness about the ethical aspects of AI assistant usage. Because

ChatGPT generates near-perfect natural speech answers, a human

may think “That must be correct.” ChatGPT also has other

limitations: generated answers can be too short, misinterpreted,

not understandable for students, or wrong (Gao et al., 2022;

Qadir, 2022; Rudolph et al., 2023; Schön et al., 2023). Thus,

humans must always evaluate the quality of ChatGPT’s answers.

Misinterpretation of queries can lead the AI assistant to learn the

individual wording of students and lectures (like predictive text on

a smartphone) to avoid misinterpretation in the future. A solution

could be for lecturers to provide videos or audio recordings of

their own lectures and then query exam questions from the AI

assistants. We should keep in mind that AI assistants should be

controlled by humans and that even the best AI can make mistakes

(Zawacki-Richter et al., 2019; Perry et al., 2023).

1 Examples of our test prompts can be found in Schön et al. (2023).

4.2. Learning

AI assistants are revolutionizing higher education, creating

both opportunities and challenges for enhancing the quality of

higher education and improving the learning experience (Ouyang

et al., 2022).

In particular, since AI assistants can serve as intelligent tutoring

systems (ITS), they are changing how students learn (Zawacki-

Richter et al., 2019; Fauzi et al., 2023; Rudolph et al., 2023).

For instance, ChatGPT can serve as an AI-powered writing

assistant and will therefore bring innovation to certain types

of tasks. Lecturers can provide students with learning material

that the students can then work through at their own pace

since AI assistants can give them feedback. This would change

the learning experience. Students can also use AI assistants to

create individualized learning paths and personalized learning

instructions according to their prior knowledge, conditions, and

pace. Hence, students can interact with AI assistants such as

ChatGPT and engage with content that is new to them and fits their

needs. Especially with regard to large-scale lectures and massive

open online courses, AI assistants have the potential to create

individual learning experiences (Winkler and Soellner, 2018).

For exam preparation, AI assistants can also be used as

intelligent tutoring systems (ITS). For example, questions about

texts and other learning materials can be generated as amock exam.

ChatGPT is able to generate multiple-choice questions, quizzes,

open questions, and much more. It is also conceivable that the AI

assistant can not only provide the solution to a complex problem

(e.g., a math problem) but also an individualized explanation of the

solution process.

When implementing software code, computer science students

can use AI-generated tests (e.g., unit tests) to test their own

program codes. However, there are some limitations since AI-

generated code is significantly less secure (Perry et al., 2023). Still,

when asked for code, ChatGPT does sometimes unintentionally

suggest secure improvements (Schön et al., 2023). In addition,

ChatGPT could potentially supplement or replace Google search

or communities such as Stackoverflow.2 This is because ChatGPT

responds in a matter of seconds, whereas communities with actual

humans need hours, days, or even weeks to answer.

AI assistants are already changing learning assessments.

Assessment types that are generic and could be created by a human

or an AI assistant should be avoided. Instead, assessments should

be designed to develop students’ creative and critical thinking skills

(Rudolph et al., 2023).

These assessment types could cover presentations as well as

multimedia content (such as videos, websites, or animations).

Another type could be a stealth assessment: a continuous,

integrated, and inconspicuous method of evaluation that takes

place in various forms (such as serious games, simulations, virtual

labs, or forums). It involves collecting data on student performance

while they engage in tasks (Caspari-Sadeghi, 2023).

When a large number of students need to be assessed,

automated assessment plays an important role. Automating

2 Available online at: https://stackoverflow.com/ (accessed February 10,

2023).
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assessment also allows the students to conduct the assessment

whenever they are ready to do so. Studentsmay benefit from flexible

timed exams in a variety of subjects such as math, as it allows them

to take the exam when they feel ready.

Tasks that are comparable and coordinated according to

content, difficulty, and level of competence can be generated

automatically. Lecturers can also use AI assistants to grade

exams, including giving individual feedback regarding strengths

and weaknesses for various types of assessments (such as essays,

research papers, and written exams, Kasneci et al., 2023).

The use of AI assistants affects instructional design and

implementation through various educational perspectives, thus

having a significant impact (Ouyang et al., 2022). The increasing

digitalization requires skills such as working in an interdisciplinary

team and self-organization. Modules should cover those aspects in

terms of didactic goals and didactic methods. An example of how

those competencies could be achieved is the experience of working

in an agile team. Therefore, no-code platforms in combination

with agile methods and agile practices are used (Lebens and

Finnegan, 2021). AI assistants can support students who are not

primarily studying computer science to gain this experience. With

the increasing number of low-code platforms (e.g., Salesforce3) and

ChatGPT, more and more people are able to create source code.

This will bring more change to all degree programs since other

competencies will be in demand. For example, business students

may soon automate their work themselves instead of having a

programmer for each task. This is a controversial societal issue that

needs to be addressed.

Using an AI assistant requires certain competencies, just as

using the web requires media competencies. Therefore, students

need to learn how to use AI assistants and develop competence for

different tasks according to their study program (e.g., informatics

vs. business vs. social pedagogy). The current question is how and

what we want to teach students, as we do not yet have much

experience with AI assistants in daily use. Thus, research needs to

be done. In addition, students are going into industries; therefore,

we need to determine what companies need from their future

employees regarding AI assistant usage competencies.

As for the concept of humans, the same is valid for concept

learning: we need to be aware of the kinds of mistakes ChatGPT

or any other AI assistant makes. The competence for ethical use

needs to be conveyed. In addition, students must develop a mindset

of wanting to learn due to intrinsic motivation of mastery and

purpose.

4.3. Organization

As outlined above, AI assistants will have an impact

on regulations. For instance, they will change the learning

assessments in terms of types and evaluations, thus impacting

examination regulations and degree program regulations. For

instance, automatic assessment is one of the ways AI is already

being used in higher education (Zawacki-Richter et al., 2019;

Ouyang et al., 2022). Lecturers are concerned that ChatGPT will

3 Available online at: https://www.salesforce.com/eu/ (accessed February

10, 2023).

change the process of writing as we know it and that traditional

assessment types (such as essays and take-home exams) must be

reformed (Rudolph et al., 2023). ChatGPT is capable of creating

essays in just a few seconds. Established control mechanisms, such

as plagiarism checkers or AI output detectors, cannot reliably and

consistently identify generated texts (Gao et al., 2022).

If lecturers use AI assistants to generate exams and students

use AI assistants to answer exam questions, then AI assistant usage

will have reached a point of absurdity. Since this would mean

the AI generates and completes the exams, it would no longer

represent the learning level of students. Hence, we need to discuss

limits regarding AI assistant usage or other approaches to assess

the learning levels of students. Given the possibilities, one must

consider whether certain forms of learning assessments, such as

term papers and online exams, still make sense in the modern day

(Susnjak, 2022). Additionally, new forms of learning assessments in

which ChatGPT is explicitly used or does not provide any added

value should be developed. For example, examinations could be

designed to assess higher levels of competence, such as critical

thinking or problem-solving skills (Cotton et al., 2023).

Despite the implications of AI assistants for regulations, these

tools can deliver value-added services to other areas of universities.

AI assistants can be used for profiling and prediction. Such AI

assistants rely on learner profiles or models to make predictions,

such as the risk of a student dropping out of a course or the

likelihood of their admission to a program. This information can

then be used to provide timely support, feedback, and guidance

in content-related matters during the learning process (Zawacki-

Richter et al., 2019). Another example of value-added services

is that AI assistants can support course guidance services, such

as answering questions about specific courses at a university.

However, it can also provide individual advice for courses of study

based on individual skills and prior experiences. AI assistants can

also support the office of student affairs or other offices concerned

with study organization, matriculation, certificates, and FAQs,

although many legal and ethical questions remain.

When proven control mechanisms no longer work, and types of

learning assessments change, new ways of dealing with deception

and evaluation must be found. In this context, it is important

to develop rules for dealing with AI assistants that all parties

involved can understand and follow. There are still many open

questions, such as Is it plagiarism if AI writes an essay? or Who

is the author of AI-generated texts? Because of this, a university

should coordinate legal opinions and provide clear information

to students and staff (Ruhr University Bochum, 2023). The legal

opinion is intended to provide guidance to universities in North

Rhine-Westphalia (Germany) on how issues related to ChatGPT

and similar programs should be handled regarding copyright and

examination laws. However, some copyright issues can only be

resolved with the providers of the AI assistants since they train

the models with data, and it is not always transparent whether all

training data was used legally (Kasneci et al., 2023).

5. Discussion

So far, we have outlined the impact of AI assistants in the

context of higher education. However, there is another important

topic that needs to be addressed regarding the use of AI assistants.
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As with other emerging technologies, we need to be aware of ethical

issues especially when technology is used to support decision-

making. Therefore, we present our concerns below. In addition, this

section presents lessons learned from the agile community that are

relevant to transformation in the context of higher education and

can support leaders.

5.1. Ethical issues

There are several ethical issues related to ChatGPT, which is

based on large language models (LLMs). The main ones, in order

of importance, are:

- Discrimination: LLMs learn the human biases that appear

in the training texts, so they can sometimes generate biased,

unfair, or discriminatory answers that may psychologically

harm some readers. In addition, since answers depend on the

prompt language, there is also a quality bias according to the

language used (that is, for the same prompt, the answer may

be different for different languages).

- No attribution: Current LLMs cannot give attribution to the

texts that are used to generate an answer. Hence, ownership,

copyrights, and other intellectual rights are not protected.

- Weak and arrogant character: ChatGPT trusts humans, and,

in that sense, it is very naive and can be easily manipulated

(e.g., tell me why drinking chlorine is good). On the other

hand, it always answers with confidence, even when it is

wrong. So, people may believe it unless they can easily check

the facts.

- Consent and privacy: LLMs are mainly trained using web

documents that may have usage restrictions that were not

respected. Even if there are no restrictions, there is never

explicit consent to allow these documents to be used as

training data. As a result, the generated answers may

reveal private information, violating personal or institutional

privacy.

The ownership and copyright of generated text of ChatGPT

are unclear, and one could believe a text belongs to the person

who prompted it. Otherwise, one could argue that the AI-generated

output belongs to the AI and needs to be cited. Either way, we as a

society or institutions need to decide how to handle AI-generated

output.

5.2. Lessons learned from the agile
community

As described above, several AI assistants exist and are currently

used by students and lecturers for various use cases. However, with

the release of ChatGPT and the immense interest in that topic, a

disruptive change has already begun. Thus, one may predict that

tools such as ChatGPT will not disappear. Furthermore, we expect

the release of further AI tools [for a list of AI-based tool examples,

see (Schön et al., 2023)] and their integration into the existing

tool landscape (e.g., the Microsoft Office Suite). This situation

may be described as a tipping point from a change management

perspective, as disruptive change has already begun.

Disruptive changes are not a new phenomenon that only occurs

due to the release of AI tools. Moreover, we know such situations

from various examples: the rising dynamic of the markets,

including the challenges to meet customer needs at an accelerating

pace, navigating in uncertain and fast-paced environments, or the

fundamental changes in work organization due to the COVID-

19 pandemic, just to name a few. The agile community is used

to disruptive changes, and we know from several aspects (e.g.,

agile transformation) that such rapid transitions come with various

challenges (e.g., Dikert et al., 2016; Schön et al., 2017; Karvonen

et al., 2018; Strode et al., 2022). So, what can we learn from the agile

community to support this transformation in the context of higher

education? The objective of the following discussion is to answer

our RQ2: How can higher education institutions adapt to the changes

brought by AI assistants?

First, we want to point to one major challenge, which is well-

known in the area of agile transformation and has gained more and

more research interest in recent years: the need for a cultural change

(Sidky et al., 2007; Kuchel et al., 2023). We know that the interplay

between technical and cultural agility (also known as being vs.

doing agile) is of high importance when using or introducing

agile methods and practices (Diebold et al., 2015; Küpper et al.,

2017). Hence, the fit of cultural values in an organization and the

underlying values and principles of agile (Schwaber and Sutherland,

2020; Beck et al., 2021) requires a cultural change.

In-depth knowledge from the area of agile transformation,

particularly regarding cultural aspects, may support us in tackling

the upcoming challenges and promoting the potential of AI tools

for higher education. From our point of view, it is important

to establish a culture of trust, especially between lecturers and

students. Established control mechanisms such as plagiarism

scanners are now useless. Currently, there are no reliable technical

methods for determining whether a text or other content was

generated by an AI assistant such as ChatGPT or by a human

being. Thus, we argue that there is a need for a cultural shift

toward a value-based learning approach that focuses on a trustful

learning environment. This requires new competencies of students

and lecturers (e.g., self-organization or adaption of the learning

process according to continuous feedback, Schön et al., 2022) as

well as new learning assessments. We also see the need for a defined

set of values and principles surrounding this topic. This set would

provide a foundation for a value-based learning approach regarding

the upcoming aspects of AI assistant usage.

Summarizing this discussion, we point to the aspect of

being vs. doing agile WRT with regard to the integration

of AI assistants into the higher education context. As AI

assistants are available and already used by both students and

lecturers, the technical facet (doing) is covered. However, as

described above, the facet of values and principles (being)

needs our focus, e.g., through discussion of how we can

enable a new mindset in the higher education context. By

finding comprehensive solutions that address both facets, we can

create a future-oriented, sustainable, and resilient educational

environment, which may be described as an agile higher

educational context.
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5.3. Limitations

Although our study was designed and conducted according

to established guidelines, it is important to consider certain

limitations.

5.3.1. Construct validity
We developed our conceptual structure for AI in higher

education inductively in several iterations based on existing

literature and discussions among researchers. Since this research is

about an emergent technology, it cannot cover deeply unresolved

issues such as the ethical implications of the use of AI assistants

in the context of higher education. However, with our conceptual

structure, we want to outline the open issues, that need to be

addressed in future research.

5.3.2. Internal validity
We outlined the connection between the concepts and

relationships of our conceptual structure and the existing literature

in Section 4. One potential concern is the possibility of confounding

variables, which could have influenced the observed relationships

between the concepts. We tried to avoid this through intensive,

structured discussions among the group of authors.

5.3.3. External validity
The aim of our conceptual structure is to formalize ongoing

activities in terms of the changes brought about by generative AI

assistants such as ChatGPT. As an emerging technology, we cannot

be sure that we have considered all aspects. Therefore, we need to

conduct case studies in the future to observe and better understand

the changes. Our findings are currently applicable to similar AI

assistants such as chatbots from other providers, and also to other

areas such as image generation or speech generation (see Figure 1,

type of AI Assistant).

6. Conclusion and future work

This paper presents a conceptual structure that highlights

the changes that AI assistants bring to the context of higher

education. Our conceptual structure was developed by means of a

literature review and extensive discussion among researchers and

lecturers. The conceptual structure covers the following concepts:

Humans, Learning, and Organization. Furthermore, we discuss

the implications that AI assistants have for the context of higher

education. The implications comprise changes addressing: (1) how

lecturers and students teach and learn, (2) the competencies that

both need for the ethical and technical usage of AI assistants, (3)

the learning experience, (4) the evolution of learning assessments

and grading, (5) changes to regulations, and (6) topics that must

be addressed by the organization. Moreover, we presented critical

aspects such as ethical issues as well as changes to the value system

and mindset that must be guided by the people who are involved in

the transformation process (e.g., students, lecturers). Therefore, we

presented lessons learned from the agile community.

Technological innovations, such as the digital calculator or

search engines, have challenged common practices in research and

teaching, as AI assistants are doing today. However, the urgency

with which we must act is greater for AI assistants, as the tool

has already been used by many people in a short amount of

time. We need to examine our processes and adapt them to new

circumstances, addressing the concepts Humans, Learning, and

Organization. At the same time, we need to consider a shift in value

systems toward a value-based learning approach that requires new

competencies of lecturers and students. Only then can we definitely

take advantage of AI assistants in higher education.

In future work, we want to investigate the impact of AI

assistants in higher education through empirical study. For

instance, we started case studies that investigate the changes that

are brought by AI assistants to higher education. Since this research

is about an emergent technology, we have to observe and analyze

this phenomenon in the long term to cover deeply unresolved

issues such as the ethical implications of the use of AI assistants in

higher education. In addition, we want to shape the transformation

process and clarify what should be discussed regarding the ethical

use of AI assistants and the change toward a value-based learning

approach.
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