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A smart personal space is a context-aware system that recognizes situations using 
contextual data. A user interacts within the personal space using smart devices 
that are mobile, and run-on batteries that have limited power. This paper proposes 
a Power-Constrained Context-Aware System (PCCA) that uses Markov Chain-
based pre-classification to predict context change and defer context processing 
to conserve energy in an intelligent way. A new Markov Chain Module is added 
that creates a Markov Chain using history information. This enables PCCA to 
predict context change for the next observation. The results show that PCCA 
consumes 37% less power than a context-aware system.
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1 Introduction

Smart environments facilitate the Internet of Everything (IoE) by offering users smarter 
services and seamless adaption while communicating using wireless links (Alaa et al., 2017; 
Mahmud et al., 2020; Kirsch-Pinheiro, 2023). A smart environment is made up of a user’s 
wearable and handheld devices, and several smart personal spaces (Mahmud et al., 2022a). 
Figure 1 shows the concept of a Smart Environment composed of several Smart Personal 
Spaces and interacting with applications and services remotely.

Among the challenges of Smart Environments are heterogeneity, scalability, seamless 
integration, privacy, trust, context awareness, and power awareness (Malik et  al., 2007; 
Mahmud and Malik, 2014). Context awareness allows a smart personal space to gather data 
from sensors present on the devices, space, and environment, and deduce situations so that 
appliances and services can be invoked (Mahmud and Javed, 2012). While the appliances are 
based on the main power supply, the smart mobile devices and gadgets are battery-operated, 
thus making power a constraint (Daponte et al., 2013). Power awareness conserves energy by 
reducing activity or shutting down applications in the event of low power (Cioara et al., 2011). 
There is a need to monitor the power consumption characteristics of a software module so that 
conservation mechanisms can be devised (Mahmud et al., 2018; Schaarschmidt et al., 2022).

At the heart of smart personal space is a smart mechanism that gathers data from sensors 
present in the environment, classifies it based on history, and discovers as well as adapts the 
services present in the environment (Heyn et al., 2022; Mahmud et al., 2007b). This mechanism 
is essentially a classification-based algorithm termed context awareness (Kiani et al., 2013; 
Knappmeyer et al., 2013).

The information captured in a smart environment is leveraged to expedite the discovery, 
provision, and adaptation of smart services. (Schilit et al., 1994; Mahmud et al., 2020). This 
information is extensive and can be used to distinguish an activity which is termed context 
awareness (Abowd et al., 1999; Mahmud and Javed, 2012). The context is gathered, tweaked, 
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recorded, and then deduced. With the use of machine learning 
algorithms, the context is classified into activities (Mahmud et al., 
2007a; Mahmud and Javed, 2014; Mahmud, 2016). This is termed 
Context Processing (Mahmud et  al., 2022b). Context Processing 
entails appropriate activities to adapt the services (Augusto et  al., 
2022). For instance, a smartphone may adjust its orientation according 
to the user’s orientation or adjust the screen brightness based on the 
surrounding environment. An assortment of attribute-value pairs has 
been used to model the context. These are XML, RDF, and OWL, 
which are examples of open web standards.

The capacity of a computer system to provide the same service with 
a lower performance level while preserving power is known as power 
awareness (Mahmud and Hussain, 2024). Since power conservation is 
not considered in efficiency metrics, an efficient system may not 
be power-aware. In a smart environment, power awareness can also 
be seen as a cost-of-context (CoC) indicator (Jagarlamudi et al., 2021). 
Power is a cost attribute that can be used to negotiate Service Level 
Agreements (SLA) and should be included as a CoC (Mahmud and 
Hussain, 2024). Power Awareness has two distinct phases Power 
Profiling and Power Conservation. In Power Profiling, power 
consumption is monitored which can be used for Power Conservation. 
Power consumption is a leading issue in reducing the carbon footprints 
of cryptocurrencies (Kohli et al., 2023). A single sensor that consumes 
1 mW of energy can take up to 1,370 mW of energy once the data 

sensed by the sensor is processed (Yuryur, 2013). This highlights the 
power inefficiency of battery-operated devices. Each device has 
multiple embedded sensors that are energy-inefficient once the sensed 
data is processed. Furthermore, the interaction of these battery-
operated devices with each other as well as remote services within a 
smart environment consequently makes a completely smart 
environment as energy inefficient. In addition to energy inefficiency 
during the processing of sensor data, energy is also consumed during 
communication. Battery-operated smart devices communicate 
wirelessly and suffer from multiple retransmissions in inherently noisy 
wireless networks (Sangeetha et al., 2023; Goudarzi, 2022). This further 
highlights the need for energy conservation in smart environments that 
gather sensor data and process it. Specifically, in the healthcare sector 
where sensors as part of Internet-of-Medical-Things (IoMT) monitor 
patient health and process it to generate alerts and raise alarms. This 
need is also evident due to the deployment of IoT-based quarantined 
and remotely located patient monitoring systems (Loke et al., 2023).

While context-aware systems are deployed on battery-operated 
devices and utilize state-of-the-art machine learning algorithms to 
classify the context, it is still power inefficient. The sensor data and its 
subsequent processing make a context-aware system energy inefficient. 
A context-aware system does not consider power as a constraint. 
PCCA aims to enhance a context-aware system to enable energy 
conservation while enabling context awareness. For this purpose, it is 

FIGURE 1

A smart environment.
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necessary to identify the module that consumes more power in a 
standard context-aware system. Since energy consumption is a 
function of time, it follows that the module that processes data would 
have a higher energy consumption (Mahmud and Hussain, 2022a). 
Given that the processing duration is reduced, the energy consumption 
of the system can be reduced albeit reduced accuracy.

Since context processing involves running a classification 
algorithm and assigning a classification label to the current context, it 
is natural to consider if the classification outcome can be predicted, 
there would be no need to execute the classification processing phase 
of a context-aware system. PCCA aims to enhance a context-aware 
system to enable power conservation while enabling context awareness 
in smart environments by utilizing pre-classification using Markov 
Chains. The contributions of this work are listed below:

 • The authors present a Power-Constrained Context-Aware System 
(PCCA) that uses the Markov Chain to predict the activity label 
of the current context. The paper does not depend on the actual 
classification algorithm used by a context-aware system but 
focuses on how to classify the context while conserving power.

 • An algorithm to implement PCCA establishes pre-classification 
using Markov Chains. The evaluation is carried out using two 
datasets and shows promising results.

The rest of the paper is organized as follows. Section 2 presents the 
related work, Section 3 presents the model of a context-aware system, 
which is then improved as an energy-conserved context-aware system 
in Section 4. The results and discussion are presented in Section 5 and 
the paper concludes in Section 6.

2 Related works

The advent of Industry 4.0, LTE, 5G, and Web 3.0, and an exponential 
increase in the production and availability of smart devices have paved 
the way for smart environments. While the increase has enabled flexible 
functionality, it comes with a cost of power conservation and increased 
carbon emissions. In 2013, in the IT industry, approximately 3 billion 
personal devices consumed up to 1–1.5% of the total power, generated 
by the world (Stauffer, 2013). In 2020, the number of smartphones was 6 
billion, which is a fraction of the total number of devices in use (Li et al., 
2021). The consumption is forecasted to be  20% of the total power 
generation with 50 billion devices by 2030 (Enerdata, 2018; Cisco, 2016). 
Smart devices are primarily battery-operated and battery life is among 
the leading concerns of a potential buyer (Gupta, 2011). Souri et al. 
(2019) have compared different IoT-based communication mechanisms 
and identified that the power consumed by communication is up to 55% 
energy in smart environments.

At the core of a smart environment is a context-aware system, This 
system accesses sensors and services and gathers contextual 
information, processes it, and classifies its activity (Hashemi and 
Sadeghi-Niaraki, 2016; Alegre et al., 2016). A context-aware system 
communicates via wireless links and processes the context using 
machine learning methods (Ogbuabor et al., 2022; Mahmud et al., 
2018; Rana et al., 2020).

Power-aware computing is the ability of a computing machine to 
operate and provide services while conserving power and reducing 
carbon emissions. This includes measuring power consumption, 
predicting battery life, conserving power to provide acceptable 

service, and increasing battery life. Power awareness is a concept that 
governs battery-operated devices including smartphones, Battery 
Electric Vehicles (BEV), mobile traffic signals, quadcopters as well as 
drones, and missiles (Cao and Yang, 2019; Martyushev et al., 2023). 
The emergence of smart spaces characterized by the recurrent 
interaction of small, inexpensive, mobile, battery-operated devices 
with remote services has led to the urgency of power awareness.

The related work has been organized into different categories as 
shown in Sections 2.1–2.7.

2.1 Hardware-supported power 
conservation

Power awareness is realized at all layers of a computer. Starting at 
the architectural layer to the OS level as well as the application level. 
Energy-efficient hardware facilitates power conservation during 
operation. Esquicha-Tejada and Pineda have recently identified 
NodeMCU and SinricPro as energy-efficient hardware for home 
automation. This hardware can conserve up to 30% of power yearly 
(Esquicha-Tejada and Copa-Pineda, 2022). Castillo-Atoche et  al. 
(2022) have designed and developed an Energy harvesting (EH) 
circuit that uses Convolutional Neural Networks (CNN) to detect 
cardiac arrhythmia using wearable devices in competitive sports.

Hao et al. (2013) have implemented a power conservation model 
in mobile devices at the instruction level. Tyagi et al. (2016) have 
developed an Energy-Efficient Language (Eel), that carries out a 
multistep compilation to conserve power. This system uses reversible 
algorithms that have near-zero power waste. Qasim et al. (2021) have 
compared different design patterns and have found the observer 
pattern to be power efficient. Pereira et al. (2017) have compared 27 
different programming languages for power conservation and have 
found C-type languages to be the most energy-efficient.

2.2 Threshold or activity based power 
conservation

Within the kernel, the OS can shift to power-saving mode as soon as 
a threshold is achieved. Among other methods is to put the 
communication modules into sleep mode and reduce the brightness of 
the screen. Dai et al. (2021) have proposed the use of dynamic scheduling 
using a knapsack algorithm for power efficiency in vehicular networks. 
Safara et al. (2020) have proposed an energy-efficient routing protocol to 
reduce power consumption during communication.

Galeana-Zapién et  al. (2014) implement an adaptable sensor 
sampling rate to gather contextual data using internal sensors and 
sensor services. The sample rate is based on how a mobile user moves 
around. For instance, if a user is driving to work, their context is likely 
to remain that way until they get to their destination safely.

Diwan (2022) has developed a threshold-based underwater 
system for charging remote devices in the Internet of Underwater 
Things (IoUT). This technique provides a threshold for power 
conservation and no adaptability is provided.

Elmalaki et al. (2014) propose a battery monitoring mechanism 
that adjusts the device power settings based on device activity, 
(Elmalaki et al., 2015). A similar approach has been selected by 
Anastasi et al. (2015) and Flinn and Satyanarayanan (1999) as well. 
Zhuang et al. (2010) suggest substituting direct sensor access with 
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network-based sensor access can reduce power. The onboard 
sensors can then be utilized if the network location mechanism is 
used, albeit accurate location. Kim et al. (2011) have developed 
WiFiSense for power consumption by intermittent sensing of 
Wi-Fi modules. This mechanism uses user activity as a basis 
for decisions.

2.3 Context change-based power 
conservation

A proactive monitoring system based on context change has been 
presented by Kang et  al. (2010). Each sensed data is processed 
continuously to classify context, which might be the same as the last 
well-known classification. For example, if a person is traveling to 
work, then the context is not likely to change unless the person arrives 
at the destination or meets an untoward incident. Kang et al. (2010) 
propose that while sensing may be carried out continuously, context 
processing may be suspended unless a change in context is expected.

2.4 Statistics-based power conservation

Sathan et al. (2009) have implemented statistics to poll sensors. 
According to Sathan, sensors can be called upon when needed and in 
a non-contiguous manner if the change in the sensor can be predicted. 
A prediction engine will be  added to the sensor layer, which sits 
between the sensors and the context layer, as an innovation. Due to 
context processing, handling sensor polling based on statistics at the 
bottom layer decreases power usage.

2.5 Machine learning supported power 
conservation

Makhadmeh et  al. (2021) have used machine learning and 
used Swarm Intelligence to optimize battery usage. Tong et al. 
(2021) have implemented a hierarchical service model for energy 
efficiency. Chen et al. (2020) have used multilevel task offloading, 
i.e., to Edge Fog, and then to Cloud in Unmanned Aerial Vehicle 
(UAV) systems.

Zappi et  al. (2008) implemented the Hidden Markov Model 
(HMM) to classify activity and recommend that power scavenging 
by using minimal sensors is advantageous. However, this can result 
in a decrease in accuracy. Hermann et al. (2012) propose a minimal 
sensor pool for current context classification to conserve power. If 
there are mismatches in classification, more sensors are added. This 
mechanism, while power efficient, takes more time in the 
classification phase.

Mansouri et al. (2018), have used Ant Colony Optimization to 
reduce the energy consumed by cloud-based applications. This system 
does not view the smart environment perspective and uses a complex 
technique to reduce energy consumption.

Moghimi et al. (2012) have used fuzzy logic to implement a Power 
Conserving Manager for smartphones. This manager infers the 
sampling rate of the sensors to conserve power.

Yuryur (2013) has developed a system to classify the situation by 
developing a Reward Process. This mechanism also monitors data 
continuously and triggers when a context change is detected.

2.6 QoS-based power conservation

Fei et  al. (2004) implemented a software-controlled dynamic 
power management system. This method reduces QoS effectiveness 
to save power. Flinn has proposed battery optimization using 
software methods that can increase battery life (Flinn, 2001). Çiçek 
and Gören (2021) have used the ConvLSTM model for battery life 
enhancement using time-variant power information.

Reffad and Alti (2023) have proposed a cooperative energy-saving 
mechanism that considers energy as a QoS parameter, in Industrial 
IoT (IIoT) environments. The energy-saving process is a result of QoS 
parameters that can be configured prior to communication.

2.7 Task offloading-based power 
conservation

Alti et al. (2016), have included the battery level as part of the 
context of a smartphone, and have enabled task offloading to the cloud 
as a means to achieve energy conservation. Xia et al. (2021), have 
energy harvesting in mobile-edge computing environments through 
distributed task offloading.

Kiani et al. (2014) and Chen et al. (2020) have both proposed the 
use of the cloud as an alternative to conserve power. Kök and Özdemir 
(2022) have used Deep Reinforcement Learning (DRL) to support task 
offloading and save energy consequently. The use of the cloud 
increases the load on communication (Shahryari et al., 2021). Simoens 
et al. (2016) have introduced the Internet of Robotic Things (IoRT) 
where the computation is offloaded to fog rather than the cloud to 
increase the battery life of robots.

2.8 Comparison of evidence in literature

Power consumption is directly dependent on the execution time 
of an algorithm (Mahmud and Hussain, 2022b). This means that an 
algorithm with higher time complexity would consume more power. 
Algorithms having linear and sublinear time complexity are greener 
in general. A comparison of the related work is shown in Table 1. This 
comparison is based on context awareness, time efficiency, use of 
complete sensors for rich context, high accuracy of context 
classification, continuous polling of sensors, use of historical 
information for pre-classification, and task offloading to the cloud. A 
context-aware system that is power conserving, time efficient, uses 
rich context, considers all sensor data, does not poll sensors, 
continuously, uses history information for pre-classification, and does 
not offload tasks to the cloud is envisaged.

As reported by Alsharif et al. (2024), there is a lack of work on 
energy efficiency at all three levels, i.e., edge, fog, and cloud of a smart 
environment. Coupled with context-aware systems, evidence of 
energy-efficiency is hardly available.

3 Components of a context-aware 
system

The brain of a smart environment is a context-aware system 
(Malik et  al., 2007). The system receives contextual information, 
analyses it, and assigns it an activity label (Hashemi and 
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TABLE 1 Comparison of related works.

Related work Context-
aware system

Power conserving 
technique

Time 
efficiency

Use of 
complete 

sensors for 
rich context

High 
accuracy of 

context 
classification

Continuous 
polling of 
sensors

Use of 
history 

information 
for pre-

classification

Task 
offloading to 

the cloud

Reffad and Alti (2023) � Multi-objective QoS and 

Energy-Saving
� � ✓ ✓ � �

Esquicha-Tejada and Copa-Pineda (2022) and Castillo-

Atoche et al. (2022)
� Power conserving 

hardware

✓ � � � � �

Dai et al. (2021) � Dynamic Scheduling � � � � � �

Xia et al. (2021) � Distributed Task 

Offloading

✓ � � � � ✓

Safara et al. (2020) � Efficient Routing � � � � � �

Mansouri et al. (2018) � Ant Colony Optimization � � ✓ � � �

Alti et al. (2016) ✓ Threshold Based ✓ � � ✓ � ✓

Kang et al. (2010) and Yuryur (2013) ✓ Context-change detection ✓ ✓ ✓ ✓ � �

Sathan et al. (2009)
✓ Statistics-based sensor 

polling
� ✓ ✓ � � �

Zappi et al. (2008), Galeana-Zapién et al. (2014), and 

Hermann et al. (2012)

✓ Minimal sensor polling � � � � � �

Diwan (2022) � Threshold-based ✓ � � � � �

Elmalaki et al. (2014), Elmalaki et al. (2015), Anastasi 

et al. (2015), Flinn and Satyanarayanan (1999), Zhuang 

et al. (2010), and Kim et al. (2011)

� Device-activity detection ✓ � � � � �

Moghimi et al. (2012) � Fuzzy logic ✓ � � � � �

Fei et al. (2004), Flinn (2001), Çiçek and Gören (2021), 

and Makhadmeh et al. (2021)
� Battery-optimization ✓ � � � � �

Kiani et al. (2014), Chen and Venkataramani (2016), Kök 

and Özdemir (2022), Shahryari et al. (2021), Simoens, 

et al. (2016), Tong et al. (2021), Chen et al. (2020)

✓ Task-offloading � ✓ ✓ � � ✓

Hao et al. (2013), Tyagi et al. (2016), Qasim et al. 

(2021), Pereira et al. (2017)
� Course-code optimization ✓ � � � � �

Proposed work (PCCA)
✓ Markov Chain based Pre-

classification

✓ ✓ ✓ � ✓ �
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FIGURE 2

Components of a context-aware system.

Sadeghi-Niaraki, 2016; Alegre et al., 2016). A context-aware system 
communicates with sensors and services in a smart environment, and 
the context process contains five components, as shown in Figure 2. 
The modules are Service Adaptation, Context Aggregation, Context 
Representation, Context History, and Context Inference. These 
modules are described in Sections 3.1–3.5.

3.1 Context aggregation module

The context is collected and aggregated from remote services and 
intrinsic sensors as attribute-value pairs (Mahmud et al., 2007a). The 
sensors provide sensing data that can be used to deduce information 
through remote services. For instance, a GPS sensor might deliver 
latitude, longitude, and altitude as sensed data. This data can then 
be utilized to check the weather and location using remote services, 
resulting in the deduction of further data. The entire set of 
information is then regarded as contextual data. To distinguish 
between identical context values with differing attribute labels, a 
corresponding controlled vocabulary can also be  offered. This 
module uses both I/O and communication modules to gather data 
and noisy networks preclude its performance.

3.2 Context representation module

The gathered contextual data needs to be stored in a way that 
allows quick access as well as interoperability if it needs to be shared 
(Mahmud et al., 2012). This when represented in a suitable format, is 
termed the current context. Various mechanisms have been proposed 
in the literature, however, using ontologies as an extension of 
eXtensible Markup Language (XML), supports both quick access and 
interoperability as well as provides a means to develop rich context 
representations (Mahmud, 2015; Mahmud, 2016).

3.3 Context history module

This module interacts with the Context History which has the 
history of contextual data and associated activity labels stored 
using SQL or no-SQL mechanisms (Malik et  al., 2009). This 
history is accessible via a POD and can be stored remotely. The 
main purpose of history is to provide support to machine 
learning-based context processing that is carried out in the 
Context Inference Module. History information can also be used 
for user pattern prediction as well as user preference 
measurements. This module needs to be secured with attacks on 
privacy and ownership should be  ensured (Malik et  al., 2008; 
Mahmud and Malik, 2014).

3.4 Context inference module

This module is the brain of a context-aware system, it processes 
context and classifies activity. This module uses context history in 
either supervised or unsupervised ways and can also use optimization 
techniques to provide accuracy. This module can also be used to infer 
situations. This module is computation-heavy and takes more time 
depending on the size of the history and the performance of the 
machine learning algorithm used.

3.5 Service adaptation module

This module is used to interact with surrounding appliances as 
well as remote services for service negotiation or adapted services. 
This module aids in service discovery as well as delivery to the user 
based on QoS requirements (Hussain et al., 2014; Hussain et al., 2013). 
This ensures that services are delivered based on the Service Level 
Agreements (SLA) (Kouamé et al., 2020).
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4 Design of PCCA

The PCCA introduces a new module termed the Markov Chain 
Module, which is responsible for finding the probability transition 
matrix for the context history within the context-aware system.

The context process is viewed as a stochastic process in this paper. The 
fact that the context changes over time and has a probability makes it a 
stochastic process. Since the context outcomes are in discrete states, the 
use of a Discrete Time Markov Chain (DTMC) as a realization of a 
stochastic process is suitable. The DTMC-based perspective is the simplest 
explanation as required by Occam’s Razor. Furthermore, it can be seen in 
the literature that while context change-based detection mechanisms have 
been used, they could be implemented much better using a DTMC-based 
mechanism. Furthermore, the mechanism proposed in this paper does 
not continually poll sensors, does not offload tasks to the cloud, and 
considers the history as well as a rich context for power conservation.

At first glance, it appears that the system is subject to more processing 
as a new module is added, however, this new module helps in reducing 
the power by reducing the use of the Context Processing Module. Figure 3 
shows the design of PCCA as a block, as an improvement of the Context-
aware system shown in Figure 2. The tasks of these components are 
discussed in Sections 4.1–4.5. Figure 4 shows a flow model of the working 
of PCCA. The flow model shows the generalized view of PCCA, where 
the context processing is carried out once the predicted state is not the 
desired state.

In that case, the context is gathered and then processed normally. 
Table 2 presents the algorithm of PCCA. The algorithm presented in 
Table 2 is shown visually as a flow model in Figure 4. The algorithm starts 
with acquiring the context history and constructing the Markov Chain. 
All the records in the context history are used to construct the Markov 
Chain. This is carried out by sorting the data time wise and calculating the 
change in context state for each context state, and recording in a 
contingency matrix, which is then converted to a probability transition 
matrix representing the Markov Chain. The algorithm then gathers the 
latest context and pre-classifies using the Markov Chain, in the event of a 
miss-classification, the process context is processed much like a standard 
context-aware system.

4.1 Context history module (CHM)

This module contains the history of contextual data and the activity 
labels associated with them. It is stored as database tables; however, 
open standards can also be used to store history information. This 
module is used for two purposes. First, the Markov Chain is 
constructed using the history information. Secondly, historical 
information can be used in Context Processing, a technique that uses 
prior information is employed. For the evaluation of PCCA, sample 
data is used as the history information in this module. This Module 
corresponds to the Context History Module and Context 
Representation Module of a context-aware system as shown in Figure 2.

4.2 Markov chain module (MCM)

This module constructs the Markov Chain and an associated 
probability transition matrix based on the history information. This 
module executes before gathering the current context and context 

processing. A probability transition matrix is computed using the 
Markov Chain. The Markov Chain is constructed using the algorithm 
presented in Table 2. For evaluation, the Markov Chain uses the sample 
data as provided by the Context History Module. The inclusion of a 
new layer though seems to take more time as a new phase is introduced, 
but a correct pre-classification due to MCM bypasses CPM and SAM 
and reduces the overall time elapsed as well as overall energy 
consumption during context processing. The MCM calculates the 
probability transition matrix, based on the training data. Given noise 

FIGURE 3

Design and components of PCCA.

FIGURE 4

Flow model of PCCA.
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in data, the MCM would suffer from overfitting. This can be overcome 
by recomputing the probability transition matrix once the effectiveness 
is reduced.

4.3 Context gathering module (CGM)

This module accesses both internal sensors as well as remote services 
to construct the current context. The current context is the query that 
needs to be  assigned an activity label after context processing in a 
context-aware system. To evaluate PCCA, a sample query is used as the 
current context to simulate the context-gathering process. This module 
corresponds to the Context Aggregator Module as shown in Figure 2. 
This module consumes power because of accessing remote services, 
however, not using remote services may lead to missing contextual data 
and subsequently reduce the accuracy of the context processing technique.

4.4 Context processing module (CPM)

The Context Processing Module is the heart of a context-aware 
system that corresponds to the Context Inference Module of a context-
aware system as shown in Figure 2. This module uses machine learning 
algorithms that can utilize supervised, unsupervised, or reinforcement 
learning to deduce an activity label to the current context. Most 
implementations use prior information which is provided through the 

TABLE 2 Algorithm to implement PCCA.

Step # Pseudocode

1 File SampleDataFile;

2 double[] currentContext;

3 double[][] historyOfContext;

4 int[] activityLabels;

5 int lastCol; //the column that holds the activity labels in history

6 int states[]; //stores the unique activities as states

7 int probmatrix[][];

8 int main(){

9 for (int i = 0; i < SampleDataFile.getRows(); i++){

10 historyOfContext[i][0] = SampleDataFile;

11 }

12 for (int i = 0; i < historyOfContext[][].length(); i++){

13 activityLabels[] = (int) historyOfContext[i][lastCol];

14 }

15 constructMarkovChain();

16 executePPCA();

17 }

18 private int. getRows(){

19 int count = 0;

20 While (!EOF){

21 if (SampleDataFile.readLine()! = NULL)}

22 count++;

23 }

24 }

25 return count;

26 }

27 private void constructMarkovChain(){

28 int stateCount[states.lnegth()][states.length()];

29 int initialState = −1;

30 for (int i = 0; I < activityLabels.length(); i++){

31 for (int k = 0; I < activityLabels.length(); ik++){

32 if (activityLables[i] == states[0]){

33 stateCount[i][k]++;

34 }

35 else if(activityLabels[i] = states[1]){

36 stateCount[i][k]++;

37 }

38 else {

39 error.log(error);

40 }

41 }

42 }

43 int totalCount = −1;

44 for (int i = 0; i < stateCount.length(); i++){

(Continued)

TABLE 2 (Continued)

45 totalCount+ = stateCount[i];

46 }

47 probMatrix[stateCount.length()][stateCount.length()];

48 for (int i = 0; i < probMatrix.length(); i++){

49 for (int k = 0; k < probMatrix.length(); k++){

50 probMatrix[i][k] = stateCount[i][k]/totalCount;

51 }

52 }

53 }

54 private void executePCCA(){

55 testState = currentContext[][lastCOl];

56 previousState; //last known state, could be random for testing

57 int maxProb = −1.0;

58 int likelyState;

59 for (int i = 0; i < states.length(); i++){

60 if(probMatrix[previousState][i] > maxProb){

61 maxProb = probMatrix[previousState][i];

62 likelyState = states[i];

63 }

64 }

65 if (likelyState == testState){

66 Print(“Success”)

67 }

68 }
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Context History Module. This module performs processing and depends 
on the size of the prior information as well as floating point calculations 
as part of the algorithm that is implemented. This module consumes the 
most power due to computation and reducing power consumption is 
necessary here.

4.5 Service adaptation module (SAM)

This module corresponds to the Service Adaptation Module in 
Figure 2 and is responsible for performing recommended actions based 
on the activity classification by the Context Processing Module. This 
module can interact with remote services which can lead to higher power 
consumption. In addition, based on the context, the context-aware 
system can be put to sleep until the next observation is due.

5 Results and discussion

To check the effectiveness of PCCA, multiple datasets have been 
selected for context processing in addition to the dataset collected by the 
app PowerIpsum (Mahmud and Hussain, 2022b). No special machine 
learning algorithm is preferred for context awareness in this work since 
the purpose is not to establish a green algorithm but to ensure greenness 
while any algorithm is used. This means that the technique presented in 
Table  1 is appropriate for all context-aware systems. The algorithm 
presented in Table 1 is implemented using Java language. The code is 
executed for two different datasets. The algorithm assumes that the states 
or activity labels are in integer form in the history of data and the test 
data is converted to unique numbers if required.

Evaluation metrics: A major issue exists that the datasets available in 
the UCI Machine Learning Repository lack power information. Based 
on the sensor data and deduced data, the available datasets are used to 
classify activities. This makes it difficult to measure the performance of 
PCCA against an established benchmark. Hence, there is a need to set 
up a mechanism that shows the effectiveness of power conservation of 
context-aware systems. A ratio of correct context classification with and 
without power conservation can be used as a yardstick. The ratio is 
termed effectiveness (η) and is shown in Equation 1.

 

     
     

η =
Power consumed in correct context classification by PCCA

Power consumed in correct context classification  
(1)

It is natural to observe that the power consumed by using a 
conservation mechanism would always be  lower than the power 
consumed without using a conservation mechanism. A smaller value of 
η, shows that the power conservation mechanism has a higher efficiency.

The choice of metrics is inspired by the concept of speedup when 
justifying parallel processing over scalar processing. The effectiveness 
metrics identify how much power has been conserved as a ratio. The 
mechanism essentially calculates the power conserved for a single 
classification and can be extended to reflect throughput. In contrast with 
other metrics including accuracy and precision, energy will be consumed 
more in the event of inaccurate pre-classification, and thus effectiveness 
becomes a logical choice. The metric given in Equation 1 does not 
address energy conservation as throughput, however, measurements 
overtime can quantify effectiveness as throughput.

Datasets for experimentation: The tests are carried out for each 
dataset when using PCCA as well as without PCCA. The results are 
recorded and include time elapsed, power, and energy consumed. The 
results are then subject to the effectiveness measure given in Equation 1. 
For a single experiment, the size of the sample data is fixed, and the time 
elapsed as well as power consumption is measured for all modules of a 
context-aware system as shown in Figure 2. Furthermore, the memory 
utilized by each phase is also recorded. The test is run for increasing 
sample set size, and a query instance is classified. Two tests are done for 
each sample set, one for correct and one for incorrect query classification. 
The query is considered as the current context.

The HARUS dataset contains mundane activities carried out while 
wearing a sensor-mounted watch (Anguita et al., 2012a; Anguita et al., 
2012b). The dataset contains six activities with 30 volunteer subjects, 
such as walking, climbing, laying down, etc. Over 10,000 instances of 561 
attributes make up the dataset. The values in the data set are constrained 
within the range [−1, 1] and are normalized to six decimal places.

The tests are re-executed on the dataset collected by the app 
PowerIpsum (Mahmud and Hussain, 2022b; Mahmud et al., 2022a). This 
dataset gathers contextual data using smartphones. The contextual data 
pertains to daily mundane activities. Table 3 shows the test outcomes. 
This dataset has 35 attributes and multiple tests including correct and 
incorrect classification have been executed.

Experimental setup: The test machine is a 32-bit HP Mini 110, with 
Intel Atom N2600 and 1 GB DDR, running Ubuntu 16.04.6 LTS. This 
machine has Java 10 installed. This machine is selected because it takes 
more time to compute and consumes more power and is suitable for 
measuring power consumption through software. A 32-bit machine is 
slower than a 64-bit machine, and it is necessary to use a machine for 
which measurement could easily be profiled. The major issue with 64-bit 
machines is the low sensitivity of software-based energy consumption 
estimation. This could only be overcome through the use of external 
hardware support, which would increase the footprint of smart devices. 
While the results can easily be shown using a 32-bit machine, the profile 
would remain the same for 64-bit machines. 64-bit machines would take 
less time to compute for the same training and test set, but the 
construction of the Markov chain would remain the same, thus reducing 
the effect of architecture on the measurement of effectiveness. The 
variability of hardware, including the type of architecture has not been 
studied in this paper however, different architectures would lead to the 
same outcome for the same training set and Markov chain, albeit the 
values of energy consumption and time elapsed would be different.

In each experiment, the size of the sample size is kept constant as the 
effect of size has been discussed in Section 5.4. Each experiment has 3 
tests, 1st when the non-PCCA system correctly classifies the query, 2nd 
in which PCCA correctly classifies the query, and 3rd when PCCA is 
unable to correctly classify the query. There is no need for incorrect 
classification of non-PCCA systems as the total time elapsed and the 
energy spent remains the same. The test results and corresponding 
graphs are discussed below. The training set has been selected and 
inspected to remove missing attributes and is thus not affected by sparse 
data. For the construction of the Markov chain, no normalization is 
required as the Markov chain only uses the outcome labels to construct 
the probability transition matrix. Furthermore, the size of the Markov 
chain is dependent on the number of distinct outcome labels in the 
dataset. A larger Markov chain would take more time to construct. In 
addition, the size of the training data also affects the calculation of the 
probability transition matrix and the construction of the Markov chain. 
A large size of training data as part of the context history would entail 
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more time in constructing the chain. However, the chain is only 
re-computed once the effectiveness is reduced.

5.1 Test results using HARUS dataset

Table 3 shows the outcome of each experiment conducted on the 
HARUS dataset. For each experiment it is observed that the power is 
consumed at the time a phase executes, hence it is more useful to 
compute the energy consumed rather than power. The energy is 
computed in Wsec for ease of calculation. Figure 5 shows the Markov 
Chain for the uniformly selected sample set used for the experiment 
belonging to the HARUS dataset (Feng, 2017). Equation 6 shows the 
steady state vector for the sample set uniformly selected from the 
PowerIpsum dataset. The steady-state vector shows that there is a 
higher probability of Working in the next observation.

It can be seen that there are six states with W denoting Walking, 
W-D denoting Walking Downstairs, W-U denoting Walking Upstairs, L 
denoting Laying, Sit denoting Sitting, and Std denoting Standing. 
Equation 2 shows the probability transition matrix ( )P  for the.

Markov Chain is shown in Figure 5. Figure 5 has been constructed 
using an HTML-based Markov Chain Visualizer developed by Feng 
(2017). This tool takes the transition matrix as an input and plots the 
Markov Chain in different colors. The purpose is to visually see the 
Markov Chain; however, all calculations are carried out using the 
transition matrix. Equation 3 shows the steady state vector for the sample 
set uniformly selected from the HARUS dataset. The steady-state vector 
shows that there is a higher probability of laying or standing in the 
next observation.

Figure  6 shows the plot of the time elapsed in each phase of a 
context-aware system for multiple tests, while Figure 7 shows the plot of 
the energy consumed over time for each phase of a context-aware system 
corresponding to the tests performed. It can be observed that the most 
time is spent in CPM and CHM. While the power consumption is 
measured during each phase, the energy spent in each phase shows that 
the CPM is the energy center of a context-aware system, and a reduction 
in time elapsed here would lead to power conservation. The effect of 
correct or incorrect classification on the time elapsed and the energy 
consumption is the same. It is also pertinent to see that the increase in 
sample size results in more energy consumption.

It is evident from Table 3, that when a non-PCCA based system is 
used the MCM is absent and no power is consumed in MCM, however, 
when a PCCA based system is used, MCM utilizes power, but if the 
outcome of MCM is a correct classification, the PCCA based system 
avoids three modules, i.e., CGM, CHM, and CPM. The overall power 
consumption is reduced as 3 modules are not executed which reduces 
the elapsed time. In Table 3, for a correct classification by using PCCA 
results in 27.61 Wsecs that are much <74.13 Wsecs, that are consumed 
by a non-PCCA system. It is pertinent to see that during an incorrect 
classification, the system consumes more energy than a non-PCCA 
system, i.e., 79.72 Wsecs.
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Figure  6 shows that using PCCA not only reduces the time 
elapsed but also reduces the power consumption if PCCA is 
successful. However, the time elapsed and the energy spent is 
slightly higher if PCCA results in an unsuccessful case, which is also 
evident from Table  2. In Table  2, PCCA has reduced the time 
elapsed, energy spent by 2.6 times, and memory utilization by 2.1 
times when compared with a non-PCCA system. The effectiveness 
of PCCA as given in Equation 4, can be measured as shown in 
Equation 1.

 
27.61 0.37
74.13

η = =
 

(4)

TABLE 3 Test results for PCCA and non-PCCA systems using HARUS dataset.

Test MCM CGM CHM CPM SAM Total 
Time 

Elapsed 
(sec)

Total 
Energy 

Consumed 
(Wsec)

Time 
(Sec)

Energy 
(WSec)

Time 
(Sec)

Energy 
(WSec)

Time 
(Sec)

Energy 
(WSec)

Time 
(Sec)

Energy 
(WSec)

Time 
(Sec)

Energy 
(WSec)

Correct 

classification 

non-PCCA

0 0 0.50 5.44 2.01 21.88 2.88 31.35 1.42 15.46 6.81 74.13

Correct 

classification 

PCCA

1.12 5.39 0 0 0 0 0 0 1.41 15.51 2.51 27.61

Incorrect 

classification 

PCCA

1.21 4.57 0.49 5.33 2.09 22.72 2.93 31.85 1.43 15.25 8.15 79.72
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FIGURE 5

Markov chain for HARUS dataset.

FIGURE 6

Time elapsed for PCCA and non-PCCA executions in HARUS Dataset.
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The effectiveness of PCCA for the HARUS dataset can 
be expressed as 37% for the case of correct classification by PCCA as 
well as non-PCCA systems.

5.2 Test results using PowerIpsum dataset

The test is repeated for the PowerIpsum test set and the test 
results are shown in Table 4. Figure 8 shows the Markov Chain for the 
uniformly selected sample set used for the experiments belonging  
to this dataset. There are four states with Drv denoting Driving, TBrk 
denoting Tea-break, Wrk denoting Working, and Trvl denoting 
traveling. Equation 5 shows the probability transition matrix ( )P  for 
the Markov Chain shown in Figure 8.
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0.1 0.3 0.3 0.3
0.1 0.3 0.5 0.1
0.1 0.3 0.1 0.5
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Figure  9 shows the plot of the time elapsed in each phase 
of a context-aware system for multiple tests, while Figure  10  

FIGURE 7

Energy consumed for PCCA and non-PCCA executions in HARUS dataset.

TABLE 4 Test results for PCCA and non-PCCA systems using Poweripsum dataset.

Test MCM CGM CHM CPM SAM Total 
time 

elapsed 
(sec)

Total 
energy 

consumed 
(Wsec)

Time 
(Sec)

Energy 
(WSec)

Time 
(Sec)

Energy 
(WSec)

Time 
(Sec)

Energy 
(WSec)

Time 
(Sec)

Energy 
(WSec)

Time 
(Sec)

Energy 
(WSec)

Correct classification non-

PCCA
0 0 0.5 5.44 2.01 21.88 2.88 31.35 1.42 15.46 6.81 72.23

Correct classification PCCA 0.49 5.39 0 0 0 0 0 0 1.41 15.51 1.97 20.9

Incorrect classification PCCA 0.42 4.57 0.49 5.33 2.09 22.72 2.93 31.85 1.43 15.25 7.36 79.72

FIGURE 8

Markov chain for PowerIpsum dataset.
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shows the plot of the energy consumed over time for 
each phase of a context-aware system corresponding to the 
tests performed.

Like the results in Section 5.1, in Table  4, for a correct 
classification by using PCCA results in 20.09 Wsecs that are much 
<72.23 Wsecs, that are consumed by a non-PCCA system. In the case 
of incorrect classification by PCCA, the energy used is higher, i.e., 
79.72 Wsecs. This shows that the PCCA system has similar 
performance across multiple datasets.

Figure 9 shows that using PCCA not only reduces the time 
elapsed but also reduces the power consumption if PCCA is 
successful. However, the time elapsed and the energy spent is 
slightly higher if PCCA results in an unsuccessful case.

In the results shown in Table 3, PCCA has reduced the time 
elapsed, energy spent by 3.45 times, and memory utilization by 2.2 
times when compared with a non-PCCA system. The effectiveness of 
PCCA as given in Equation 1, can be  measured as shown in 
Equation 7.

 
20.9 0.29
72.23

η = =
 

(7)

The effectiveness of PCCA for the PowerIpsum dataset can 
be expressed as 29% for the case of correct classification by PCCA as 
well as non-PCCA systems.

In both datasets, correct classification in a PCCA based system reduces 
elapsed time and consequently, the energy consumption. However, PCCA 
performs a pre-classification stage where a Markov Chain is constructed 
to predict the likely outcome. With the availability of large amounts of data 
and the repeating behavior of a person, the success of MCM would 
increase. This would decrease energy consumption over a period of time.

6 Conclusion

A context-aware system gathers the context using sensors and 
services via a smart device. This context is then processed, and the 

FIGURE 9

Time elapsed for PCCA and non-PCCA executions in PowerIpsum dataset.

FIGURE 10

Energy consumed for PCCA and non-PCCA executions in PowerIpsum dataset.
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activity is classified. This activity can be used to discover, deliver, and 
adapt remote services. A context-aware system runs on battery-
operated smart devices and is constrained by power usage. This opens 
an avenue to design and develop energy-conserving context-aware 
systems. The authors of this work present PCCA which views context 
awareness as a stochastic process and includes a Markov Chain 
Module in a context-aware system. This new module constructs a 
Markov Chain and predicts the activity label at the next observation. 
This prediction, if correct, can allow a context-aware system to defer 
context processing and deliver the same service while conserving 
energy. The algorithm for PCCA is tested using two different datasets. 
Each dataset is used to create test sets and plots of time elapsed, 
energy consumed, and memory utilized for both non-PCCA and 
PCCA systems. The effectiveness (η) is measured for each experiment 
and both datasets show promising results. With up to 3.5 times power 
conservation when using PCCA, the mechanism appears 
encouraging. The effectiveness is the percentage decrease in power 
consumption which is up to 37% based on the experiments performed.

The use of PCCA as a power-conserving context-aware system 
shows that for any application that facilitates human activity a 
pre-classification stage based on Markov Chains can reduce the 
processing time and hence energy would be consumed less. With a 
3-fold reduction in power consumption by context-aware applications, 
the development of energy-conserving apps that run on battery-
operated systems can be realized. When viewing a world of more than 
8 billion people and up to 15.14 battery-operated smart devices, the 
decrease in power conservation of context-aware applications would 
lead to a substantially cleaner and more efficient future. Furthermore, 
since energy conservation is a consequence of the reduction in 
processing time, the context-aware system would become faster by the 
same factor.

However, the downside is that when PCCA makes an incorrect 
classification, it may consume more power than a non-PCCA system. 
The effectiveness depends on the Markov Chain constructed using the 
available sample set. The size of the sample set, and its uniformity can 
lead to higher success in classification using PCCA. In addition, 
PCCA is evaluated using a single-user perspective and does not cater 
to multiple personal spaces. The adoption framework of PCCA is also 
not explored in this paper.

7 Future work

The future work includes and is not limited to the deployment 
of PCCA on domain-specific smart environments including the 
Internet of Medical Things (IoMT), IIoT, and Internet of Social 
Things (IoST). The data can be  recorded, and insights can 
be  drawn based on the contextual data (Munoz-Arcentales 
et al., 2021).

The evaluation of the framework presented can be  subject to 
hardware-based power consumption measurements. Power 
consumption and time elapsed can be sensed using sensitive onboard 

power chips as well as external measurement devices. Furthermore, 
future work includes the evaluation of PCCA under noise and for 
multiple personal spaces.
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