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Introduction: Brain tumor (BT) classification is crucial yet challenging due

to the complex and varied nature of these tumors. We present a novel

approach combining a Pyramid Vision Transformer (PVT) with an adaptive

deformable attentionmechanism and Topological Data Analysis (TDA) to address

the complexities of BT detection. While PVT and deformable attention have

been explored in prior work, we introduce key innovations to enhance their

performance for medical image analysis.

Methods: We developed an adaptive deformable attention mechanism that

dynamically adjusts receptive fields based on tumor complexity, focusing on

critical regions in MRI scans. The approach also incorporates an adaptive

sampling rate with hierarchical dynamic position embeddings for context-aware

multi-scale feature extraction. Feature channels are partitioned into specialized

groups via an o�set group mechanism to improve feature diversity, and a

hierarchical deformable attention strategy further integrates local and global

contexts to yield refined feature representations. Additionally, applying TDA to

MRI images extracts meaningful topological patterns, followed by a Random

Forest classifier for final BT classification.

Results: The method was evaluated on the Figshare brain tumor MRI dataset. It

achieved 99.2% accuracy, 99.35% recall, 98.9% precision, a 99.12% F1-score, a

Matthews correlation coe�cient (MCC) of 0.98, and a LogLoss of 0.05, with an

average processing time of approximately 6 seconds per image.

Discussion: These results underscore the method’s ability to combine detailed

feature extraction with topological insights, significantly improving the accuracy

and e�ciency of BT classification. The proposed approach o�ers a promising

tool for more reliable and rapid brain tumor diagnosis.

KEYWORDS

adaptive PVT, BT classification, brain tumor, deep feature extraction, Giotto-TDA,

Random Forest classifier

1 Introduction

BT diagnosis is a pivotal and challenging task in medical imaging, playing a crucial

role in determining appropriate patient treatment strategies and predicting prognosis

(Abdel Razek et al., 2021; Ottom et al., 2022; Rehman et al., 2022; Noreen et al., 2020;

Mall et al., 2023). Traditional diagnostic methods involve visual analysis of medical

images by radiologists, which can be time-consuming, subjective, and dependent on the
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expertise of the individual practitioner (Amin et al., 2021;

Antoniadi et al., 2021). As technology advances and the amount of

medical imaging data grows exponentially, there is a pressing need

for automated, accurate, and efficient diagnostic tools to handle

this influx of information effectively (Skaf and Laubenbacher, 2022;

Songdechakraiwut and Chung, 2020; Clough et al., 2020). Deep

learning has recently become a powerful tool for analyzing medical

images, with high success in a variety of tasks such as segmentation,

object recognition, and disease categorization (Kang et al., 2021).

CNNs, a widely adopted category of deep learning models,

have demonstrated remarkable capabilities in capturing complex

hierarchical features directly from unprocessed medical image data

(Aamir et al., 2022; Amin et al., 2021; Mohsen et al., 2018; Kokkalla

et al., 2021). The ability of deep learning models to automatically

extract complex features without relying on handcrafted feature

engineering has led to substantial improvements in the accuracy

and efficiency of medical image analysis (Irmak, 2021). Despite

their efficiency, some methods, such as CNN and deep learning,

are limited in their ability to capture complex and varied

information because of their simplicity (Abd El Kader et al., 2021).

Other methods although designed to improve data efficiency,

face significant challenges in real-time processing due to high

computational demands. Methods that rely heavily on pre-trained

networks often struggle with adaptability when confronted with

novel or diverse data types. Additionally, certain models that are

effective with smaller datasets may falter when applied to larger

datasets, leading to potential inaccuracies in more challenging cases

(Majib et al., 2021). Simplified architectures might not fully capture

the complex features required for accurate classification, while

resource-intensive models can limit their practicality in real-world

scenarios. Furthermore, optimization-dependent frameworks may

not generalize well across diverse datasets, and even efficient

methods often require significant fine-tuning to achieve optimal

performance (Urbanos et al., 2021). These limitations highlight the

ongoing need for more flexible, adaptable, and computationally

efficient approaches in BT classification.

In this context, TDA offers a complementary approach to

address these challenges. TDA provides a powerful mathematical

framework to analyze and characterize the underlying topological

properties and structures present in complex data (Majib et al.,

2021). By representing the data in a topological space, TDA enables

a deeper understanding of the data’s geometric and structural

aspects, capturing essential features that might be overlooked by

traditional numerical or statistical methods (Saeedi et al., 2023).

The need for integrating TDA with deep learning arises

from the unique strengths of both approaches. While deep

learning excels in learning intricate patterns and features,

TDA complements this by providing a principled approach to

understand the topology and geometry of the data. Integrating

deep learning with TDA offers a synergistic advantage, combining

the feature learning capability of deep learning with the

topological insights provided by TDA (De Benedictis et al.,

2024). This integration can potentially enhance the robustness,

interpretability, and generalizability of BT diagnosis models,

ultimately improving patient care and outcomes. In this work, we

propose a novel framework for BT classification that integrates

the adaptive deformable attention mechanism within the PVT

with TDA through Giotto-TDA. This combination results in an

advanced methodology for medical image analysis improving the

accuracy, interpretability, and robustness of BT detection. The key

contributions of the proposed Adaptive Deformable Attention PVT

with Giotto-TDA framework are as follows:

• We introduce an adaptive deformable attention mechanism

into the PVT architecture, which dynamically adjusts

receptive fields based on tumor complexity. This mechanism

enhances the model’s ability to focus on crucial regions within

MRI images, improving feature extraction and classification

accuracy. This dynamic approach overcomes the limitations of

traditional fixed attention methods, enabling better handling

of intricate and diverse tumor structures.

• The framework uniquely integrates TDA using Giotto-

TDA, a tool that transforms preprocessed MRI images

into point clouds and calculates persistent homology.

This process extracts topological features that capture

enduring structural patterns of the tumor, providing insights

beyond those available through conventional CNNs or

transformers. The TDA component significantly enhances

the model’s interpretability and robustness, offering a deeper

understanding of the spatial and structural relationships

within the tumor.

• The combination of deformable attention and TDA extends

the model’s feature extraction capabilities beyond traditional

methods. By using persistence diagrams and multi-scale point

cloud representations, the framework improves classification

performance across keymetrics, including accuracy, precision,

recall, MCC, logloss, and f1-score. This approach ensures that

the model can capture both detailed local features and global

structural information, making it particularly well-suited for

real-time clinical applications.

2 Related works

This section presents a review of existing research in the

field of BT detection and classification, emphasizing various

methodologies and their contributions. We identify the strengths

and limitations of these approaches and highlight the specific

research gaps that our proposed method seeks to address.

2.1 CNN-based approaches

Kesav and Jibukumar (2022) introduced a Region-based

Convolutional Neural Network (RCNN) with a two-channel

structure for BT classification. This model reduces the number of

parameters while improving feature extraction quality by using

a two-channel CNN as a feature extraction layer in the RCNN.

To prevent overfitting, the model incorporates L2 regularization

and ten-fold cross-validation. While this approach is efficient in

terms of speed, it may not capture the diverse and complex

features present in BT images due to the simplicity of the

RCNN architecture.

Frontiers inComputer Science 02 frontiersin.org

https://doi.org/10.3389/fcomp.2025.1463006
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org


Joshi et al. 10.3389/fcomp.2025.1463006

Bodapati et al. (2021) proposed a Two-Channel Deep Neural

Network (DNN) for BT classification, utilizing transfer learning

with pre-trained CNN models like InceptionResNetV2 and

Xception. Their model benefits from the knowledge learned on

large-scale datasets, improving performance on BT classification

tasks. Additionally, an attention mechanism is used to distinguish

between tumor and non-tumor regions. However, reliance on pre-

trained models can limit the adaptability of the approach to new

data types and may not perform optimally on smaller or less

diverse datasets.

Abd El-Wahab et al. (2023) introduced a Fast CNN for

Multi-class BT Classification (BTC-fCNN) model, focusing on

reducing computational costs and learning time through simplified

architecture and transfer learning. The model uses five-fold cross-

validation to enhance generalization and mitigate overfitting.

Despite these improvements, the simplified architecture may not

capture the intricate features of BTs as effectively as more complex

models, leading to potential accuracy trade-offs.

2.2 Transformer-based models

Ferdous et al. (2023) presented the Linear Complexity Data-

Efficient Image Transformer (LCDEiT) model for BT classification.

This model leverages a vision transformer architecture to address

challenges such as inductive bias and parameter dependency,

which are commonly faced in texture-based image classification.

Additionally, LCDEiT focuses on data efficiency, making it

particularly useful for medical image tasks with limited data.

However, despite its effectiveness in handling complex patterns,

LCDEiT faces challenges related to computational complexity,

making it less suitable for real-time applications.

Wang et al. (2024) introduced the RanMerFormer, a novel

method for BT classification using MRI images. Built on a pre-

trained Vision Transformer (ViT), RanMerFormer incorporates

a token merging algorithm (TMA) to reduce redundant tokens,

improving computational efficiency without sacrificing accuracy.

This approach demonstrates faster processing times, but it may

still require fine-tuning for optimal performance across diverse

datasets, particularly in medical imaging, where the variability of

tumor types is high.

2.3 Hybrid and optimized models

Aboussaleh et al. (2024) proposed a hybrid deep learning

approach for BT segmentation, combining the strengths of 3DU-

Net and V-Net architectures. The 3DUV-NetR+ model integrates

3D convolutional layers and a transformer block, leveraging the

attention mechanism to capture both localized and contextual

information. Although this hybrid model provides significant

improvements in segmentation accuracy, it is computationally

intensive and may be impractical for real-time clinical applications

due to its resource demands.

Aljohani et al. (2024) combined pre-trained CNNs with

meta-heuristic optimization algorithms, specifically the Manta

Ray Foraging Optimization (MRFO) algorithm, to classify BTs

in MRI and X-ray images. This hybrid framework effectively

enhances classification accuracy through optimization of CNN

hyperparameters. However, the reliance on optimization methods

like MRFOmay not generalize well across diverse datasets, limiting

its flexibility in varied clinical settings.

2.4 Transfer learning and machine learning
integration

Deepak and Ameer (2021a) proposed a hybrid model that

combines CNN features with SVM for BT classification. This

model addresses the challenge of limited training data, achieving

improved performance while reducing computational complexity.

The CNN-SVM model outperforms many traditional approaches

by effectively leveraging deep learning and machine learning

techniques, making it promising for applications in medical image

classification. However, it may face limitations when dealing with

larger datasets, where the combination of CNN and SVM could lead

to longer training times and higher computational costs.

Deepak and Ameer (2021b) also introduced a method using

Siamese Neural Networks (SNN) and neighborhood analysis for

BT classification. By extracting features through a 3-layer fully

connected SNN and incorporating neighborhood analysis, this

approach reduces model complexity while improving accuracy.

However, one limitation is the potential for erroneous predictions,

particularly in the classification of grade III tumors, which could

undermine the reliability of the method in more challenging

cases. The summary of the above works is provided in

Table 1.

2.5 Key limitations and research gaps

While these studies demonstrate significant advancements

in BT classification, several key limitations remain. CNN-based

approaches, such as those proposed by Kesav and Jibukumar

(2022) and Bodapati et al. (2021), are efficient in terms of

speed but often fail to capture the diverse and complex

features of BTs. Transformer-based models, such as LCDEiT

and RanMerFormer, provide significant improvements in data

efficiency and computational efficiency, respectively, but still

face challenges with computational demands and real-time

applicability. Hybrid models like 3DUV-NetR+ (Aboussaleh et al.,

2024) and optimization-based approaches (Aljohani et al., 2024)

show promise but are resource-intensive and may struggle with

generalization across diverse datasets. Finally, transfer learning

and machine learning integration, as seen in the CNN-SVM

(Deepak and Ameer, 2021a) and SNN (Deepak and Ameer, 2021b)

approaches, address issues of data scarcity but may fail when faced

with large datasets or complex tumor types.

These limitations highlight the need for more flexible,

computationally efficient methods capable of handling diverse

tumor characteristics while maintaining high accuracy and

generalizability. The proposed methodology addresses the
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TABLE 1 Summary of the related works.

Algorithm
name

Methodology Advantage Disadvantage Comparison with proposed
adaptive deformable attention
PVT and Giotto-TDA

RCNN (Kesav and

Jibukumar, 2022)

Two-channel CNN in RCNN

framework; L2 regularization,

Ten-fold cross-validation.

Enhances feature extraction

quality; reduces overfitting

and validation errors.

Reduced complexity may

limit feature diversity.

The proposed transformer-based approach

capture more complex patterns and

relationships, improving classification

accuracy.

LCDEiT (Ferdous

et al., 2023)

Vision transformer with

external attention,

teacher-student strategy for

data efficiency.

Overcomes inductive bias;

efficient on limited data;

reduces computational

complexity.

Potential challenges in

real-time processing due to

transformer architecture.

The adaptive deformable attention further

reduce computational burden and enhance

feature extraction in medical image diagnosis.

Two-Channel DNN

(Bodapati et al.,

2021)

Transfer learning with

InceptionResNetV2,

Xception; attention

mechanism for tumor region

differentiation.

Uses pre-trained models and

improves classification

accuracy and generalization.

Reliance on pre-trained

models might limit

adaptability to new data

types.

It can better handle diverse data without

relying on pre-trained models, offering

enhanced adaptability and accuracy in

complex scenarios.

CNN-SVM

(Deepak and

Ameer, 2021a)

Combines CNN with SVM to

handle limited training data

effectively.

Reduces computational

complexity; higher

classification accuracy on

small datasets.

SVM’s effectiveness may

diminish with larger, more

complex datasets.

Integrating attention mechanisms, surpass

CNN-SVM in handling larger datasets with

higher complexity, providing better

scalability and performance.

SNN with

Neighborhood

Analysis (Deepak

and Ameer, 2021b)

Uses Siamese Neural Network

and neighborhood analysis for

feature extraction and

classification.

Reduces model complexity;

enhances classification

accuracy.

Potential erroneous

predictions for specific

tumor grades.

The model’s deformable attention offer more

precise feature extraction, reducing

erroneous predictions, particularly in

challenging cases.

BTC-fCNN (Abd

El-Wahab et al.,

2023)

Fast CNN with transfer

learning, five-fold

cross-validation, average

pooling layer.

Reduces computational cost

and learning time; mitigates

overfitting.

Limited ability to capture

complex features.

The use of transformers and deformable

attention might offer more comprehensive

feature capture, improving classification in

complex medical images.

3DUV-NetR+

(Aboussaleh et al.,

2024)

3DU-Net and V-Net hybrid

with 3D convolutional layers

and Transformer blocks for

segmentation.

Captures both localized and

contextual information

effectively; models long-range

dependencies.

High computational

complexity and

resource-intensive.

The adaptive approach potentially offer a

more efficient alternative with similar or

improved accuracy, particularly in handling

long-range dependencies with less

computational overhead.

CNN+MRFO

(Aljohani et al.,

2024)

Combines pre-trained CNN

models with Manta Ray

Foraging Optimization

algorithm for classification.

Optimizes CNN and TL

hyperparameters, enhancing

model performance on X-ray

and MRI datasets.

Dependency on the

optimization algorithm may

limit generalization to

diverse datasets.

It surpass the performance by not being

overly dependent on optimization

algorithms, instead relying on adaptive

attention mechanisms for improved

classification across different types of medical

imaging datasets.

RanMerFormer

(Wang et al., 2024)

ViT-based backbone with a

token merging algorithm

(TMA) and Random Vector

Functional-Link (RVFL)

classification head.

Efficient processing with

state-of-the-art classification

performance; fast training

times.

May require fine-tuning of

token merging parameters

for optimal performance.

It provides additional adaptability and

precision through deformable attention,

offering potentially better performance on

complex and diverse medical imaging

datasets.

limitations and research gaps identified in existing BT classification

approaches by combining the adaptive deformable attention PVT

with Giotto-TDA. While CNN-based models struggle to capture

complex tumor features and transformer-based models face

challenges in computational demands, the adaptive deformable

attention mechanism in PVT allows dynamic adjustment of

receptive fields, efficiently capturing both local and global

features. This enhances feature extraction without overburdening

computational resources. Additionally, by integrating TDA

through Giotto-TDA, the methodology incorporates topological

features, offering a deeper understanding of tumor structures that

traditional methods overlook. This combination of computational

efficiency, feature complexity, and the ability to handle diverse

tumor characteristics directly addresses the gaps in real-time

applicability, generalization, and adaptability, making the proposed

system a more robust and efficient solution for BT classification.

3 Proposed BT classification
framework using pyramid vision
transformer with deformable attention
and Giotto-TDA

This research work proposes a novel methodology for

robust BT classification by seamlessly integrating the strengths

of PVT with adaptive deformable attention and TDA. In

the data pre-processing phase, the images from the Figshare

BT dataset go through essential process, including noise

reduction, image enhancement through histogram equalization

and contrast stretching, resizing, normalization, and data splitting.

Subsequently, the PVT with an adaptive deformable attention

mechanism is employed for feature extraction. The architecture

of the proposed PVT with an adaptive deformable attention
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mechanism and Giotto-TDA for BT classification is presented in

Figure 1.

This approach combines patch-based processing and global

contextual understanding, allowing dynamic adjustment of

receptive fields for focused exploration of informative regions.

The system also integrates TDA using Giotto-TDA, transforming

pre-processed BT images into point clouds to capture spatial

relationships. The proposed deformable attention mechanism

involves adaptive sampling and hierarchical dynamic position

embeddings, enhancing the model’s ability to attend to contextually

relevant positions. The extracted features, both deep and

topological, undergo fusion for a comprehensive representation.

Finally, a Random Forest classifier facilitates accurate classification

of glioma, meningioma, and pituitary tumors. This integrative

system showcases a synergistic approach, leveraging both deep

learning and topological insights for improved BT classification.

3.1 Data pre-processing

In this step, the images from BT dataset are prepared for

subsequent analysis, ensuring that it is in a suitable format and

quality for machine learning and image analysis tasks.

Here, we denote the BT dataset as D, where D = {X,Y}. In

this, X is a set of medical images X = {x1, x2, x3, ...xn}, where xi
represents an individual medical image. Y is the corresponding

labels indicating the presence or absence of the BT such that

Y =
{

y1, y2, y3, ...yn
}

where yi is the label of the i-th image
(

yi ∈ {0, 1}
)

for binary classification. To begin with, the dataset

from Figshare is first prepared by applying noise reduction

techniques such as Gaussian filtering (Bharati et al., 2021) to ensure

high-quality images.

Augmentation techniques are crucial for improving model

generalization and handling potential class imbalances. Various

transformations, such as rotation, flipping, scaling, and cropping,

are applied to simulate different imaging conditions and increase

the dataset’s diversity. Additionally, contrast adjustments and

resolution enhancements are used to standardize the images

and highlight key features relevant to tumor classification. To

stabilize the training process, images are normalized. Histogram

equalization (Cenggoro and Pardamean, 2023) is applied to adjust

the contrast and ensure consistent pixel intensity distribution

across the dataset, which helps the model learn more effectively

from the images. Once the images are pre-processed, they are split

into training, validation, and test sets. This ensures that the model

is exposed to a wide range of data scenarios, enabling robust, and

reliable classification performance.

3.2 Pyramid vision transformer with
deformable attention feature extraction

The proposed framework builds on established methods while

introducing several key innovations that enhance performance in

BT classification. While the PVT architecture (Wang et al., 2021)

and deformable attentionmechanisms (Xia et al., 2022) are inspired

by prior works, this study adapts and extends them through

novel contributions tailored to the unique challenges of medical

image analysis. Specifically, we introduce an adaptive deformable

attention mechanism that dynamically adjusts receptive fields

based on tumor complexity, improving the focus on critical

regions within MRI images. Unlike traditional methods with fixed

downsampling factors, our framework incorporates an adaptive

sampling rate with hierarchical dynamic position embeddings,

enabling context-aware feature extraction at multiple scales.

Additionally, the offset group mechanism partitions feature

channels into specialized groups, enhancing diversity in deformed

feature representations and ensuring robust feature learning.

Furthermore, we propose a hierarchical deformable attention

feature integration strategy, combining local and global contexts

across scales for more comprehensive feature representation.

These innovations are complemented by a refined adaptive

bilinear interpolation function, which introduces a learnable

parameter to modulate interpolation importance based on

input features. Together, these contributions distinguish the

proposed framework from existing methods, offering significant

advancements in adaptive feature extraction and classification

accuracy for BT analysis.

In this step, we utilize the PVT augmented with a Deformable

Attention mechanism to extract discriminative features from

pre-processed BT images. The PVT architecture, known for its

patch-based processing and global contextual understanding, is

enhanced by deformable attention, which dynamically adjusts

receptive fields to focus on informative regions within the image.

This approach enables the model to capture a diverse set of

deep features essential for differentiating gliomas, meningiomas,

and pituitary tumors. These features include image intensity,

texture, shape, size, location, enhancement patterns, DTI features

such as FA and MD, and radiomics features. Gliomas, with

their high water content, appear hyperintense on T2-weighted

MRI images, whereas meningiomas are typically isointense or

slightly hypointense. Irregular tumor shapes and locations, such

as gliomas being found anywhere in the brain, meningiomas

near the meninges, and pituitary tumors at the base of the

brain, further distinguish the tumor types. Gliomas often show

gadolinium enhancement, while meningiomas may not, and

pituitary tumors typically do not enhance. DTI features also

play a critical role, as gliomas typically display lower FA and

higher MD, meningiomas show higher FA and lower MD, and

pituitary tumors exhibit varying FA and MD. The deformable

attention mechanism, with adaptive sampling and hierarchical

dynamic position embeddings, enables the model to focus on

relevant regions and better fuse features, improving the model’s

ability to classify complex tumor types with higher accuracy. The

Gadolinium contrast and DTI features in an MRI image is depicted

in Figure 2.

3.2.1 Step 1: Adaptive deformable attention
module

This mechanism allows the model to dynamically adjust its

focus on different regions of the MRI images based on the tumor’s

complex structure. This adaptability enhances feature extraction

and improves classification accuracy.
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FIGURE 1

Proposed framework for BT classification using adaptive deformable attention PVT and Giotto-TDA.

FIGURE 2

Gadolinium contrast and DTI features in an MRI image.

In this step, the image x is denoted as 2D tensor with

dimensions L × W × N, where, L is the height, W denotes the

width and the number of channels is N. Here, the dimension of

the patches is P × P × N, and P is the patch size. To this, the linear

embedding and flattening are done to extract the flattened feature

map x ∈ R
O×N . For this, the formulation of MHA block is, done
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using the projection matrices of query Mq, key Mk, value Mv and

concatenatedMo for x such that,

Qu = x×Mq, ky = x×Mk.va = x×Mv (1)

Out =
(

Out(1), ....,Out(M)
)

⊙M0 (2)

In this Equation (2), specifies the output obtained by

concatenating all the heads.

For the feature map, x ∈ R
L×W×N , grid points g ∈ R

Lg2×Wg2×2

are generated uniformly as references. The grid size is adaptively

determined based on the size of x, where Lg = L
k
and Wg = W

k
.

Reference points are linearly spaced 2D coordinates normalized

to the range [−1,+1], indicating the top-left and bottom-right

corners. The query tokens are obtained by linearly projecting the

featuremapsQu = x×Mq. These query tokens are passed through a

lightweight sub-network ϕoffs (.) to generate offsets 1t = offs (Qu).

To introduce adaptability, the scaling factor s (x) is dynamically

determined based on the input features, such that,

1t = tanh
(

offs (Qu)
)

− s (x) . tanh
(

offs (Qu)
)

(3)

3.2.2 Step 2: Adaptive feature sampling
In this step, we introduce adaptive feature sampling in the

context of the Adaptive Deformable Attention module. The goal

is to dynamically adjust the sampling of features based on

learned offsets and input features. This mechanism enhances the

flexibility of the attention module to capture complex patterns in

the data. Adaptive sampling occurs at key and value locations,

corresponding to deformed points and considering offsets from

the lightweight sub-network. This dynamic sampling mechanism

enables the attention module to concentrate on pertinent areas

within the input feature map. While conventional deformable

attention often employs a fixed downsampling factor
(

k
)

, our

approach introduces adaptability in determining this factor based

on the input image size. However, for enhanced adaptability, we

introduce a learnable parameter to dynamically determine the

downsampling factor based on the input image size. The adaptive

downsampling parameter is calculated as,

kadaptive = k× f (x) (4)

Here, f (x) is the function that takes into account of the features

of x into account to dynamically adjust the downsampling factor.

Using this the sampling is done at the adaptively deformed points

ofMk andMv. Thus, the deformed results are,

∼

ky = kadaptive ×Mk,
∼
va = kadaptive ×Mv (5)

To guarantee differentiability, the sampling function ∂ (, ; .) is

configured as a bilinear interpolation. However, for adaptability,

we introduce an additional parameter, that dynamically determines

the importance of the interpolation. The refined adaptive bilinear

interpolation function is expressed as,

∂
(

y; (tu, tv)
)

=
∑

(tu ,tv)

w (x).x (tu, tu) .x (tv, tv) .y [rv, ru, :] (6)

In this, w (x) is a function that adapts based on the input

features x, x (u, v) = max (0, 1− |u− v|) is the bi-linear

interpolation function. rv, ru, indicates all locations on x ∈

R
L×W×N . The formulation of the attention head’s output Y (s) is

expressed as follows.

The output of the attention head is formulated as,

Y (s) = ς

(

Qu (s)
∼

k (s) ≥ td + δ
(

D∼;R
)

.v∼ (s)

)

(7)

In this, D∼ is an adapted position embedding. δ (D∼;R),

corresponds to the adaptive bilinear interpolation.

3.2.3 Step 3: O�set generation
To improve the recognition of local features and acquire

meaningful offsets, the sub-network responsible for offset

generation incorporates two convolution modules and a non-

linear activation function. Here, we apply a 7 × 7 depth wise

convolution to the input features, capturing local information

effectively. Then, the GELU activation function is introduced for

non-linearity and capture complex patterns in the local features. In

this step, a 2 × 2 convolution is utilized to derive 2D offsets from

the processed local features. To eliminate bias-induced shifts for

all locations, the bias term in the 2 × 2 convolution is excluded,

ensuring more controlled and accurate offset generation. The

feature extraction using adaptive deformable attention is presented

in Figure 3.

3.2.4 Step 4: O�set groups
To enhance diversity among deformed points, a mechanism

for splitting feature channels into P groups is implemented. This

innovative strategy allows for specialized processing within each

group, ensuring that distinct characteristics are captured, thus

enriching the representation of the feature space. Within the Offset

Groups framework, each feature group benefits from a shared

sub-network responsible for generating corresponding offsets. By

sharing this sub-network, we enable consistent and coherent

learning within each group, fostering the extraction of specific

features and patterns relevant to the assigned deformed keys and

values. An essential element in the design of our model entails

setting the head number (s) for the attention module. Here, (s) is

a multiple of the offset group’s size P. This intentional modification

efficiently assigns multiple attention heads to each group of

deformed keys and values, optimizing the overall performance.

3.2.5 Step 5: Hierarchical deformable attention
feature integration

This is the last step in PVT, in which the local context lc (s)

and global context gc (s) information of the features are extracted

at different scales s. These deformable attentions at multiple scales

are integrated to achieve the final deep feature map.
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FIGURE 3

Feature extraction using PVT with adaptive deformable attention.

FPVT =

s
∑

S=1

dA
(

gc (s) ⊕ lc (s)
)

(8)

3.3 Converting images to point clouds

Simultaneously, we transform the preprocessed BT images into

point clouds using the ImageToPointCloud method from Giotto-

TDA (Garin and Tauzin, 2019) a critical step for integrating

TDA into BT analysis. This transformation preserves the spatial

relationships between pixels, representing them as points in

a cloud, with each point encapsulating the two-dimensional

spatial information of the original image. This geometric

representation is essential for subsequent TDA operations, such

as computing persistent homology, which uncovers topological

features like connected components, loops, and voids-elements

often overlooked by traditional image analysis techniques. By using

Giotto-TDA to convertMRI images into point clouds and analyzing

their topological properties, this approach provides understanding

of the complex structural characteristics of tumors, significantly

enhancing the diagnostic process.

The novel contribution here lies in the use of Giotto-TDA

to transform MRI images of BTs into point clouds, enabling the

computation of persistent homology. This approach goes beyond

traditional image analysis methods by capturing topological

features such as connected components, loops, and voids-that

are often overlooked by conventional techniques. By representing

the image as a point cloud and applying TDA, this method

uncovers deeper insights into the complex structural characteristics

of tumors, offering a richer, more nuanced understanding of their

underlying topology. This transformation provides a new way

to explore and analyze the spatial complexities of BT images,

significantly enhancing the diagnostic process.

The starting point is the preprocessed BT image x, which is a

two-dimensional array representing the distribution of brightness

values across the image. The ImageToPointCloud method is

applied to each pixel of the image. This method converts the pixel’s

spatial coordinates (m, n) into a point pi in a point cloud. The result

is a collection of points forming a point cloud P =
{

p1, p2, p3, ..pn
}

.

Each point in the point cloud corresponds to a pixel in the original

image. The point cloud encapsulates the spatial information of

the image in a geometric representation of pi = (m, n). The

ImageToPointCloud method is captured by the function F, which

maps each pixel of the image to a point in the point cloud such that

P = F (x ).

3.4 Computing persistent homology

The Vietoris-Rips filtration is a key method in persistent

homology, used to analyze the topological features of point

clouds across different spatial scales. By constructing simplicial

complexes at each scale, it captures the evolution of connected
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components, loops, and voids. The resulting sequence of complexes

reveals persistent topological features, such as enduring connected

components and loops, which offer insights into the underlying

structure of the data. Persistence diagrams, derived from this

filtration, provide a detailed representation of the data’s persistent

homological characteristics, aiding in the understanding of its

topological landscape.

Once the point cloud representations (P) of the images are

obtained, the subsequent step involves computing the persistent

homology. This is achieved by applying the modified form of

the Vietoris-Rips filtration technique (Garin and Tauzin, 2019)

which captures topological features at various spatial scales. The

process begins with various filtrations, including voxel value,

height, radial, and density filtrations. Features are then extracted

using methods such as Betti curves, persistence landscapes, heat

kernel, Wasserstein amplitude, Bottleneck distance, and persistent

entropy. Normalization ensures consistency in the amplitude of

diagrams, and feature selection is performed using the random

forest algorithm, considering feature importance and correlation.

The final set of uncorrelated features is obtained for subsequent

machine learning applications.

At first, the voxel values are used directly as a filtration.

Using voxel values directly allows the incorporation of the

image’s inherent structure as a filtration, providing a foundational

representation for topological analysis. Let Vvoxel be the set of

voxel values.

Vfilter =

{

Vvoxel, if Vvoxel ≻ tv
0, otherwise

(9)

Here, tv is the threshold value for voxel filtration.

Height and radial filtrations capture information about the

geometric structure of the image from different perspectives. For

height filtration, various directions and centers cover possible

directions uniformly. For each direction (θi) and center (ci), the

height filtration is computed as VR
(

P
(i)
height

; r
)

, where P
(i)
height

is the

point cloud representing the height filtration for the i-th direction

and center. The filtration parameter r represents the scale.

VR
(

P
(i)
height

; r
)

⊆ VR
(

P
(i)
height

; r
′
)

forr ≤ r
′

(10)

For radial filtration, filtration is applied in each direction
(

φj

)

and center
(

cj
)

thus,

VR
(

P
(i)
radial

; r
)

⊆ VR
(

P
(i)
radial

; r
′
)

forr ≤ r
′

(11)

The radial filtration captures topological features related to

the radial structure of the image, providing a distinct perspective

from height filtration. This representation emphasizes the radial

nature of the filtration process, focusing on emanating from

different radial directions and centers to comprehensively analyze

the geometric characteristics of the image.

Subsequently, density filtration is carried out. In the context of

a specified radius parameter r, the adapted density filtration De

(

p
)

allocates a value to each point within the point cloud, considering

the count of neighbors within a defined distance. Using the L-1

norm, the equation is defined as,

De

(

p
)

: = #
{

q ∈ P
∥

∥p− q
∥

∥

1
≤ r

}

(12)

here, De

(

p
)

is the modified density value assigned to point p in

the point cloud. # denotes the count of point in the set, q represents

a point in the point cloud P.
∥

∥p− q
∥

∥

1
is the L1-norm, representing

the distance between point p and q. Given a point cloud P the

Vietoris-Rips filtration at a scale r, denoted asVR (P; r) constructs a

sequence of simplicial complexes capturing the topological features

at different scales. The Vietoris-Rips complex at scale r includes a

simplex if and only if all its vertices have pairwise distances ≤r.

VR (P; r) =
{

σ ⊆ P|∀p, q,
∥

∥p− q
∥

∥ ≤ r
}

(13)

Here, σ represents a simplex in the complex.
∥

∥p− q
∥

∥, denotes

the distance between point p and q. According to Equation (13),

the persistence diagram D provides a record of the emergence and

cessation of topological features, including connected components

(dimension 0) and 1-cycles (dimension 1). The persistence diagram

is a set of points
(

bi, di
)

representing the birth bi and di of each

topological feature such that,

D =
{(

bi, di
)}

(14)

From this, the Betti curves are computed (Garin and Tauzin,

2019), and then the persistence landscape λk :R → 0, 1) of a

barcode
{(

bi, di
)}

n
i=1 with standard deviation σ is computed as,

λk = mn
i=1

{

min
(

0, x− bi
)

+min
(

0, di − x
)}

(15)

The heat kernel of the persistence diagram D =
{(

bi, di
)}

n
i=1

with standard deviation σ is computed as,

Hσ

(

x, y
)

=

n
∑

i=1

exp

(

−

(

x− bi
)2

+
(

y− di
)2

2σ 2

)

(16)

TheWasserstein amplitude of order p for a persistence diagram

is calculated as the Lp norm of point distances to the diagonal:

Aw =

(

n
∑

i=1

∣

∣di − bi
∣

∣

p

)
1
p

(17)

The bottleneck distance for a persistence diagram D1 =
{(

bi, di
)}

n1
i=1 and D2 =

{(

bi, di
)}

n2
i=1 is given by,

AB = sup
∣

∣d1i − b2i
∣

∣ (18)

The persistent entropy for persistence diagram is computed as,

PE (D) =

n
∑

(di−bi)
∑

i=1

(

di − bi
)

log (19)
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Consider D as the initial persistence diagram, and let ABmax

represent the amplitude with maximum observed bottleneck across

the diagrams acquired through identical filtrations for all images.

The normalized diagram Dnormalized is obtained by rescaling each

point
(

b, d
)

in D by the maximal bottleneck amplitude,

Dnormalized =

{(

b

ABmax
d

ABmax

)}

(20)

This operation ensures that the amplitudes of persistence

diagrams are consistent across different images and filtrations,

allowing for meaningful comparisons. The random forest

algorithm is used to assign importance scores to each feature.

Let F denote the collection of all features, and I represent the

indices associated with the selected features based on their

assigned importance scores. The feature selection process can be

represented as:

Fs =
{

fi ∈ F|i ∈ I
}

(21)

The set Fs contains the selected features based on their

importance from Equations (9)–(20), as determined by the random

forest algorithm. To check for correlation among features and

select only uncorrelated features, the Pearson correlation matrix

(Rahadian et al., 2023) is utilized. The process of selecting the final

set of features FTDA based on correlation is represented as follows.

FTDA =
{

fi ∈ Fs|ρ
(

fi, fj
)

≺ threshold, ∀fj ∈ Fs, j 6= i
}

(22)

Here, ρ
(

fi, fj
)

represents the Pearson correlation coefficient

between features fi and fj and the threshold is a predefined value

to determine the maximum allowed correlation. The final set

FTDA includes only those features that are uncorrelated within the

specified threshold.

3.5 Feature fusion

Feature fusion involves combining features from different

sources to provide a more comprehensive representation for

downstream tasks. Here, we combine the deep features obtained

from adaptive deformable attention PVT in Equation (8) with the

final feature set obtained by Giotta-TDA in Equation (22). The

resultant fused feature is represented as,

Ffused = FPVT ⊙ FTDA (23)

Ffused =

(

s
∑

S=1

dA
(

gc (s) ⊕ lc (s)
)

)

⊙
(

fi ∈ Fs|ρ
(

fi, fj
)

≺ threshold,

∀fj ∈ Fs, j 6= i
)

(24)

A novel contribution is the innovative fusion of deep features

extracted by the PVT with topological insights derived from TDA.

This dual feature integration leverages both the discriminative

power of the adaptive deformable attention mechanism in PVT

and the topological representations captured by Giotto-TDA,

resulting in a more holistic and comprehensive feature set for

BT classification. By combining these complementary feature

sources, the proposed framework enhances the robustness and

accuracy of the classification system, enabling the model to capture

both fine-grained local image details and the global topological

structure of the tumor, leading to more precise and reliable

diagnostic outcomes.

3.6 BT classification

The classification of BT images into different types (glioma,

meningioma, and pituitary) using a Random Forest classifier

involves training the model on the extracted features Ffused and

then predicting the class labels. The corresponding class labels

is denoted as y in which y can take a value in the set (glioma,

meningioma, pituitary). Assuming that the training dataset with

N samples, the training process involves fitting a random forest

classifier into Ffused. For training, consider Ffused−train is the set of

fused features for training and ytrain is the corresponding set of

class labels. Here, the feature-matrix xtrain is formed by stacking the

feature vectors row-wise.

xtrain =











f
(1)
1 f

(1)
2 ... f

(1)
m

f
(2)
1 f

(1)
2 ... f

(2)
m

... ... ... ...

f
(N)
1 f

(N)
2 ... f

(N)
m











(25)

Here, f
(j)
i represents the i-th feature of the j-th sample. The

vector ytrain represents the class label for each sample.

ytrain =
[

y(1), y(2), y(3)
]

(26)

Each y(i) can take one of three values:

y(1) = glioma: Denotes that the o-th sample is classified as

belonging to the glioma class.

y(2) =meningioma: Denotes that the o-th sample is classified as

belonging to the meningioma class.

y(3) = pituitary: Denotes that the o-th sample is classified as

belonging to the pituitary class.

The rfc.fit method trains the Random Forest model using the

provided training data. Therefore,

rfctrain = rfc.fit
(

xtrain, ytrain
)

(27)

During the training process, the Random Forest algorithm

builds multiple decision trees using different subsets of the training

data and features. These decision trees are then combined to make

predictions. After training, the trained model is used to predict

the class labels for a new set of fused features Ffused<uscore>test .
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Here, the feature-matrix xtest is formed by stacking the feature

vectors row-wise.

xtest =











f
(1)
1 f

(1)
2 ... f

(1)
m

f
(2)
1 f

(1)
2 ... f

(2)
m

... ... ... ...

f
(K)
1 f

(K)
2 ... f

(K)
m











(28)

Here, K denotes the quantity of samples in the test set. Finally,

the BT is predicted using the rfc.predict

Ypred = rfc.predict (xtest) (29)

Following this stage, the Random Forest model is prepared to

make predictions on novel, unseen data, utilizing the collective

insights derived from its individual decision trees. This integrative

framework enhances understanding and diagnosis of BTs, offering

a valuable contribution to medical image analysis.

4 Results

The Section 4 encompasses a comprehensive strategy to

evaluate the proposed methodology’s efficacy in BT classification.

The BT dataset serves as the foundation for experimentation,

with details provided to elucidate the nature and characteristics

of the images involved. To assess the system’s performance, a

set of carefully chosen metrics is employed, reflecting various

aspects of classification accuracy and robustness. Simulated

outcomes are generated based on the proposed methodology, and

these outcomes undergo rigorous performance assessment against

ground truth labels.

4.1 Experimental settings

The experiment was successfully conducted on a computer

system equipped with 32 GB RAM and an Intel Xeon CPU E3-

1245-v6 @3.70GHz. The simulations were conducted using the

Jupyter notebook, a popular open-source web application that

allows for the creation and sharing of documents containing live

code, equations, visualizations, and narrative text.

4.2 Dataset description

The BT images are collected from the Figshare database

(Athisayamani et al., 2023), and the authors in Cheng (2017) and

Cheng et al. (2015) used the Figshare dataset in their research.

The author in Cheng et al. (2016) also used same dataset in their

research. Figshare serves as a valuable repository for BT datasets,

facilitating research in machine learning and related fields. The

Brain MRI Dataset stands out with its extensive collection of

over 7,000 human brain MRI images, categorized into glioma,

meningioma, no tumor, and pituitary classes. This dataset offers a

robust foundation for training machine learning models focused

on BT classification. Additionally, the BT Dataset on Figshare

provides over 3,000 T1-weighted contrast-enhanced images of

BTs. These images are classified into glioma, meningioma, and

pituitary categories.

In this paper, we applied a four-fold image augmentation

process to increase the variability of the dataset and improve

the model’s robustness and generalization capabilities. This

augmentation includes transformations such as rotation, flipping,

scaling, and cropping, effectively generating four different versions

of each image. With this four-fold augmentation, the Brain MRI

Dataset increases from over 7,000 images to ∼28,000 augmented

images, and the BT Dataset grows from over 3,000 to around

12,000 images. These expanded datasets are split into training,

validation, and test sets to ensure that the model encounters a

variety of data during training. This comprehensive augmentation

not only improves model accuracy but also strengthens its ability

to generalize, making it more effective in classifying BTs in diverse

clinical scenarios.

4.3 Metrics used

The different metrics used to evaluate the performance of the

BT classification is listed as follows.

Accuracy: It measures the overall correctness of the

classification by computing the ratio of correctly classified

instances to the total number of instances.

Accuracy =
TP + TN

TP + TN + FP + FN
(30)

Precision (positive predictive value): It explains how the model

works when it predicts a BT (positive class).

Precision =
TP

TP + FP
(31)

Recall (sensitivity or true positive rate): It helps evaluates

identification of actual cases of BTs by the model.

Recall =
TP

TP + FN
(32)

F1-score: It provides a balanced measure of a model’s

performance in binary classification tasks.

F1− score =
2× Precision× Recall

Precision+ Recall
(33)

AUC-ROC: It quantifies the model’s ability to distinguish

between classes (e.g., glioma, meningioma, pituitary tumor)

based on predicted probabilities.

Logarithmic loss (LogLoss): It evaluates how the model

predicts the probabilities of glioma, meningioma, and pituitary

tumor classes.

LogLoss = −
1

N

N
∑

i=1

C
∑

j=1

yi,j log
(

pi,j
)

(34)

Balanced accuracy: It accounts for the imbalanced distribution

of classes by averaging the recall of each class.

Balancedaccuracy =
1

C

N
∑

i=1

TPj

TPj + FNj
(35)
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Specificity: It measures the proportion of actual negative cases

that are correctly identified as negative.

Specificity =
TN

TN + FP
(36)

Inference time: It refers to the time taken by the model to make

a prediction for a single input instance during the testing phase,

after the model has been trained.

Inferencetime =
Tsample

Nsample
(37)

Execution time: It refers to the total time required to complete

the entire process of running the model, including loading the

model, preprocessing the input, making predictions (inference),

and any post-processing needed to output the result.

Executiontime = tpre + tin + tpost (38)

4.4 Simulated results

In the depicted Figure 4, a comprehensive representation of

the pre-processing stages is showcased through a sequence of

Figures 4a–c, each corresponding to a distinct BT case. The

initial input Image reflects the raw state of the medical images

before any processing. The subsequent Gaussian filtered image

demonstrates the efficacy of Gaussian filtering, a step crucial for

noise reduction and the elimination of unwanted variations in the

images. Following this, the enhanced image illustrates the outcomes

of histogram equalization and contrast stretching, emphasizing

the improved visual quality and clarity of critical features. The

final contrast stretched output image presents the refined result

after contrast stretching, further enhancing image contrast for

effective feature extraction. This progression highlights the success

of the proposed pre-processing steps in preparing the BT images

for advanced analysis, including feature extraction using PVT

and TDA.

The presented Figure 5 provides a details of the advanced

stages of the proposed methodology for BT classification,

specifically focusing on images enhanced with gadolinium

contrast and incorporating DTI features. The image with

gadolinium contrast and DTI features encapsulates crucial

diagnostic information, showcasing the distinctive enhancement

achieved through gadolinium contrast, a hallmark of certain

BT types. This enhancement aids in emphasizing specific

characteristics, such as increased vascularity crucial for accurate

classification. Additionally, the incorporation of DTI features,

including FA and MD, further enriches the feature set. These

features play a pivotal role in capturing nuances related to

tissue microstructure and water diffusion within the brain. The

normalized output complements this by illustrating the refined and

standardized representation of these enhanced features, ensuring

consistency and facilitating robust feature extraction.

Figure 6 illustrates the partitioning of the enhanced and

preprocessed BT images into smaller patches. This process involves

the systematic partitioning of the preprocessed BT images into

smaller patches, each serving as a localized input for subsequent

analysis. The use of patches is a strategic approach, aligning

with the PVT architecture employed in the methodology. By

breaking down the images into smaller, manageable units, the

PVT model can efficiently process and extract discriminative

features from distinct regions. This patch-based strategy allows for

a more nuanced understanding of the intricate details within the

BT images, capturing variations in intensity, texture, and spatial

relationships. The patched image output signifies the amalgamation

of these localized inputs, forming a comprehensive representation

that preserves both global and local contextual information. This

approach, coupled with advanced feature extraction techniques,

contributes to the robustness and efficacy of the overall BT

classification system.

Figure 7 depicts the transformation of preprocessed BT images

into point clouds at two scale factors (1 and 2). This step is integral

to the application of TDA using the Giotto-TDA framework.

In the context of TDA, converting the preprocessed BT images

into point clouds is paramount for capturing and analyzing their

topological features. The images are transformed into point clouds

using the ImageToPointCloud method, where each pixel’s spatial

coordinates are mapped to points in a cloud. The point-to-scale

conversion depicted in the figure represents the adaptation of

spatial features at different scales, a crucial aspect of understanding

the hierarchical and persistent topological structures inherent in the

BT data. At scale factors 1 and 2, the conversion process unveils the

nuanced spatial relationships between points, contributing to the

subsequent computation of persistent homology. This step enriches

the representation of the BT images in a format conducive to

extracting meaningful topological insights, ultimately enhancing

the sophistication and accuracy of the classification system.

Figure 8 presents a 3D scatter plot mapping image intensity

values to pixel coordinates. This step is integral to the feature

extraction process, specifically focusing on the spatial distribution

of image intensities across the pixel coordinates. In the proposed

methodology, the extraction of discriminative features involves

a comprehensive analysis of various aspects, including image

intensity, texture, shape, and size. The 3D scatter plot provides

a visual representation of the variation in image intensity values

across different pixel positions, contributing to the understanding

of the spatial characteristics inherent in the BT images. The

distribution of image intensities in a 3D space allows for the

identification of patterns and trends that might be indicative

of different tumors. This information, captured through the

scatter plot, serves as a foundational element in the subsequent

stages of feature fusion and classification. By comprehensively

examining the spatial relationships of image intensities, the

proposed methodology leverages this data-driven approach to

enhance the classification accuracy, ultimately leading to more

informed and reliable predictions of BT types based on their unique

spatial characteristics.

The Figure 9 displaying the persistence diagram representation

for the three input images encapsulates a crucial step in the

proposed BT classification methodology. This method integrates

TDA through Giotto-TDA, transforming preprocessed BT

images into point clouds and subsequently computing persistent

homology. The persistence diagram is a visual representation of

the topological features revealed by the Vietoris-Rips filtration
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FIGURE 4

Pre-processing stages for di�erent inputs. (a) Glioma. (b) Meningioma. (c) Pituitary.

technique at various spatial scales. Here, each point in the

persistence diagram represents the birth and death of a topological

feature, revealing the persistent properties of the BT data at

various sizes. Connected components (dimension 0) and 1-cycles

(dimension 1) are represented, offering insights into the complex

spatial relationships present in the BT images. The persistent

homology computation allows the methodology to capture

essential topological information, contributing to a nuanced

understanding of the structural and spatial aspects of the BT data.

By incorporating persistent homology, the proposed methodology

not only considers traditional image features but also explores

the inherent topological features that might be indicative of

specific tumor types. This enriched representation enhances the

discriminative power of the model, leading to more robust and

accurate classification results.

The presented Figure 10 portraying the glioma, meningioma,

and pituitary BT classification images is a direct outcome

of the comprehensive BT classification methodology proposed

earlier. This methodology incorporates advanced techniques,

including PVT with adaptive deformable attention and TDA

through Giotto-TDA. The categorized images in the classification

showcase the models proficiency in distinguishing and classifying

various BT types using a wide range of intricate features.

The PVT with adaptive deformable attention plays a pivotal

role in extracting discriminative features from preprocessed BT

images, combining the strengths of CNNs and Transformer

models. Moreover, the integration of TDA through Giotto-

TDA adds a layer of sophistication to the classification process.

By transforming preprocessed BT images into point clouds

and computing persistent homology, the methodology captures
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FIGURE 5

Feature extraction and normalization.

essential spatial relationships and topological features inherent

in the data. This nuanced understanding contributes to the

accurate and nuanced classification of BTs. The classification

images presented in the figure are the visual manifestation of

the model’s ability to distinguish between different tumor types,

showcasing the effectiveness of the proposed methodology. The

enriched representation, encompassing both traditional image

features and topological insights, results in a more informed and

precise classification, crucial for advancing medical image analysis

in the context of BT diagnosis.

4.5 Performance evaluation

The performance comparison is done for the different methods

like RCNN (Kesav and Jibukumar, 2022), LCDEiT (Ferdous et al.,

2023), two channel DNN (Bodapati et al., 2021), CNN+SVM

(Deepak and Ameer, 2021a), SNN (Deepak and Ameer, 2021b),

BTC-FCNN (Abd El-Wahab et al., 2023), and proposed method.

The Table 2 presents a comprehensive comparison of performance

metrics for various BT classification methods, including PDCNN,

RCNN, LCDEiT, Two channel DNN, CNN+SVM, SNN, BTC-

FCNN, RanMerFormer, and the proposed approach. Each method

is evaluated based on accuracy, precision, recall and F1-score.

The proposed methodology achieves exceptional performance in

BT classification due to several key innovations. The PVT with

deformable attention dynamically focuses on relevant regions

of MRI images, enhancing feature extraction. Adaptive feature

sampling and TDA capture complex patterns and uncover

topological features, providing richer insights into tumor structure.

Additionally, the fusion of deep features from PVTwith topological

features from TDA improves model robustness. The use of a

Random Forest classifier ensures reliable predictions, resulting in

superior accuracy (99.2%), precision (98.9%), recall (99.35%), and

F1-score (99.12%) compared to other methods.

The PVT+TDAmethodology achieves results with an accuracy

of 99.2%, marginally outperforming RanMerFormer. While the

differences in precision, recall, and F1-score are within a

margin of error, the proposed framework introduces novel

contributions such as the integration of topological features using

TDA and adaptive deformable attention mechanisms within the
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FIGURE 6

Patched images. (a) Patches extracted on Glioma. (b) Patches extracted on Meningioma. (c) Patches extracted on Pituitary.

PVT architecture. These innovations enhance interpretability and

robustness, providing a unique advantage despite closely matched

performance metrics.

The proposed method has the highest accuracy at 99.2%

and holds a high score in precision (98.9%), recall (99.35%),

and F1 score (99.12%) as well, showing robustness and better

performance. LCDEiT (Ferdous et al., 2023) achieved an accuracy

of 98.98% and balanced precision (98.07%), recall (98.60%), and

F1 scores (98.34%). RCNN (Kesav and Jibukumar, 2022) achieves

an accuracy at 98.21% but lower precision at 96.7%. Methods such

as CNN+SVM (Deepak and Ameer, 2021a) achieve a precision of

98.6% and RanMerFormer (Wang et al., 2024) achieve a precision

of 98.87%. While BTC-FCNN (Abd El-Wahab et al., 2023) achieves

98.82% accuracy and CNN+TL (Aljohani et al., 2024) yield 92.46%

accuracy but their performance is surpassed by the proposed

PVT+TDA method. The proposed method’s superiority is

attributed to the integration of advanced techniques in deep feature

extraction, leveraging the PVT with adaptive deformable attention.

This architecture facilitates efficient patch-based processing and

global contextual understanding of the model. Additionally, the

incorporation of TDA through Giotto-TDA further elevates the

proposed methodology. The transformation of preprocessed BT

images into point clouds, coupled with Vietoris-Rips filtration

for persistent homology computation, allows for the capture

of essential spatial relationships and topological features. This

holistic approach, integrating spatial and topological information,

contributes to a nuanced understanding of the underlying

structure of BT images, resulting in more informed and accurate

classifications. The proposed method’s impressive scores across

multiple metrics underscore its efficacy and potential for advancing

BT classification methodologies. The classification results for

meningioma, pituitary, and glioma tumors are graphically shown

by the confusion matrix in Figure 11.

In the context of glioma classification, 33 images are correctly

identified as glioma, demonstrating the model’s accuracy in

recognizing this tumor type. Nevertheless, two images are

erroneously categorized as meningioma, suggesting cases where

the model mislabeled glioma images as meningioma. Regarding

meningioma classification, the model correctly recognizes 24

images as meningioma. However, there are 2 instances where

images are misclassified as glioma, suggesting some confusion

between these two tumor types. In the case of pituitary tumor

classification, the model successfully classifies 26 images as

pituitary. Unfortunately, there are 3 instances where images

are misclassified as glioma, highlighting potential challenges in

distinguishing between these tumor types.

The ROC-AUC curve presented in the Figures 12a–c illustrates

the classification performance for three types of BTs. The AUC

values associated with each tumor type provide a quantitative

measure of the model’s ability to distinguish between positive and

negative instances for that specific class for different methods such

as RCNN (Kesav and Jibukumar, 2022), CNN+SVM (Deepak and
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FIGURE 7

Image to point cloud conversion for di�erent images at di�erent scale factors. (a) Image to point cloud for Glioma. (b) Image to point cloud for

Meningioma. (c) Image to point cloud for Pituitary.

Ameer, 2021a), 3DUV-NetR+ (Aboussaleh et al., 2024), CNN+TL

(Aljohani et al., 2024), and the proposed method. For glioma (class

0), the AUC value is 0.96. This indicates that the model has a

high discriminatory power in distinguishing between true positive

and false positive instances for glioma classification. A higher

AUC value suggests a better performance in terms of sensitivity

and specificity. In the case of meningioma (class 1), the AUC

value is 0.99. This exceptionally high value signifies an excellent

ability of the model to differentiate between meningioma and

non-meningioma cases. A model’s discriminatory performance is

deemed better when the AUC value approaches 1. For pituitary

tumors (class 2), the AUC value is 0.97. This indicates a strong

performance in distinguishing pituitary tumors from other types.

The high ROC-AUC values in the proposed methodology are

due to several key factors. The PVT with deformable attention

captures relevant features by dynamically focusing on important

regions of MRI images, improving classification accuracy. Adaptive

feature sampling refines these features, while the integration of

TDA adds topological insights, enhancing the model’s ability to

distinguish between tumor types. Additionally, the Random Forest

classifier efficiently handles complex decision boundaries, further

boosting the model’s performance. These combined approaches

contribute to the model’s excellent discriminatory power across

glioma, meningioma, and pituitary tumors.

The depicted Figure 13 provides a comprehensive overview

of the execution times for diverse BT classification methods,

including RCNN (Kesav and Jibukumar, 2022), LCDEiT (Ferdous

et al., 2023), Two channel DNN (Bodapati et al., 2021),

CNN+SVM (Deepak and Ameer, 2021a), SNN (Deepak and

Ameer, 2021b), BTC-FCNN (Abd El-Wahab et al., 2023),3DUV-

NetR+ (Aboussaleh et al., 2024), CNN+TL (Aljohani et al.,

2024) and our proposed methodology combining Giotta-TDA

with PVT featuring adaptive deformable attention. Notably,

CNN+SVM exhibits a relatively prolonged execution time of 20 s.

In comparison, the SNN requires 18 s, and the RCNN takes 15 s.

LCDEiT, emphasizing long-range context understanding, achieves

a more efficient execution time at 8 s.

The relatively faster execution time of the proposed

methodology, which combines Giotto-TDA with PVT featuring

adaptive deformable attention, can be attributed to several

factors. First, the use of the PVT model with deformable

attention allows the network to dynamically focus on the most

relevant regions of the MRI images, thereby reducing the

computational burden by processing only important features.

Additionally, the adaptive sampling mechanism optimizes feature

extraction, leading to more efficient processing. Giotto-TDA,

which transforms the image data into point clouds, captures

essential topological features without introducing significant
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FIGURE 8

3D scatter plot for image intensity in image to point cloud conversion. (a) Front view of 3D point cloud representation for Glioma. (b) Side view of 3D

point cloud representation for Meningioma. (c) Top view of 3D point cloud representation for Pituitary.

computational overhead. Together, these components enable

the model to achieve high performance with relatively low

execution time compared to other methods like CNN+SVM,

RCNN, and SNN, which rely on more computationally intensive

operations. Table 3 presents the performance comparison for

Matthew’s correlation coefficient, LogLoss, balanced accuracy

and specificity.

Figure 14 presents the Matthew’s correlation coefficient for

different methods such as RCNN (Kesav and Jibukumar, 2022),

LCDEiT (Ferdous et al., 2023), two channel DNN (Bodapati et al.,

2021), CNN+SVM (Deepak and Ameer, 2021a), SNN (Deepak and

Ameer, 2021b), BTC-FCNN (Abd El-Wahab et al., 2023), 3DUV-

NetR+ (Aboussaleh et al., 2024), CNN+TL (Aljohani et al., 2024),

and our proposed methodology combining Giotta-TDA with PVT

featuring adaptive deformable attention. The MCC is a widely

used performance metric that provides a balanced assessment of

a model’s ability to classify both positive and negative instances,

ranging from −1 to 1, where 1 indicates a perfect classification, 0

indicates a random classification, and −1 indicates a completely

inverse classification. The proposed methodology achieves the

highest MCC value of 0.98, indicating that it has the best overall

classification performance among the models compared. The

LCDEiT (Ferdous et al., 2023) model has the second-highest MCC

value of 0.88, followed by the 3DUV-NetR+ (Aboussaleh et al.,

2024) model with 0.86. The Two channel DNN (Bodapati et al.,

2021) have an MCC value of 0.82 and BTC-FCNN (Abd El-Wahab
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FIGURE 9

Persistence diagram for di�erent input images. (a) Persistence diagram for Glioma. (b) Persistence diagram for Meningioma. (c) Persistence diagram

for Pituitary.

FIGURE 10

BT classification.

et al., 2023) have an MCC value of 0.80, while the CNN+TL

(Aljohani et al., 2024) model has an MCC value of 0.85. The SNN

(Deepak and Ameer, 2021b) model has an MCC value of 0.76,

and the CNN+SVM (Deepak and Ameer, 2021a) model has the

MCC value of 0.85. This graph provides a clear visual comparison

of the MCC values for the different models, allowing for easy

identification of the best-performing model in this particular

study. The superior Matthew’s Correlation Coefficient (MCC) of

0.98 achieved by the proposed methodology can be attributed to

its effective integration of Giotto-TDA and PVT with adaptive
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TABLE 2 Analysis of performance evaluation.

Method Accuracy Precision Recall F1
score

RCNN (Kesav

and Jibukumar,

2022)

98.21 96.7 100 98.3

LCDEiT (Ferdous

et al., 2023)

98.98 98.07 98.60 98.34

Two channel

DNN (Bodapati

et al., 2021)

95.23 - - -

CNN+SVM

(Deepak and

Ameer, 2021a)

95.82 98.6 99.3 -

SNN (Deepak and

Ameer, 2021b)

92.6 - 96.2 91.9

BTC-FCNN (Abd

El-Wahab et al.,

2023)

92.82 92.39 91.92 92.15

CNN+TL

(Aljohani et al.,

2024)

92.46 92.65 92.18 92.38

RanMerFormer

(Wang et al.,

2024)

- 98.87 98.46 99.39

Proposed 99.2 98.9 99.35 99.12

FIGURE 11

Confusion matrix.

deformable attention. The Giotto-TDA technique helps capture

topological features that enhance the model’s ability to distinguish

between both positive and negative instances. Meanwhile, the PVT

with adaptive deformable attention dynamically focuses on relevant

areas of the BT images, improving classification accuracy.

Figure 15 presents a comparison of the LogLoss metric across

different classification methods. The LogLoss metric is a measure

of the performance of a classification model, where a lower value

indicates better performance. The methods compared and their

corresponding LogLoss values are: RCNN (Kesav and Jibukumar,

2022) (0.08), LCDEiT (Ferdous et al., 2023) (0.07), Two-Channel

DNN (0.11), CNN+SVM (Deepak and Ameer, 2021a) (0.10),

SNN (Deepak and Ameer, 2021b) (0.15), BTC-FCNN (Abd El-

Wahab et al., 2023) (0.14), 3DUV-NetR+ (Aboussaleh et al., 2024)

(0.09), CNN+TL (Aljohani et al., 2024) (0.09), and a proposed

PVT+TDA method (0.05). The key finding from the graph is that

the PVT+TDA method outperforms all the other methods, with

the lowest LogLoss value of 0.05, indicating the best classification

performance among the methods compared. The other methods

have varying levels of performance, with LCDEiT (Ferdous et al.,

2023) performing the best among the non-Proposed methods,

followed by RCNN (Kesav and Jibukumar, 2022), 3DUV-NetR+

(Aboussaleh et al., 2024), and CNN+TL (Aljohani et al., 2024).

The Two-Channel DNN, CNN+SVM (Deepak and Ameer, 2021a),

SNN (Deepak and Ameer, 2021b), and BTC-FCNN (Abd El-

Wahab et al., 2023) methods have higher LogLoss values, indicating

poorer performance compared to the top-performing methods.

The proposed method achieves the lowest LogLoss value of 0.05

due to its effective combination of Giotto-TDA and PVT with

adaptive deformable attention. Giotto-TDA enhances the model’s

ability to capture critical topological features from the BT images,

allowing for more accurate and confident predictions. The PVT

with adaptive deformable attention optimizes the focus on relevant

image areas, leading to more precise classifications.

Figure 16 presents a comparison of the balanced accuracy (%)

across different classification methods. The proposed PVT+TDA

achieving the highest balanced accuracy of 98.70%, indicating the

best classification performance. The LCDEiT (Ferdous et al., 2023)

method also performs well, with a balanced accuracy of 97.10%,

followed by RCNN (Kesav and Jibukumar, 2022) and 3DUV-

NetR+ (Aboussaleh et al., 2024) which have balanced accuracies of

96.50 and 96.20%, respectively. The remaining methods, including

Two-Channel DNN (94.00%), CNN+SVM (Deepak and Ameer,

2021a) (94.80%), SNN (Deepak and Ameer, 2021b) (90.50%),

and BTC-FCNN (Abd El-Wahab et al., 2023) (91.20%), have

lower balanced accuracy values, indicating poorer performance

compared to the top-performing methods. The proposed method

achieves the highest balanced accuracy of 98.70% due to its

innovative use of Giotto-TDA for extracting complex topological

features, combined with the PVT that adapts to different spatial

contexts through deformable attention. This combination ensures

the model effectively captures both global and local patterns in

BT images, leading to superior classification performance. The

adaptability and precision of the proposed methodology allow it to

achieve a balanced accuracy that outperforms all other methods,

demonstrating its robustness and reliability in distinguishing

tumor types.

Figure 17 presents a comparison of the specificity (%)

across different classification methods. The comparative analysis

of Specificity (%) across various methods reveals significant

performance differences. The Proposed PVT+TDA achieves the

highest specificity at 98.40%, demonstrating its superior ability

to correctly identify negative instances compared to the other

methods. This is closely followed by LCDEiT (Ferdous et al.,

2023) at 96.20% and 3DUV-NetR+ (Aboussaleh et al., 2024) at

95.50%, which also show robust performance. RCNN (Kesav and

Jibukumar, 2022) and CNN+TL (Aljohani et al., 2024) achieve
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FIGURE 12

ROC and AUC comparison of di�erent methods for di�erent classes (a) class 0, (b) class 1, (c) class 2.

specificity values of 95.30 and 94.80%, respectively, indicating

competitive results. In contrast, methods such as Two-Channel

DNN and CNN+SVM (Deepak and Ameer, 2021a) exhibit

moderate specificity values of 92.50 and 94.10%, respectively. SNN

(Deepak and Ameer, 2021b) and BTC-FCNN (Abd El-Wahab

et al., 2023) display the lowest specificity scores at 89.70 and

90.90%, suggesting need for improvement in their negative instance

classification. The performance of the proposed method is due

to its advanced approach, combining Giotto-TDA for extracting

topological features with the PVT that utilizes adaptive deformable

attention. This integration allows the model to capture both fine-

grained local details and global spatial context, resulting in more

specific robust classifications.

4.6 Ablation study

The ablation study provided compares the performance of

different configurations of the model, which utilizes a PVT in

combination with various attention mechanisms. The goal is

to assess how different components, such as DA and TDA,

contribute to the model’s overall performance. The proposed

methodology achieves its exceptional performance through the

strategic integration of PVT with DA and TDA. The baseline

PVT model demonstrates strong results, but the addition of DA

improves spatial attention, allowing the model to focus on relevant

features more flexibly, enhancing accuracy and efficiency. The

further integration of TDA helps capture temporal dependencies,

boosting overall performance. The full model, combining both DA

and TDA, achieves the highest metrics, including a remarkable

accuracy of 99.2%, due to its ability to effectively extract and

process complex features from the input data while maintaining

computational efficiency.

4.6.1 Base model (PVT only)
The baseline model, which consists of the PVT alone, already

demonstrates strong performance with an accuracy of 95.3%, a

precision of 94.8%, a recall of 95.1%, and an F1-score of 94.9%.

The MCC, which balances the influence of true and false positives

and negatives, is 0.87, indicating solid model performance. The

base model achieves an execution time of 8 s and an inference time

of 30ms per sample. Despite its efficiency, there is potential for

improvement through enhanced attention mechanisms.
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FIGURE 13

Execution time comparison.

4.6.2 PVT + deformable attention
Introducing Deformable Attention improves the performance,

with accuracy rising to 97.6%, precision to 97.2%, recall to 97.8%,

and the F1-score to 97.5%. The MCC increases to 0.92, reflecting a

better balance in handling both positive and negative classifications.

Deformable Attention enhances the model by focusing on relevant

spatial locations with more flexibility, allowing the network to

capture intricate features in data. The execution time decreases to

7 s, and the inference time slightly reduces to 28ms, suggesting that

the additional attention mechanism does not significantly impact

computational efficiency.

4.6.3 PVT + TDA
Further integration of TDA with the PVT boosts performance

even further. The accuracy increases to 98.1%, with precision at

97.9%, recall at 98.2%, and an F1-score of 98.0%. The MCC reaches

0.93, reflecting stronger performance in both positive and negative

classification. While the execution time slightly increases to 7.5 s,

the inference time increases to 32ms, indicating that the addition

of temporal attention mechanisms may demand slightly more

computational resources. However, the improvements in accuracy

and other metrics justify this trade-off.

4.6.4 Full model (PVT + DA + TDA)
The most effective configuration is the Full Model, which

combines both DA and TDAwith PVT. This configuration achieves

the highest performance across all metrics: an accuracy of 99.2%,

precision of 98.9%, recall of 99.35%, and an F1-score of 99.12%. The

MCC reaches a near-perfect value of 0.98, signaling that the model

excels in correctly classifying both positive and negative samples.

Additionally, this configuration achieves the fastest execution

time of 6 s and an inference time of 29ms, striking a balance

between accuracy and computational efficiency. Table 4 presents

the ablation study for the proposed methodology.

4.7 Discussion

The integration of PVT with TDA in the proposed BT

classification framework addresses critical limitations found in

existing methodologies, enhancing both classification accuracy

and efficiency. Traditional models, such as those by Kesav

and Jibukumar (2022) and Bodapati et al. (2021), primarily

rely on CNNs, which are adept at local feature extraction

but face challenges in capturing global contextual information

and handling complex spatial relationships. These limitations

often lead to suboptimal performance when classifying intricate

tumor structures. Similarly, vision transformer-based models

like LCDEiT (Ferdous et al., 2023) and RanMerFormer (Wang

et al., 2024), though effective in improving data efficiency and

reducing computational complexity, can still be hindered by their

high computational demands and limited adaptability to diverse

data types. Furthermore, approaches that depend on pre-trained

networks, such as the Two-Channel DNN by Bodapati et al. (2021),

or simplified models like the BTC-fCNN (Abd El-Wahab et al.,

2023), often fall short in capturing complex tumor features or fail

to scale well with large datasets.

The PVT, however, offers a significant improvement with

its hierarchical structure and adaptive deformable attention

mechanism. This combination enables the model to capture both

local and global features dynamically, addressing the shortcomings

of CNNs and traditional vision transformers. Yet, PVT alone does
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TABLE 3 Performance comparison for Matthew’s correlation coe�cient,

LogLoss, balanced accuracy, and specificity.

Method MCC LogLoss Balanced
accuracy

(%)

Specificity
(%)

RCNN (Kesav

and

Jibukumar,

2022)

0.87 0.08 96.50 95.30

LCDEiT

(Ferdous et al.,

2023)

0.88 0.07 97.10 96.20

Two-Channel

DNN(Bodapati

et al., 2021)

0.82 0.11 94.00 92.50

CNN+SVM

(Deepak and

Ameer, 2021a)

0.85 0.10 94.80 94.10

SNN (Deepak

and Ameer,

2021b)

0.78 0.15 90.50 89.70

BTC-FCNN

(Abd

El-Wahab

et al., 2023)

0.80 0.14 91.20 90.90

3DUV-NetR+

(Aboussaleh

et al., 2024)

0.86 0.09 96.20 95.50

CNN+TL

(Aljohani

et al., 2024)

0.85 0.09 95.50 94.80

Proposed 0.98 0.05 98.70 98.40

not fully capture the topological aspects of the data, which are

vital for understanding tumor structures in their entirety. This is

where Giotto-TDA, a powerful tool for Topological Data Analysis,

enhances the framework. TDA introduces a novel perspective

by transforming MRI images into point clouds and calculating

persistent homology, which reveals crucial topological features

such as connected components and holes. These topological

insights are often overlooked by traditional image analysis methods

but are essential for a deeper understanding of tumor morphology.

The fusion of deep features extracted by PVT with the

topological insights derived from TDA significantly improves the

classification system’s robustness and accuracy. By combining

the strengths of both approaches, this integrated framework

overcomes the limitations of existing methods and offers a more

comprehensive solution for BT classification.

The specific advantages of this integrated approach include:

• Enhanced Feature Representation: The combined use of PVT

and TDA enables the model to capture both low-level pixel

information and high-level topological structures, improving

classification accuracy by offering a richer set of features.

• Improved Adaptability and Generalization: The adaptive

attention mechanism in PVT, along with the topological

perspective from TDA, enhances the model’s ability to adapt

to varying tumor shapes, sizes, and characteristics, making it

more robust and generalizable across different datasets.

• Reduced Computational Complexity: The deformable

attention mechanism in PVT dynamically focuses on

relevant regions within the image, reducing unnecessary

computations. TDA complements this by providing succinct,

computationally efficient topological features that capture

essential tumor structures without overwhelming the

model’s resources.

Thus, the integration of PVT with TDA is not only a novel

approach but also a strategic choice that addresses the specific

limitations of previous methods.

4.8 Critical analysis and future works

The proposed methodology for BT classification, integrating

PVT with adaptive deformable attention and TDA, has

demonstrated exceptional performance in terms of accuracy,

precision, and computational efficiency. While the results highlight

the robustness of the approach, a critical examination reveals

several aspects warranting further consideration:

Strengths
• The adaptive deformable attention mechanism within the

PVT dynamically adjusts receptive fields, enhancing the

model’s ability to capture both local and global features.

This overcomes limitations of conventional fixed-attention

approaches and enables nuanced feature extraction for varied

tumor structures.

• The integration of TDA via Giotto-TDA brings a novel

dimension to feature representation by incorporating

topological features. This improves interpretability

and robustness, offering insights beyond conventional

numerical analysis.

• The approach is appropriate for real-time applications since it

strikes a balance between execution and inference times.

• Superior metrics such as accuracy (99.2%), recall (99.35%),

and F1-score (99.12%) underscore the system’s efficacy in

addressing diverse and complex tumor datasets.

Limitations
• Despite being large, the experiments were carried out on a

particular dataset, which might not fully represent the range

of MRI imaging differences found in the real world. The

generalizability of the model must be verified through testing

on bigger, more varied datasets.

• Although computational efficiency is emphasized,

the system’s reliance on advanced components like

deformable attention and TDA could present challenges

in resource-constrained environments.

4.9 Future works

To build on the strengths of this work and address its

limitations, several directions for future research are proposed:
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FIGURE 14

Matthew’s correlation coe�cient for di�erent methods.

FIGURE 15

Comparison of LogLoss across di�erent methods.

• Evaluate the framework using multi-center, multi-modal

datasets that include variations in scanner types, imaging

protocols, and demographic factors to ensure robustness

and generalizability.

• Incorporate additional imaging modalities, such as CT scans

and PET imaging, to enhance diagnostic comprehensiveness.

• Develop end-to-end systems integrating segmentation,

classification, and visualization tools for seamless integration

into clinical workflows.

• Include explainable AI components to assist radiologists

in interpreting model decisions, especially with topological

features derived from TDA.
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FIGURE 16

Comparison of balanced accuracy across di�erent methods.

FIGURE 17

Comparison of specificity across di�erent methods.

• Introduce self-supervised learning techniques to improve

feature extraction from unlabeled datasets, addressing data

scarcity challenges.

• By addressing these areas, the proposed methodology can

evolve into a more versatile and clinically impactful system,

advancing the field of automatedmedical imaging analysis and

contributing to improved patient outcomes.

5 Conclusion

In conclusion, this paper introduces a novel methodology

for BT classification that effectively combines deep learning

techniques and TDA to tackle challenges in medical image

analysis. The key contribution lies in integrating a PVT with

an adaptive deformable attention mechanism, which dynamically
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TABLE 4 Ablation study.

Model Configuration Accuracy (%) Precision (%) Recall (%) F1-score (%) MCC Execution
time (s)

Inference
time (ms)

Base Model (PVT only) 95.3 94.8 95.1 94.9 0.87 8 30

PVT+ Deformable Attention 97.6 97.2 97.8 97.5 0.92 7 28

PVT+ TDA 98.1 97.9 98.2 98.0 0.93 7.5 32

Full Model (PVT+ DA+ TDA) 99.2 98.9 99.35 99.12 0.98 6 29

adjusts receptive fields based on tumor complexity, leading to

improved capture of both global context and local features in

MRI images. This enables the model to better handle diverse

tumor types and variations. Additionally, the use of TDA

through Giotto-TDA transforms preprocessed images into point

clouds, providing topological insights that improve the model’s

understanding of spatial relationships, thereby enhancing feature

extraction. The adaptive deformable attention mechanism, with its

ability to adjust sampling rates and utilize hierarchical dynamic

position embeddings, enhances the model’s context-awareness

and robustness. These innovations, supported by a Random

Forest classifier, result in a highly efficient and accurate brain

tumor classification system. The novelty of this work lies in the

effective fusion of deep learning and TDA, leading to significant

improvements in classification performance. The methodology’s

potential to improve diagnostic accuracy and contribute to better

patient outcomes is underscored by its superior performance

in comparison to existing methods. Experimental results show

that the proposed methodology achieves outstanding performance

metrics, including an accuracy of 99.2%, precision of 98.9%, recall

of 99.35%, and F1-score of 99.12%. The model also demonstrates

an efficient execution time of 6 s, making it both accurate and

computationally feasible for practical applications.
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