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As the proportion of encrypted tra�c increases, it becomes increasingly

challenging for network attacks to be discovered. Although existing methods

combine unencrypted statistical features, e.g., average packet length, with

machine learning algorithms to achieve encrypted malicious tra�c detection,

it is di�cult to escape the influence of artificially forged noise, e.g., adding

dummy packets. In this study, we propose a novel encrypted malicious tra�c

detection method named RobustDetector (RD) for obfuscated malicious tra�c

detection. The core of the proposed method is to use the dropout mechanism

to simulate the process of original features being disturbed. By introducing noise

during the training phase, the robustness of the model is improved. To validate

the e�ectiveness of RobustDetector, we conducted extensive experiments

using public datasets. Our results demonstrate that RobustDetector achieves

an average F1-score of 90.63% even when random noise is introduced to the

original tra�c with a probability of 50%. This performance underscores the

potential of our proposed method in addressing the challenges of obfuscated

malicious tra�c detection.
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1 Introduction

With the continuous development of network technology, more services are

connected to the Internet, bringing convenience to transportation, medical care,

education, entertainment, etc. Meanwhile, the exponential growth of network scale is also

accompanied by the proliferation of cyber attacks. The traditional cyber attack detection

methods attempt to find features in the traffic packet payload, e.g., special strings that only

exist in malicious traffic. However, with the development of Secure Socket Layer/Transport

Layer Security (SSL/TLS), the packet payload becomes invisible, which ensures the security

of the information transmission process. However, it not only brings privacy to users

but also increases concealment for attackers. According to the Zscaler ThreatLabz 2023

Ransomware Report (Zscaler, 2024), 85.9% of threats are delivered over encrypted

channels, and encryptionmalware has become one of the most serious threats to enterprise

organizations, accounting for 78.1% of all observed attacks.

To solve the problems of encrypted malicious traffic detection, existing works (Arora

et al., 2014; Zhang et al., 2018; Meghdouri et al., 2018; Ahmed et al., 2022; Xu et al.,

2020) attempt to extract traffic features from packet headers (e.g., TCP payload length,

timestamps, and TCP flags) and combine these features with machine learning algorithms

to build classifiers for encrypted traffic detection. However, the method based on fixed
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features may be bypassed by attackers, who obfuscate the original

traffic by adding manual noises. For example, they may modify

the header field of packets, adding random time latency, injecting

dummy packets, etc. This obfuscated traffic can significantly reduce

the effectiveness of existing methods (Liu et al., 2022).

In this study, we propose RoubustDetector, a novel encrypted

malicious traffic detection method. We convert the raw traffic

into sequence features, i.e., packet length, packet direction, and

packet inter-arrival-time sequences. The sequences are regarded

as the input of the model, which consists of a feature extraction

module and a clustering module. The feature extraction module

includes two CNN models with identical structures, the only

difference being that one of the CNN models has enabled the

random dropout. The identical sample is input into two models

simultaneously, and the output of the two models is regarded as the

features of the sample. The feature extracted through the dropout

simulates the process of attackers destroying the original features

randomly. The clustering module clusters the output of the feature

extraction module according to the label, and the distance between

each feature and its cluster center point serves as the loss of the

feature extraction module. In the detection process, we confirm the

category of traffic by calculating the distance between features and

each cluster center point.

We summarize our contributions as follows:

• We propose the RobustDetector, a novel encrypted malicious

traffic detection method for evasion attack detection. Through

the feature extraction module, we use features disrupted by

artificial noise to simulate obfuscated traffic. Through the

clustering module, we calculate the loss to reduce the distance

between original traffic and obfuscated traffic features, which

enhances the robustness of the model, making it effective in

obfuscated malicious traffic detection.

• We simulate various ways in which attackers add noise,

i.e., adding random time delays, injecting dummy packets,

modifying the port number, and adding random payloads.

By regulating the probability of noise addition, we generated

encrypted malicious traffic with varying obfuscation degrees.

• Using the representative public dataset

CICIDS2017 (Sharafaldin et al., 2018), we conduct

thorough experiments. From the results of the experiment,

RobustDetector can achieve an average F1-score of 90.63%

in the detection of evasion attacks, which indicates that it is

robust in the classification of obfuscated traffic.

The rest of this article is organized as follows. We introduce the

threat model and related work in Section 2. Then, we present the

proposed RobustDetector in Section 3. Next, we conduct extensive

experiments to evaluate the performance of RobustDetector in

Section 4. Finally, we discuss the limitations and conclude this

article in Section 5.

2 Threat model and related work

In this section, we first present the threat model for evasion

attack detection, followed by a review of related work in encrypted

malicious traffic detection.

2.1 Threat model

There are usually two factions in the scenario of malicious

traffic detection, i.e., the detector and the attacker, as shown in

Figure 1.

The attacker launches attacks on one or more devices in a

local area network. The detector can collect attack traffic on the

gateway or terminal devices. To avoid detection, the attack traffic

is usually encrypted by the attacker, and the detector cannot obtain

the payload in plain text (Shen et al., 2022). To further confuse the

detector, the attackermay add random artificial noise to the original

traffic (Liu et al., 2022). We assume that artificial noise includes the

following types, i.e., adding random time delays, injecting dummy

packets, modifying the port number, and adding random payloads,

which will be introduced in detail in Section 3.4.

The attacker can randomly select both the method and

parameters for noise injection, while the detector has neither

prior knowledge of the noise generation strategy nor the ability to

anticipate where noise will be inserted.

2.2 Related work

Prior research has investigated various machine learning

approaches for malicious traffic detection, including Decision Tree

(DT), Random Forest (RF), K-Nearest Neighbor (k-NN), and

Support Vector Machine (SVM).

Chen et al. (2018) proposed a mobile malware detection

method using highly imbalanced network traffic. The six statistical

features are extracted from downlink and uplink traffic metrics,

including the number of bytes in bidirectional flows. By leveraging

multiple machine learning algorithms (i.e., SVM, C4.5, Gradient

Boosting, Na"ive Bayes, BayesNet, and Adaboost) across varying

imbalance ratios, they demonstrate malicious traffic detection

performance on imbalanced datasets. Lashkari et al. (2017)

collected real smartphone traffic to construct a malware traffic

dataset. Their detection framework employs statistical features

and machine learning, utilizing feature selection techniques

(i.e., Information Gain and CFS Subset) combined with SVM

to identify optimal feature subsets. The selected features are

then integrated with classifiers, such as RF, DT, and k-NN,

for malware identification. Rahmat et al. (2019) developed an

ensemble framework using bagging and boosting. The approach

partitions datasets into subsets, trains base learners, and aggregates

predictions through model voting. The experiments compare

five ensemble learners with four single learners, and the results

show that XGBoost achieves the highest accuracy. Zhao and Ma

(2024) proposed a tree-based model for fine-grained unknown

attack detection in network traffic. They leverage isolation forest

techniques to split the data distribution hyperplane, enabling fine-

grained classification of both known and unknown attacks. It

also supports incremental model updates to adapt to changing

legitimate traffic through growing and retiring mechanisms,

demonstrating superior performance in dynamic environments.

Traditional machine learning methods face limitations due to

traffic feature diversity, particularly their reliance on manually

engineered features requiring domain expertise. This constraint
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FIGURE 1

The threat model for tra�c anomaly detection.

motivates the adoption of deep learning for automated feature

extraction in encrypted malicious traffic detection.

Bader et al. (2022) introduced MalDIST, extending encrypted

traffic classification to malware detection. Based on Aceto et al.

(2021), they extracted 14 statistical features from the first 32 packets

as input for a hybrid LSTM-CNN model. From the results of

the experiment, the proposed method performs better than the

baseline methods. Fu et al. (2022) proposed ST-Graph, a multi-

stream framework that leverages multiple features from spatial and

temporal perspectives for encryptedmalware traffic detection. They

design an attribute-heterogeneous graph to capture traffic features,

and demonstrate that ST-Graph achieves superior performance

in encrypted malware detection. Han et al. (2022) proposed a

lightweight encrypted malware traffic detection method using

autoencoders and k-means. Building on the existing feature set

(Anderson and McGrew, 2017), they extract six types of statistical

features, including packet size, TCP window size, and inter-

packet timing. To enhance detection accuracy, an autoencoder is

employed for feature compression, followed by k-means clustering

on the refined features. Their unsupervised approach outperforms

supervised methods, such as SVM, XGBoost, and LSTM, in

experimental evaluations. Fallah and Bidgoly (2022) proposed an

Androidmalware detectionmethod utilizing LSTMnetworks. They

extracted a feature vector containing 75 elements, which is fed

into the model for automated feature optimization. Experimental

results indicate that this deep learning-based approach achieves

higher accuracy in classifyingmalicious software families compared

to traditional methods. Yang and Lv (2022) proposed an enhanced

intrusion detection system (IDS) for Internet of Things (IoT)

networks by integrating deep learning and knowledge graph

techniques to address the limitations of existing IDS solutions.

The primary focus is on improving the detection of malicious

activities through feature extraction and semantic relationship

analysis among network traffic features. Jung (2024) proposed

an enhanced encrypted traffic analysis method leveraging Graph

Neural Networks (GNNs) and optimized feature dimensionality

reduction. It classifies malicious network traffic by analyzing

key features, such as IP address, port, CipherSuite, MessageLen,

and JA3, within TLS session data. Shi (2025) presented an in-

network malicious traffic detection system that supports continual

adaptation to emerging attacks. They employ Supervised Mixture

Prototypical Learning (SMPL) to learn class prototypes and

transform them into priority-guided matching rules for efficient

deployment on programmable switches. Zhou and Xu (2025)

proposed an efficient pre-trained model for traffic data analysis

named Traffic-Former. They leverage unsupervised pre-training

to learn fundamental traffic semantics from unlabeled data and

incorporate a fine-grained multi-classification task during pre-

training to capture packet direction and order information,

enhancing traffic representation. They employ a data augmentation

technique, Random Initialization Field Augmentation (RIFA), to

focus on key information by randomizing certain packet fields.

Although existing malicious traffic detection methods achieve

high accuracy in experimental settings, their effectiveness remains

unverified against evasion attacks where original traffic is perturbed

by artificial noise. According to the experimental results of Liu

et al. (2022), both traditional machine learning models (e.g., LR,

SVM, and DT) and deep learning architectures (e.g., 1D CNN and

2D CNN) exhibit vulnerability to adversarial perturbations such

as destination port modification and junk data insertion. In their

study, five types of noise were systematically injected, leading to

accuracy degradation across all tested methods. To address this

limitation, we propose RobustDetector, a novel framework for

evasion attack detection in malicious traffic analysis.
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3 The proposed RobustDetector

In this section, we first present the system overview of

RobustDetector and then describe the design details.

3.1 System overview

To address the challenge of detecting obfuscated malicious

traffic, we enhanced model robustness by simulating noise

injection during training. Specifically, dropout layers are employed

to randomly mask original traffic features, mimicking attackers’

random feature corruption. We propose a loss function that

simultaneously minimizes intra-class feature distances and

maximizes inter-class feature separation. The overall framework,

illustrated in Figure 2, comprises three core components, i.e.,

traffic representation module, feature extraction module, and

clustering module.

For traffic representation, we convert the first N packets of

traffic into sequence features. The packet length, packet direction,

and packet inter-arrival-time are extracted as features. In the

sequence feature, we do not consider packet header fields, as these

features are easily altered.

At the heart of the framework lies the feature extraction

module, comprising two structurally similar CNN networks with

critical functional differences. Compared to the first CNN network,

the second model introduces a strategically placed dropout

layer that randomly nullifies neuron activations during forward

propagation, i.e., setting their output to 0. This architecture enables

systematic simulation of feature corruption.

The clustering module calculates cluster centroids for each

class and computes sample-to-center displacements, which

are formulated as a joint loss function to train the feature

extraction module.

3.2 Feature extraction module

Dropout is proposed by Hinton et al. (2012). When a complex

feedforward neural network is trained on a small dataset, it is prone

to overfitting. To prevent this, the performance of neural networks

can be improved by preventing the collective action of neurons.

Dropout can be seen as a bagging method. During the training

phase, some neurons are hidden with a random probability, and

during testing, all neurons are used. It is like multiple base

models working together to obtain a prediction result. The forward

propagation process with dropout is shown in Figure 3.

In other scenarios, dropout can also be seen as data

augmentation. Due to the absence of some neurons during forward

propagation, some local features will not be reflected in the output

feature vector. This is like adding random noise, hiding some

information from the original sample. Adding noise is commonly

used to generate data augmentation samples. Dropout achieves

a similar effect to adding noise by masking partial features. In

contrastive learning, the distance between the original sample and

the data augmentation sample is calculated as the loss.

For each traffic flow, we only truncate its first N packets and

convert them to sequence features, containing packet length, packet

direction, and packet inter-arrival-time sequences. The sequence

features are regarded as the input of the feature extraction module.

In themodule, we leverage dropout to generate an obfuscated traffic

feature vector. The feature extraction module contains two CNN

networks with similar structures, named model 1 and model 2. The

structure of the CNN network is shown in Figure 4. Compared

to model 1, model 2 introduces a dropout layer (probability

= 0.4) before the fully connected layer. This design aims to

disrupt the original features as extensively as possible within a

controlled range to enhance model robustness, while avoiding

excessive distortion of traffic feature semantics that could lead to

the learning of degenerate patterns. Notably, since the training

methodology requires output consistency between the two models,

over-destruction of features in model 2 may degrade the feature

similarity in outputs relative to model 1, ultimately resulting in

ineffective model training.

3.3 Clustering module

Considering the design goal of the framework, in the clustering

module, we need to make the output distances between model

1 and model 2 closer for samples of the same class, and

farther for samples of different classes. Cosine similarity is

used to measure the distance, which is defined in Equation 1:

dis(a, b) =
< a, b >

||a|| · ||b||
(1)

where a is the output of model 1 and b is

the output of model 2, < a, b > represents

the dot product of two vectors, ||a|| =
√

a21 + a22 + ...+ a2n.

The loss of the framework is divided into two parts, i.e., within-

class distance and between-class distance. The within-class distance

is defined in Equation 2.

WD =

L
∑

l=1

Nl
∑

i=1

Nl
∑

j=1,j6=i

dis(i, j) (2)

where L is the number of classes, Nl is the number of samples in

class l. The between-class distance is defined in Equation 3.

BD =

L
∑

i=1

L
∑

j=1,j6=i

dis(Cj,Cj) (3)

where Ci is the center point of class i. We design a loss function

(Equation 4) to make the feature vectors of samples in the same

class closer and those of different classes farther apart.

loss = WD+
1

BD
(4)

We update the model parameters of the feature extraction

module to reduce the loss gradually and record the information

of the cluster center points in each training epoch. The
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FIGURE 2

The system overview of RobusetDetector.

FIGURE 3

The forward propagation process with dropout. (a) Standard neural network. (b) Neural network added dropout layer.

features of the original traffic extracted by the feature extraction

module become closer to those of the obfuscated traffic,

achieving detection of obfuscated malicious traffic. In testing,

we only use model 1 for feature extraction. The output feature

vectors are compared with the cluster center points recorded

during the training process. The label of the cluster center

point closest to the feature vector is considered to be the

detection value.

3.4 Obfuscated malicious tra�c
generation

To prove the effectiveness of the framework, in addition to

simulating random noise through the dropout layer, we also

generate real obfuscated traffic samples. We assume that the

artificial noise includes four types, as these are commonly used

features in existing encrypted traffic analysis works (Liu et al.,
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FIGURE 4

The forward propagation process with dropout.

2022). We will provide a detailed introduction to the methods for

adding each type of noise.

3.4.1 Adding random time delay
For the attacker, adding random delay is one of the most

covert forms of artificial noise. As even without the interference

of attackers, the inter-arrival time of packets can easily change

due to network conditions, making this noise difficult to perceive.

However, when the attacker adds randomness, the time delay

must follow the condition that each packet needs to be sent in

its original order; otherwise, it may cause the receiving end to

receive packets out of order. Under this assumption, we provide

an algorithm for adding a random time delay in Algorithm 1 with

probabilistic execution control. The noise intensity parameter a%

specifies that each packet independently faces an a% probability of

being delayed. If the packet is not the terminal unit in the sequence,

its added delay must adhere to a strict temporal constraint, i.e.,

the manipulated arrival time cannot exceed the timestamp of its

immediate successor packet. For the terminating packet, we impose

an upper bound of 1 s on artificial delay injection to maintain

protocol-compliant timeout thresholds.

3.4.2 Injecting dummy packets
Dummy packet injection serves as an active countermeasure

against traffic analysis by perturbing multiple discriminative

features, including packet sizes and directions. Our implementation

Input: A flow T = {p1, · · · ,pn}, the probability of noise

generation a%.

Output: The obfuscated flow T
′

1: T
′
= []

2: for i ∈ N do

3: R = randit(1,10)

4: if R ≤ 10 ∗ a% then

5: if i 6= N then

6: t = randit(0,pi+1.timestamp− pi.timestamp)

7: pi.timestamp = pi.timestamp+ t

8: else

9: t = randit(0,1)

10: pi.timestamp = pi.timestamp+ t

11: end if

12: end if

13: Append pi to T
′

14: end for

15: return T
′

Algorithm 1. Adding random time delay.

specifies that all dummy packets adhere to TCP protocol standards,

with IP/port quintuple alignment matching the host flow. Payload

content contains randomized alphanumeric strings (length: 0–

20 bytes) generated through cryptographically secure methods.

The formalized injection mechanism in Algorithm 2 operates

under these constraints. The noise parameter b% indicates an

independent per-packet insertion probability. Before transmitting

each legitimate packet, the attacker independently executes dummy

packet injection with probability b%.

Input: A flow T = {p1, · · · ,pn}, the probability of noise

generation b%.

Output: The obfuscated flow T
′

1: T
′
= []

2: for i ∈ N do

3: R = randit(1,10)

4: if R ≤ 10 ∗ b% then

5: p = new TCP packet

6: S = random string from {a,b,..,z,A,B,...Z}

7: p.TCPPaylaod = S

8: Appand p to T
′

9: end if

10: Append pi to T
′

11: end for

12: return T
′

Algorithm 2. Injecting dummy packets.

3.4.3 Modifying the port number
In practical situations, attackers only need to replace

communication ports to achieve significant interference.

Unfortunately, ports are one of the commonly used features

in existing works. In Algorithm 3, for all packets in a traffic, we
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uniformly modify the source port to a random value ranging from 0

to 65,535, simulating the attacker changing communication ports.

Input: A flow T = {p1, · · · ,pn}

Output: The obfuscated flow T
′

1: T
′
= []

2: sport = randit(1,65535)

3: dport = randit(1,65535)

4: for i ∈ N do

5: pi.sport = sport

6: pi.dport = dport

7: Append pi to T
′

8: end for

9: return T
′

Algorithm 3. Modifying the port number.

3.4.4 Adding random payload
Although the added payload itself will not have any impact

on encrypted traffic detection methods, as existing methods are

not based on payload decryption, it will affect the packet length,

which is a key feature. Meanwhile, several studies that extract

features solely from the first N bytes of a flow face feature space

degradation due to strategic payload padding. In Algorithm 4, we

assume that each packet has a c% probability of adding a random

payload, whose length varies between 0 and 20 bytes, with the

payload generated through random sampling from a 52-character

mixed-case alphabet (26 uppercase + 26 lowercase ASCII letters).

Input: A flow T = {p1, · · · ,pn}, the probability of noise

generation c%.

Output: The obfuscated flow T
′

1: T
′
= []

2: for i ∈ N do

3: R = randit(1,10)

4: if R ≤ 10 ∗ c% then

5: payload = pi.lastlayer.load

6: S = random string from

{a,b,...,z,A,B,...,Z}

7: new_payload = payload+ random_str

8: pi.lastlayer.load = new_payload

9: end if

10: Append pi to T
′

11: end for

12: return T
′

Algorithm 4. Adding random payload.

4 Performance evaluation

In this section, we conduct experiments to evaluate the

effectiveness of the proposed method. We first introduce the

experimental setting and the performance metrics. Then, according

to the experiment results, we analyze the confusion of four types of

noise and the robustness of the proposed model.

4.1 Experiment setting and performance
metrics

To validate the effectiveness of these methods, we use the

well-known public dataset CICIDS2017 (Sharafaldin et al., 2018).

It contains benign and the most up-to-date common attacks,

which resemble real-world data. We select five types of malicious

traffic with sufficient samples in the dataset, i.e., DOS, FTP-

Patator, portscan, SSH-Patator, and DDOS-LOIT. We constructed

the dataset by randomly selecting 2,000 samples per malicious

traffic category and 8,000 benign traffic samples. The training set

comprises 6,400 benign samples and 1,600 malicious samples per

category, while the test set contains 1,600 benign samples and 400

malicious samples per category. All traffic payloads have undergone

supplementary cryptographic processing.

We select two types of methods as comparative models, i.e.,

deep learning methods and traditional machine learning methods.

The first type of method uses sequence features as well as the

type of features we used in this study, which eliminates the need

for manual feature selection. The second type of methods uses

manually extracted features, e.g., statistical features.

• 1D-CNN (Zeng et al., 2019). It takes the grayscale map of

traffic as features. It can learn from raw traffic without feature

extraction. The CNN framework extracts critical features from

raw data directly. We chose it as a comparative method to

demonstrate the ability of the framework, which combines raw

features with deep learning models, to resist noise.

• MalDIST (Bader et al., 2022) The system extracts three distinct

feature categories: the initial 784 bytes of the traffic flow,

directional patterns/sizes/inter-arrival times/TCP window

sizes of the first 32 packets, and statistical characteristics

derived from these 32 packets. Employing a hybrid

architecture integrating CNN, GRU, and bidirectional

LSTM for contextual analysis, the processed feature vectors

are concatenated into a unified traffic representation that

drives the final classification through dense layers with

softmax activation.

• Traditional machine learning methods. Referring to

commonly used statistical features in existing methods,

we select features, such as average, maximum, and minimum

packet length, average inter-arrival-time, average TTL, the

total number of packets, port number, and the duration

of traffic, as feature representation. We choose the most

commonly used machine learning models, i.e., random forest

and k-NN, as representatives, which combine statistical

features with traditional machine learning methods.

Our experimental framework implements four adversarial

traffic perturbations: (1) adding random time delay (IAT), (2)

injecting dummy packets (Pkt), (3) modifying the port number

(Port), and (4) adding random payload (Pld). Through adjustable

noise probability parameters p, we systematically quantify feature
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TABLE 1 The experiment results with di�erent noise types and noise values.

Noise value (%) Noise type 1D-CNN (%) RF (%) k-NN (%) MalDist (%) RD (%)

None 89.87 97.77 97.47 94.43 97.58

10

Port 89.86 97.19 80.72 94.18 97.58

Pkt 49.83 72.11 62.20 83.39 84.10

Pld 89.45 97.37 92.91 88.12 97.92

IAT 82.93 97.78 93.52 87.18 97.57

Avg 78.02 91.11 82.34 88.22 94.29

20

Port 89.86 97.19 80.72 94.18 97.58

Pkt 49.21 71.29 61.60 81.95 83.00

Pld 89.43 97.10 91.62 87.73 97.62

IAT 77.43 96.63 89.56 87.07 96.46

Avg 76.48 90.55 80.88 87.73 93.67

30

Port 89.86 97.19 80.72 94.18 97.58

Pkt 89.43 96.83 90.07 87.66 97.58

IAT 75.21 96.21 89.49 86.95 96.20

Avg 75.04 86.92 78.30 84.34 92.62

50

Port 89.86 97.19 80.72 94.18 97.58

Pkt 39.21 43.37 40.07 66.56 72.16

Pld 89.39 96.24 89.95 87.65 97.43

IAT 69.34 95.56 88.92 86.43 95.33

Avg 71.95 83.09 74.92 83.71 90.63

The bolded parts in the table represent the average detection performance of the model for different types of obfuscated traffic.

corruption levels while simulating detection robustness across

adversarial scenarios.

To evaluate the detection performance of the model, we select

the F1-score and the confusion matrix as the performance metrics.

F1-score is the harmonic average of precision and recall. The

confusion matrix is a square matrix of (n, n), where n represents

the number of classes. In the confusion matrix, columns represent

the predicted classification results of the model, and rows represent

the actual ground truth classification results.

4.2 Experiment results

The experiment results are shown in Table 1. We designed

four types of artificial noise, and the amount of added noise

is controlled through the probability. Taking the added dummy

packets as an example, we modify the probability value b to

ensure that there is a b% probability of each packet being inserted

into the dummy packet before it. The noise value column in

the table represents the probability; we set the values as 10,

20, 30, and 50. It should be noted that the interference we

add to ports is not affected by probability. Once an attacker

chooses this type of noise, she will replace both the source and

destination ports of each packet, which is more in line with

reality. Overall, from the results, we can observe that our method

performs best compared with others, and the 1D-CNN model

performs poorly. When there is no noise added, the RF, k-

NN, and RobustDetector (RD) all achieve an F1-score of ∼97%.

Among them, the F1-score of RF is slightly higher than that

of RD, which may be due to interference added during the

training process.

When noise is added, the F1-score of 1D-CNN decreases

rapidly, while RF and RD perform relatively better. When the

probability of noise increases by 50%, the F1-score of RD is

90.63%, which is ∼7% higher than RF and MalDIST. It proves

that our method still has robustness even when traffic features

are highly disturbed. Especially for adding dummy packets, when

the probability is 30%, the F1-score of MalDIST has dropped to

68.58%, while the F1-score of RD is 79.12%, which is 11% higher

than MalDIST.

From the experimental results, we can also see the interference

of different types of noise on the model. Adding a random

time delay, as well as modifying the port number, has minimal

interference on the model. Perhaps the proportion of port

numbers in traffic features is relatively small. For example, in

1D-CNN, it uses grayscale images as traffic representation, and

the changes of port numbers have little effect on the grayscale

images. For our method, our feature sequence did not take into

account port numbers, so the changes of port numbers have

no impact on RD. The F1-score of k-NN decreases by ∼17%

when the port number changes, indicating that the port number

is not suitable as a statistical feature for traditional machine

learning methods.
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FIGURE 5

The experiment results with the noise value of 50% for RD. The experiment results for (a) Adding random time delay to data packets in the original

tra�c (IAT). (b) Adding random extra fields to the original packet payload (Pld). (c) Injecting dummy packets in the original tra�c (Pkt). (d) Modifying

the port number (Port). The probability of all noise being added is 50% refering to algorithms in Section 3.4.

The most significant impact on the model F1-score is the

addition of dummy packets. When adding dummy packets, 1D-

CNN is most affected, and it basically lacks classification ability

as 1D-CNN leverages a grayscale image as traffic representation,

which uses the first N bytes of traffic. This noise will cause the

original traffic characteristics to be lost, as the added noise in

the middle occupies the space of the original traffic features.

Adding dummy packets also brings great challenges to RF, k-NN,

and MalDIST. The addition of dummy packets will change the

values of most statistical features, such as the packet length, packet

number, and duration of traffic. For RD, as shown in Figure 5,

adding redundant data packets also has an impact on it, but it

is less affected than other methods. In this figure, we describe

in detail the performance of RD under different artificial noise.

The horizontal axis of each image represents the model detection

result, and the vertical axis represents the true label. From 1 to

5, representing the traffic of five types of attacks in sequence, i.e.,

DDOS-LOIT, DOS, FTP-Patator, portscan, SSH-Patator, and label

0, represents normal traffic. Among the five categories of attack

traffic, DDoS-LOIT and portscan exhibit the highest classification

complexity. This challenge arises from the critical factor that

both attack types generate sessions with extremely low packet

volumes per flow, severely limiting detectable feature dimensions.

Moreover, redundant packet injection compounds this issue, which

compresses the feature space.

To demonstrate the effectiveness and robustness of the

proposed method, we designed ablation experiments for

comparison. Compared to the proposed method, the comparison

model, named RobustDetector-W/O did not use the dropout

mechanism to generate noise samples, which means that no

noise is introduced during the training process. The comparison

method named RobustDetector-grayscale leverages a grayscale

image instead of sequence features as a traffic representation. The

experiment results are shown in Table 2.When the noise value is 50,

the F1-score of the RobustDetector (90.63%) is better than that of

the RobustDetector-W/O (86.32%) and RobustDetector-grayscale
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TABLE 2 The ablation experiment results with di�erent noise types and noise values.

Noise value (%) Noise type RD-WO (%) RD-greyscale (%) RD (%)

None \ 95.83 94.13 97.58

10

Port 95.83 93.98 97.58

Pkt 73.46 74.17 84.10

Pld 95.89 93.86 97.92

IAT 94.73 88.45 97.57

Avg 89.98 87.62 94.29

20

Port 95.83 93.98 97.58

Pkt 72.25 68.13 83.00

Pld 95.87 93.82 97.62

IAT 94.52 86.21 96.46

Avg 89.62 85.54 93.67

30

Port 95.83 93.98 97.58

Pkt 67.64 64.78 79.12

Pld 95.74 93.73 97.58

IAT 94.02 84.65 96.20

Avg 88.31 84.29 92.62

50

Port 95.83 93.98 97.58

Pkt 60.70 60.10 72.16

Pld 95.71 93.65 97.43

IAT 93.03 82.95 95.33

Avg 86.32 82.67 90.63

The bolded parts in the table represent the average detection performance of the model for different types of obfuscated traffic.

(82.67%). During the training process of RobustDetector, due to

the dropout mechanism playing a role in data augmentation, the

number of training samples for RobustDetector is twice that of

RobustDetector-W/O. This has provided RobustDetector with

sufficient training. However, both models achieved good results

in terms of detection results for the original samples. Compared

with RobustDetector-grayscale, RobustDetector-W/O selects

important features from traffic flow sequences. The grayscale

images introduce a large amount of invalid information, reducing

classification accuracy.

In terms of detection accuracy, RobustDetector increases

the robustness of the model by introducing noise through the

dropout mechanism during the training phase. By associating the

original features with the obfuscated features, the ability to detect

obfuscated malicious traffic has been improved. Compared with

RobustDetector-W/O, the proposed method performs better when

artificial noise is introduced.

5 Conclusion

In this study, we proposed RobustDetector, a novel encrypted

malicious traffic detection method for obfuscated malicious traffic

detection. The core of the proposed method is to use the dropout

mechanism to simulate the process of original features being

disturbed to improve the robustness of the model. To verify the

performance of the model, we simulated four common types

of artificial noise by modifying the original PCAP file, i.e.,

adding random time delays, injecting dummy packets, modifying

the port number, and adding random payloads. From the

experiment results, RobustDetector performs better in obfuscated

malicious traffic classification. However, the scope of noise types

considered in this study is limited. In real-world scenarios, attackers

may further evade detection by employing targeted obfuscation

tactics (e.g., mimicking legitimate application protocols), or

injecting structured adversarial noise. Future work will expand

the investigation to more complex scenarios to comprehensively

validate detection robustness.
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