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Quantum fingerprinting is a technique that maps a classical input word to

a quantum state. The obtained quantum state is much shorter than the

original word, and its processing uses fewer resources, making it useful in

quantum algorithms, communication, and cryptography. One of the examples

of quantum fingerprinting is the quantum automata algorithm for MODp =
{ai·p | i ≥ 0} languages, where p is a prime number. However, implementing

such an automaton on current quantum hardware is not e�cient. Quantum

fingerprinting maps a word x ∈ {0, 1}n of length n to a state |ψ (x)〉 of O(logn)

qubits, and uses O(n) unitary operations. Computing quantum fingerprint using

all available qubits of the current quantum computers is infeasible due to

many quantum operations. Tomake quantum fingerprinting practical, we should

optimize the circuit for depth instead of width, in contrast to the previous

works. We propose explicit methods of quantum fingerprinting based on

tools from additive combinatorics, such as generalized arithmetic progressions

(GAPs), and prove that these methods provide circuit depth comparable to a

probabilistic method. We also compare our method to prior work on explicit

quantum fingerprinting methods. We provide a series of numerical experiments

with implementation of the quantum automata for MOD17 language on noisy

simulators of IBMQ quantum devices. We show that shallow implementation

based on GAPs produces results with much smaller computational error

compared to standard deep circuit implementation. Despite the fact that on the

ideal quantum computational device, the opposite situation arises. We show that

the shallow circuit for the quantum automaton is better for near-future quantum

computational devices.

KEYWORDS

quantum finite automata, quantum fingerprinting, quantum circuit, shallow quantum

circuit, quantum hash

1 Introduction

A quantum finite state automaton (QFA) is a generalization of a classical finite
automaton (Say and Yakaryılmaz, 2014; Ambainis and Yakaryılmaz, 2021). Here we use the
simplest QFA model (Moore and Crutchfield, 2000). Formally, a QFA is 5-tuple M = (Q,
A ∪ {¢, $}, |ψ0〉,U ,Hacc), where Q = {q1, . . . , qD} is a finite set of states, A is the finite
input alphabet, ¢, $ are the left and right end-markers, respectively. The state of M is
represented as a vector |ψ〉 ∈ H, where H is the D-dimensional Hilbert space spanned
by {|q1〉, . . . , |qD〉} (here |qj〉 is a zero column vector except its j-th entry that is 1). The
automaton M starts in the initial state |ψ0〉 ∈ H, and makes transitions according to the
operators U = {Ua | a ∈ A} of unitary matrices. After reading the whole input word, the
final state is observed with respect to the accepting subspaceHacc ⊆ H.
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Quantum fingerprinting provides a method of constructing
automata for certain problems. It maps an input word w ∈
{0, 1}n to much shorter quantum state, its fingerprint |ψ(w)〉 =
Uw|0m〉, where Uw is the single transition matrix representing the
multiplication of all transitionmatrices while readingw and |0m〉 =
|0〉 ⊗ · · · ⊗ |0〉︸ ︷︷ ︸

m times

. The number of qubits in a fingerprint m can be

exponentially less than the length of the word n. An example of
such an automaton was first presented in the study by Ambainis
and Freivalds (1998) and then improved as provided in the study
by Ambainis and Nahimovs (2009). This result is discussed in this
section. Quantum fingerprint captures essential properties of the
input word that can be useful for computation.

One example of quantum fingerprinting applications is the
QFA algorithms for theMODp language (Ambainis and Nahimovs,
2009). For a given prime number p, the language MODp is defined
as MODp = {ai | i is divisible by p}. Let us briefly describe the
construction of the QFA algorithms forMODp.

We start with a 2-state QFAMk, where k ∈ {1, . . . , p − 1}. The
automatonMk has two base states Q = {q0, q1}, it starts in the state
|ψ0〉 = |q0〉, and it has the accepting subspace spanned by |q0〉. At
each step (for each letter), we perform the rotation

Ua =




cos
2πk

p
sin

2πk

p

− sin
2πk

p
cos

2πk

p



.

If w ∈ MODp, then the rotation Ua is applied i = r · p times, for
some integer r. In that case, i is a multiple of p. Therefore, the total
rotation angle is 2πk

p · r · p = 2πk · r, which is a multiple of 2π for
any k. It means, the automaton is in the state |q0〉 for any k, and it
accepts the word with probability 1. It is the correct answer.

However, if w /∈ MODp, the probability of correct answer can
be close to 0 rather than 1 (i.e., bounded below by 1 − cos2(π/p)).
To boost the success probability we use d copies of this automaton,
namely,Mk1 , . . . ,Mkd , as described below.

The QFA M for MODp has 2d states: Q =
{q1,0, q1,1, . . . , qd,0, dd,1}, and it starts in the state |ψ0〉 =
1√
d

∑d
i=1 |qi,0〉. In each step, it applies the transformation defined

as follows:

|qi,0〉 7→ cos
2πki
p

|qi,0〉 + sin
2πki
p

|qi,1〉 (1)

|qi,1〉 7→ − sin
2πki
p

|qi,0〉 + cos
2πki
p

|qi,1〉 (2)

Indeed, M enters into equal superposition of d sub-QFAs, and
each sub-QFA applies its rotation. Thus, quantum fingerprinting
technique associates the input word w = aj with its fingerprint

|ψ〉 = 1√
d

d∑

i=1

cos
2πkij

p
|qi,0〉 + sin

2πkij

p
|qi,1〉.

Ambainis and Nahimovs (2009) proved that this QFA accepts
the language MODp with error probability that depends on the
choice of the coefficients ki’s. They also showed that for d =
2 log(2p)/ε there is at least one choice of coefficients ki’s such that

the error probability is less than ε. The proof uses a probabilistic
method, so these coefficients are not explicit. They also suggest two
explicit sequences of coefficients: cyclic sequence ki = gi (mod p)
for primitive root g modulo p and more complex AIKPS (Ajtai,
Iwaniec, Komlós, Pintz, Szemerédi) sequences based on the results
presented in the study by Ajtai et al. (1990).

Quantum fingerprinting is versatile and has several
applications. Buhrman et al. (2001) in their study provided an
explicit definition of quantum fingerprinting for constructing an
efficient quantum communication protocol for equality checking.
The technique was applied to branching programs in the studies
by Ablayev and Vasiliev (2009, 2011, 2013b); this computational
model can be considered as a non-uniform automata. They show
examples of Boolean functions that can be computed by a quantum
branching program with exponentially smaller complexity (width
or states in terms of automata) than the deterministic ones. Based
on this research, they developed the concept of cryptographic
quantum hashing (Ablayev and Vasiliev, 2013a, 2014; Ablayev
et al., 2014; Ablayev and Ablayev, 2015). Later, they generalized
the technique and suggested a family of quantum hashes that allow
us to see a trade-off between one-way resistance and collision
resistance of the hash function (Ablayev et al., 2016a; Vasiliev,
2016a; Vasiliev et al., 2017; Ablayev et al., 2020). The question of
computing cryptographic quantum hashes with a restricted size
of memory was discussed in the study by Ablayev et al. (2018b).
Connection of the approach with Quantum Fourier transom where
presented in the study by Ablayev and Vasiliev (2020); Khadieva
(2024). A survey on cryptographic quantum hashes can be found
in the study by Ablayev et al. (2016b, 2018a). The experimental
implementation on real devices was considered in the study by
Vasiliev et al. (2019); Turaykhanov et al. (2021), and optimization
for emulators of quantum computers was explored in the study
by Zinnatullin et al. (2023). Different versions of hash functions
were applied that are hash functions in the case of finite Abelian
groups (Vasiliev, 2016c) and arbitrary groups (Ziatdinov, 2016b);
functions based on graphs (Ziatdinov, 2016a; Zinnatullin, 2023).
The technique was extended to qudits (Ablayev and Vasiliev, 2022;
Vasiliev, 2023). This approach has been widely used in various
areas such as

• stream processing algorithms (Le Gall, 2009, 2006). Here, the
technique allows authors to obtain an advantage in memory
size for a quantum version of the model.

• Query model algorithms (Ablayev et al., 2022, 2024). Here,
the quantum fingerprinting algorithm is applied as a base for
the quantum algorithm for the string-matching problem. The
algorithm uses less memory compared to existing quantum
algorithms (Ramesh and Vinay, 2003; Montanaro, 2017;
Khadiev and Serov, 2025).

• Online algorithms (Khadiev and Khadieva, 2021, 2022). Here,
authors present a problem that can be solved by quantum
online algorithms with restricted memory size (Khadiev et al.,
2018, 2022b, 2023), but cannot be solved by randomized or
deterministic counterparts in the case of logarithmic memory
size.

• branching programs (Khadiev and Khadieva, 2017; Khadiev
et al., 2022a; Ablayev et al., 2016c, 2018a). In these studies,
authors present a specially constructed Boolean function that
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allows them to show a hierarchy of complexity classes for
quantum read-k-times branching programs. The upper bound
was proven using the quantum fingerprinting technique. For
read-1-times branching programs, researchers (Gainutdinova,
2002; Ablayev et al., 2005; Ablayev and Vasiliev, 2009, 2013b)
presented a Boolean function that can be computed by a
quantum model with smaller complexity than by classical
models.

• Development of quantum devices (Vasiliev, 2016b).
• Automata. The technique was introduced for automata model

(Ambainis and Freivalds, 1998) and later improved in a study
byAmbainis andNahimovs (2009). At the same time, the same
technique for the constant number of qubits was used for two-
way automata with classical and quantum states (Ambainis
et al., 2002; Ambainis and Watrous, 2002; Yakaryilmaz, 2013;
Yakaryılmaz and Say, 2009). It allows authors to show a
language that can be recognized by the model but cannot be
recognized by the probabilistic two-way automata.

Later, the same idea was used for one-way automata
and promise problems (Ambainis and Yakaryılmaz, 2021;
Gainutdinova and Yakaryılmaz, 2017; Yakaryılmaz and Say,
2010; Gainutdinova and Yakaryılmaz, 2018, 2015; Hu et al.,
2020; Nakanishi and Yakaryılmaz, 2015).

At the same time, the technique is not practical for the currently
available real quantum computers. The main obstacle is that
quantum fingerprinting uses an exponential (in the number m of
qubits) circuit depth (e.g., see Khadieva and Ziatdinov, 2023; Birkan
et al., 2021; Salehi and Yakaryılmaz, 2021; Zinnatullin et al., 2023
for some implementations of the aforementioned automaton M).
Therefore, the required quantum volume1 VQ is roughly 2|w|·2

m
.

For example, IBM reports (IBM, 2022) that its Falcon r5 quantum
computer has 27 qubits with a quantum volume of 128. It means
that we can use only 7 of the 27 qubits for the fingerprint technique.

This study investigates how to obtain better circuit depth
by optimizing the coefficients used by M: k1, . . . , kd. We use
generalized arithmetic progressions to generate a set of coefficients
and show that such sets have a circuit depth comparable to the set
obtained by the probabilistic method.

Additionally, we implement the circuit for the noisy emulator
of the IBMQ quantum machine (IBM, 2025). The emulator
emulates the behavior of real IBMQ quantum machines and allows
us to see the results closely compared to the results we can obtain
on real machines. Note that IBMQ is a device that allows to invoke
of a quantum circuit with universal basic gates. Therefore, we
can implement any unitary transformation on this machine that
gives us universality (Möttönen et al., 2004). At the same time,
the current quantum devices are in the Noisy Intermediate-Scale
Quantum (NISQ) era (Preskill, 2018), which is why the noise and
other effects do not allow for the implementation of any quantum
algorithm. Our shallow circuit will enable us to obtain useful results
for the quantum fingerprinting algorithm for MOD17 language on
4 qubits. At the same time, it is known that we cannot recognize

1 Quantum volume is an exponent of the maximal square circuit size that

can be implemented on the quantum computer (Cross et al., 2019; Wack

et al., 2021).

this language using classical automata with 4 qubits of memory
(Ambainis and Freivalds, 1998). Moreover, the standard circuit
for the quantum fingerprinting algorithm (not the shallow one)
does not give us any useful results, even if it gives a smaller error
probability in “ideal” (not noisy) devices.

We summarize the previous and our results in the following
list.

• The cyclic method, for some constant c > 0:

– the width is pc/ log log p

– the depth is pc/ log log p

– explored in the study by Ambainis and Nahimovs (2009).

• The AIKPS method:

– the width is log2+3ǫ p

– the depth is (1+ 2ǫ) log1+ǫ p log log p
– explored in the study by Razborov et al. (1993).

• The probabilistic method:

– the width is 4 log(2p)/ε
– the depth is 2 log(2p)/ε
– explored in Ambainis and Nahimovs (2009).

• The GAPs method (this study):

– the width is p/ε2

– the depth is ⌈log p− 2 log ε⌉ + 2
– developed in this study.

Note that p is exponential in the number of qubitsm. The depth
of the circuits is discussed in Section 3.

The study is an extended version of the Ziiatdinov et al. (2023)
conference paper presented at the AFL2023 conference.

In addition, we perform computational experiments for
computing parameters K that minimize the error probability for
our circuit and the standard circuit. We show that in the case of
an “ideal” non-noisy quantum device, the error probability for the
proposed circuit is at most twice as large as that of the standard
circuit. At the same time, in the case of noisy quantum devices
(current and near-future ones), the error probability is much less
than that of the standard circuit, and allows us to implement QFA
forMOD17 language using 4 qubits.

The rest of the article is organized as follows. In Section 2, we
give the necessary definitions and results on quantum computation
and additive combinatorics to follow the rest of the article. Section 3
contains the construction of the shallow fingerprinting function
and the proof of its correctness. Then, we present several numerical
simulations in Section 4. We conclude the article with Section 5
by presenting some open questions and discussions for further
research.

2 Preliminaries

Let us denote by H2 two-dimensional Hilbert space, and by
(H2)⊗m 2m-dimensional Hilbert space (i.e., the space of m qubits).
We use bra- and ket-notations for vectors in Hilbert space. For any
natural numberN, we useZN to denote the cyclic group of orderN.
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Let us describe in detail how the automaton M works.
As we outlined in the introduction, the automaton M has 2d
states: Q = {q1,0, q1,1, . . . , qd,0, dd,1}, and it starts in the state
|ψ0〉 = 1√

d

∑d
i=1 |qi,0〉. After reading a symbol a, it applies the

transformation Ua defined by Equations 1, 2:

|qi,0〉 7→ cos
2πki
p

|qi,0〉 + sin
2πki
p

|qi,1〉

|qi,1〉 7→ − sin
2πki
p

|qi,0〉 + cos
2πki
p

|qi,1〉

After reading the right endmarker $, it applies the transformation
U$ defined in such way that U$|ψ0〉 = |q1,0〉. The automaton
measures the final state and accepts the word if the result is q1,0.

So, the quantum state after reading the input word w = aj is

|ψ〉 = 1√
d

d∑

i=1

cos
2πkij

p
|qi,0〉 + sin

2πkij

p
|qi,1〉.

If j ≡ 0 (mod p), then |ψ〉 = |ψ0〉, and U$ transforms it into
accepting state |q1,0〉, therefore, in this case, the automaton always
accepts. If the input word w /∈ MODp, then the quantum state after
reading the right endmarker $ is

|ψ ′〉 = 1

d

( d∑

i=1

cos
2πkij

p

)
|q1,0〉 + . . . ,

and the error probability is

Pe =
1

d2

( d∑

i=1

cos
2πkix

p

)2
.

In simpler terms, the automaton maintains d angles in different
subspaces. After encountering the symbol a, the automaton
performs d rotations: it rotates by 2πki/p in the i-th subspace. Since
rotating p times would have the same result as not rotating at all,
the automaton counts the number of a symbols modulo p. The
coefficients ki ensure that the small error probability: even if some
of angles are close to 0, other subspaces are far from 0, so the whole
state is far from the state q1,0.

In the rest of the article, we denote by m the number of qubits
in the quantum fingerprint, by d = 2m the number of parameters
in the set K, by p the size of domain of the quantum fingerprinting
function, and by Ua(K) the transformation defined above, which
depends on the set K.

Let us also define a function ε :Zd
p → R as follows:

ε(K) = max
x∈Zp

(
1

d2

∣∣∣
d∑

j=1

exp
2π ikjx

p

∣∣∣
2
)
.

Note that Pe ≤ ε(K).
We also use some tools from additive combinatorics. We refer

the reader to the textbook by Tao and Vu (2006) for a deeper
introduction to additive combinatorics.

An additive set A ⊆ Z is a finite non-empty subset of Z, an
abelian group with group operation+. We refer to Z as the ambient
group.

If A,B are additive sets in Z, we define the sum set A + B =
{a + b | a ∈ A, b ∈ B}. We define additive energy E(A,B) between
A,B to be

E(A,B) =
∣∣∣∣
{
(a, b, a′, b′) ∈ A× B× A× B | a+ b = a′ + b′

}∣∣∣∣.

Let us denote by e(θ) = e2π iθ , and by ξ · x = ξx/p bilinear
form from Zp × Zp into R/Z. Fourier transform of f :Zp → Zp is

f̂ (ξ ) = Ex∈Z f (x)e(ξ · x).
We also denote the characteristic function of the set A as 1A,

and we define PZ(A) = 1̂A(0) = |A|/|Z|.

Definition 1 (Tao and Vu, 2006). Let Z be a finite additive group. If
A ⊆ Z, we define Fourier bias ‖A‖U of the set A to be

‖A‖U = sup
ξ∈Z\{0}

|1̂A(ξ )|

Basically, the additive energy E(A,A) and the Fourier bias ‖A‖U
tell how “structured” the set A is with respect to addition. The
additive energy E(A,A) measures how many pairwise sums a + a′

of elements a, a′ ∈ A coincide; for a random set we expect many
different pairwise sums, and for an arithmetic progression the
pairwise sums mostly coincide.

There is a connection between the Fourier bias and the additive
energy.

Theorem 1 (Tao and Vu, 2006). Let A be an additive set in a finite
additive group Z. Then

‖A‖4
U
≤ 1

|Z|3 E(A,A)− PZ(A)
4 ≤ ‖A‖2

U
PZ(A)

Definition 2 (Tao and Vu, 2006). A generalized arithmetic
progression (GAP) of dimension d is a set

A = {x0 + n1x1 + . . .+ ndxd | 0 ≤ n1 ≤ N1, · · · , 0 ≤ nd ≤ Nd},

where x0, x1, . . . , xd,N1, . . . ,Nd ∈ Z. The size of GAP is a product
N1 · · ·Nd. If the size of set A, |A|, equals to N1 · · ·Nd, we say that
GAP is proper.

The GAPs generalize the usual notion of arithmetic
progressions by allowing multiple differences x1, . . . , xd instead of
just one x1. The proper GAP has differences such that its elements
are all distinct, i.e., its elements cannot be represented as a sum of
differences in two ways.

3 Shallow fingerprinting

Quantum fingerprint can be computed using the quantum
circuit shown in Figure 1. The last qubit is rotated by a different
angle 2πkjx/q in different subspaces enumerated by |j〉. The circuit
rotates the qubit for all possible angles. The j-th rotation is
controlled by firstm qubits and applied if the values of these qubits
are j. Therefore, the circuit depth is |K| = t = 2m. As the set K is
random, the depth is unlikely to be less than |K|.
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FIGURE 1

Deep fingerprinting circuit example. Gate Uj is a rotation Ry (4πkjx/p)

for j ∈ {0, . . .2m − 1}. Here, we have m control qubits. All possible

values from 0 to 2m − 1 are encoded by all binary strings of length

m. These values are presented as control values for control rotation

gates Uj such that Uj is applied if the value of control qubits is j.

Let us note that fingerprinting is similar to the quantum Fourier
transform. Quantum Fourier transform computes the following
transformation:

|x〉 7→ 1

N

N−1∑

k=0

ωxk
N |k〉, (3)

where ωN = e(1/N). Here is the quantum fingerprinting
transform:

|x〉 7→ 1

t

t∑

j=1

ω
kjx

N |k〉.

The depth of the circuit that computes quantum Fourier
transform is O((logN)2), and it heavily relies on the fact that in
Equation 3 the sum runs over all k = 0, . . . ,N − 1. Therefore, to
construct a shallow fingerprinting circuit, we desire to find a set K
with a special structure.

Suppose that we construct a coefficient set K ⊂ Zp in the
following way. We start with a set T = {t1, . . . , tm} and construct
the set of coefficients as a set of sums of all possible subsets:

K =
{ ∑

t∈S
t | S ⊆ T

}
,

where we sum modulo p.
The quantum fingerprinting function with these coefficients

can be computed by a circuit of depth O(m) (Kālis, 2018) (see
Figure 2).

Finally, let us prove why the construction of the set K ⊂ Zp

works.

Theorem 2. Let ε > 0, letm = ⌈log p− 2 log ε⌉ and d = 2m.
Suppose that the number t0 ∈ Zp and the set T =

{t1, . . . , tm} ⊂ Zp are such that

B = {2t0 + n1t1 + · · · + nmtm | 0 ≤ n1 < 3, . . . , 0 ≤ nm < 3}

is a proper GAP.

FIGURE 2

Shallow fingerprinting circuit example. Gate Rj is a rotation

Ry (4πtjx/p) for j ∈ {0, . . .m}. Here, we have m control qubits.

Then the set A defined as

A =
{
t0 +

∑

t∈S
t | S ⊆ T

}

has ε(A) ≤ ε.

Let us outline the proof of this theorem. First, we estimate the
number of solutions to a + b = n. Second, we use it to bound the
additive energy E(A,A) of the set A. Third, we bound the Fourier
bias ‖A‖U . Finally, we get a bound on ε(A) in terms of p andm.

Proof. Let us denote a set Rn(A) of solutions to a + b = n, where
a, b ∈ A and n ∈ Zp:

Rn(A) = {(a, b) | a+ b = n; a, b ∈ A}.

Note that we have E(A,A) =
∑

n∈Z Rn(A)
2.

Suppose that n is represented as n = 2t0 +
∑m

i=1 γiti, γi ∈
{0, 1, 2}. It is unique if such a representation exists because B is a
proper GAP. Let us denote c0 : = {i | γi = 0}, c1 : = {i | γi = 1},
c2 : = {i | γi = 2}. It is clear that c0 ⊎ c1 ⊎ c2 = [m].

Suppose that n = a+ b for some a, b ∈ A. But a = t0 +
∑

i αiti
and b = t0 +

∑
i βiti, αi,βi ∈ {0, 1}. We get that if i ∈ c0 or

i ∈ c2 then the corresponding coefficients αi and βi are uniquely
determined. Consider i ∈ c1. Then we have two choices: either αi =
1;βi = 0, or αi = 0;βi = 1. Therefore, we have Rn(A) = 2|c1(n,A)|.

We have that

E(A,A) =
∑

n∈Z
Rn(A)

2 =
∑

n∈Z
22|c1(n,A)|.

Using the fact that |c0(n,A)| + |c1(n,A)| + |c2(n,A)| = m, we see
that

E(A,A) =
∑

n∈Z
22|c1(n,A)| =

m∑

j=0

(
m

j

)
2m−j22j =

m∑

j=0

(
m

j

)
2m+j ≤ 23m

We can bound the Fourier bias by Theorem 1:

‖A‖4
U
≤ 1

|Z|3 E(A,A)− PZ(A)
4 ≤ ‖A‖2

U
PZ(A)
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‖A‖4
U
≤ 23m

23·2m
− 24m

24·2m
= d3

23d
− d4

24d

‖A‖U ≤ d3/4

p3/4

Finally, we have

ε(A) =
( p
d
‖A‖U

)2
≤ p1/2

d1/2
.

We prove the theorem by substituting the definitions of
d andm.

Corollary 1. The depth of the circuit that computes Ua(A) is
⌈log p− 2 log ǫ⌉.

Theorem 3 (Circuit depth for AIKPS sequences). For given ε > 0,
let

R = {r | r is prime, (log p)1+ε/2 < r < (log p)1+ε},
S = {1, 2, . . . , (log p)1+2ε},
T = {s · r−1 | r ∈ R, s ∈ S},

FIGURE 3

Circuit Cj for AIKPS subsequence. Gate Rj is a rotation Ry (4π (r
−1
j )/p).

Gate Rj,k is a rotation Ry (2
k−1 · 4π (r−1

j )/p).

where r−1 is the inverse of r modulo p.
Then the depth of the circuit that computes Ua(T) is less than

(1+ 2ǫ) log1+ǫ p log log p.

Proof. Let us denote the elements of R by r1, r2, . . .. Let S · {r−1} be
a set {s · r−1 | s ∈ S}.

Consider the following circuit Cj (see Figure 3) with w = ⌈(1+
2ε) log log p⌉ + 1 wires.

The circuit Cj has depth ⌈(1 + 2ε) log log p⌉ + 1 and
computes the transformation Ua(S · {r−1

j }). By repeating the same
circuit for all rj ∈ R we get the required circuit for Ua(T)
(see Figure 4).

Since |R| < (log p)1+ε , we obtain that the depth of the circuit
Ua(T) is less than

(1+ 2ǫ) log1+ǫ p log log p.

4 Numerical experiments

We conduct the following numerical experiments.We compute
sets of coefficientsK for the automaton for the languageMODp with
minimal computational error.

Finding an optimal set of coefficients is an optimization
problem with many parameters, and the running time of a brute
force algorithm is large, especially with an increasing number
m of control qubits and large values of parameter p. Then, the
original automaton has 2d states, where d = 2m. We observe
circuits for several m values and use a heuristic method for
finding the optimal sets K with respect to an error minimization.
For this purpose, the coordinate descent method (Wright, 2015)
is used.

We find an optimal set of coefficients for different values
of p and m and compare computational errors of original
and shallow fingerprinting algorithms for the automaton (see
Figure 5). Namely, we set m = 3, 4, 5 and find sets using the
coordinate descent method for each case that minimizes ε(K).

FIGURE 4

Circuit for Ua(T). Gate Rj is a rotation Ry (4π (r
−1
j )/p). Gate Rj,k is a rotation Ry (2

k−1 · 4π (r−1
j )/p).
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FIGURE 5

Computational errors for m = 3, 4, 5 of original and shallow automata.
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FIGURE 6

Proportions of the shallow automaton errors over the original automaton errors for m = 3, 4, 5 and di�erent values of p.

Even heuristic computing, for s > 5, takes exponentially
more computational time andis hard to implement on
our devices.

One can note that the difference between errors increases with
increasing m, especially for higher values of p. The program code

and numerical data are presented in a git repository (Khadieva,
2023).

The graphics in Figure 6 show a proportion of the errors of the
original automaton over the errors of the shallow automaton for
m = 3, 4, 5 and the prime numbers until 1013.
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FIGURE 7

Shallow circuit that uses Rz operators.

As we see, for a number of control qubitsm = 3, the difference
between the original and shallow automata errors is approximately
constant. The ratio of values fluctuates between 1 and 1.2. In the
case m = 4, this ratio is approximately 1.5 for almost all observed
values p. The ratio of errors is nearly between 1.5 and 3, form = 5.

According to the results of our experiments, the circuit depth
m + 1 is enough for valid computations, while the original circuit
uses O(2m) gates. Since the shallow circuit is much simpler than
the original one, its implementation on real quantum machines is
much easier. For instance, in such machines as IBMQ Manila or
Baidu quantum computer, a “quantum computer” is represented
by a linearly connected sequence of qubits. CX-gates can be applied
only to the neighbor qubits. For such a linear structure of qubits,
the shallow circuit can be implemented using 3m + 3 CX-gates.
Whereas a nearest-neighbor decomposition (Bergholm et al., 2005)
of the original circuit requires O(d log d) = O(m2m) CX-gates.

4.1 Numerical experiments for a noisy
device

The numerical experiments presented above were performed
on an abstract machine with no noise, that is, all operators and
measurements are always correct. In contrast, current real quantum
devices are the NISQ era machines (Preskill, 2018), which means
that each operator is noisy. Therefore, we invoke a new series
of computational experiments to find a set of coefficients K for
the automaton that recognizes the language MODp, so that we
can separate members and non-members of the language when
implementing the automaton on a noisy simulator of the IBMQ
quantum machine. As an example, we set the p = 17 and m = 3
control qubits. So, our device uses 4 qubits. At the same time, it is
known that any deterministic device needs at least 5 classical bits to
recognize theMOD17 language (Ambainis and Freivalds, 1998).

For these parameters, we invoke a brute-force algorithm to find
the set K that satisfies two conditions:

1. The probability of accepting member words should be as high as
possible.

2. The probability of accepting non-member words should be as
small as possible.

FIGURE 8

Computational errors for m = 3 of shallow automata for noisy

device.

FIGURE 9

Computational errors for m = 3 of original automata with deep

circuit for noisy device.

For this reason, we minimize a value diff = P(6 · p)−max{P(r) : r
mod p 6= 0, 1 ≤ r ≤ 6 · p + 9}, where P(i) is the acceptance
probability for a word of length i. The resulting set is K =
{4, 8, 12, 6}. After that, we execute the circuit for this automaton
on input words of length at most 7 · p + 9 = 128. We use an
optimization of the circuit from a study by Khadieva et al. (2024)
that allows us to use the Rz operator instead of the Ry operator. It
is presented in Figure 7.

It is important to use this optimization because the emulator of
a real IBMQ device allows us to use only a limited set of possible
gates. For instance, we cannot use the Ry operator, although the Rz
gate is available.

We run the program 10,000 times and calculate the number
of shots that return the state |0〉 (accepting state). We use the
notation P̃(i) for this number, where i is the length of the word.
These numbers P̃(i) for each length i for 1 ≤ i ≤ 129 are
presented in Section 6 and Figure 8.We can say that it is a statistical
representation of probability P(i).

Normally, for the bounded error QFA (Say and Yakaryılmaz,
2014), an input of length i is accepted if the probability of observing
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TABLE 1 The number of shots that return accepting state for di�erent lengths of the word for the shallow automaton ofMOD17 on a noisy device.

The length of a word 1 2 3 4 5 6 7 8 9 10

The number of accepted shorts 122 925 61 92 187 539 184 91 77 237

The length of a word 11 12 13 14 15 16 17 18 19 20

The number of accepted shorts 514 273 142 149 737 571 6,439 570 875 312

The length of a word 21 22 23 24 25 26 27 28 29 30

The number of accepted shorts 240 293 586 348 231 235 271 604 348 181

The length of a word 31 32 33 34 35 36 37 38 39 40

The number of accepted shorts 268 626 793 3,870 691 701 462 377 432 557

The length of a word 41 42 43 44 45 46 47 48 49 50

The number of accepted shorts 471 354 358 365 603 402 412 360 737 845

The length of a word 51 52 53 54 55 56 57 58 59 60

The number of accepted shorts 2,608 756 613 453 427 564 665 466 440 396

The length of a word 61 62 63 64 65 66 67 68 69 70

The number of accepted shorts 497 560 494 463 523 671 701 1,981 758 754

The length of a word 71 72 73 74 75 76 77 78 79 80

The number of accepted shorts 529 468 595 594 600 385 473 570 567 579

The length of a word 81 82 83 84 85 86 87 88 89 90

The number of accepted shorts 501 435 667 717 2,011 775 679 544 532 512

The length of a word 91 92 93 94 95 96 97 98 99 100

The number of accepted shorts 626 586 495 552 541 631 472 524 448 641

The length of a word 101 102 103 104 105 106 107 108 109 110

The number of accepted shorts 678 1,527 702 688 495 498 561 621 587 527

The length of a word 111 112 113 114 115 116 117 118 119 120

The number of accepted shorts 521 457 632 556 518 546 692 697 1,021 694

The length of a word 121 122 123 124 125 126 127 128

The number of accepted shorts 608 558 631 546 568 560 421 582

The total number of shorts is 10000. The length of word that is multiple of p is marked with bold font.

an accepting state is P(i) > 0.5 + ε for some ε > 0 and is rejected
if P(i) < 0.5 − ε. In terms of the number of shots that return
the accepting state in our experiment, we can say that the word
is accepted if P̃(i) ≥ 5001, and rejected if P̃(i) ≤ 4, 999. In that
case, we can execute an algorithm once, return its answer, and the
result will be correct with probability more than one half. In that
case, we can recognize only the word of length i = p because only
P̃(p) ≥ 5, 001, and P̃(i) ≤ 4, 999 for any i 6= p due to the results
of our numerical experiments. So, the automaton rejects all other
words, including members and non-members.

Another type of QFA in terms of acceptance criteria is a QFA
with an isolated cut-point (Chadha et al., 2013; Bertoni, 1975;
Bertoni et al., 1977; Gimbert and Oualhadj, 2010; Rabin, 1963). In
that case, we choose two constants 0 < λ < 1 and 0 < ε <

min{λ, 1 − λ}. A word of length i is accepted if P(i) > λ + ε, and
rejected if P(i) < λ− ε. For our numerical experiments, we can set
a threshold (or a cut-point) 1 ≤ λ̃ ≤ 9, 999 and accept a word of
length i if P̃(i) ≥ λ̃+ 1; and reject a word of length i if P̃(i) ≤ λ̃− 1.

Analyzing the results of the experiments, we can say that each
member i of MODp has P̃(i) ≥ 1, 021. At the same time, each
non-member i has P̃(i) ≤ 925.

So, we can choose any threshold 926 ≤ λ̃ ≤ 1, 020. Here we
choose themiddle of the interval λ̃ = 973 for more statistical safety.
Finally, we can say that our algorithm accepts a word of length i if
P̃(i) ≥ 974, and rejects it if P̃(i) ≤ 972.

The criteria based on isolated cut-point are not as good as
in the bounded error automata, but are also useful. For practical
implementation, we should invoke our algorithm at least O(1/λ)
times to have a reasonable statistic that approximates P(i).

We perform similar experiments for the standard circuit for
the automaton for the MODp language. Since m = 3, we need to
calculate 2m = 8 integer parameters as coefficients for the rotation
angles. For this case, using the brute force algorithm for parameter
finding is unrealistic because the standard circuit execution on the
IBMQ simulator takes much more time than in the case of the
shallow circuit execution. We use three approaches:

Frontiers inComputer Science 10 frontiersin.org

https://doi.org/10.3389/fcomp.2025.1519212
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org


Ziiatdinov et al. 10.3389/fcomp.2025.1519212

TABLE 2 The number of shots that return accepting state for di�erent lengths of the word for the original automaton ofMOD17 on a noisy device.

The length of a word 1 2 3 4 5 6 7 8 9 10

The number of accepted shorts 4,042 82 654 388 217 463 280 210 364 318

The length of a word 11 12 13 14 15 16 17 18 19 20

The number of accepted shorts 596 459 311 419 465 558 1,005 589 324 547

The length of a word 21 22 23 24 25 26 27 28 29 30

The number of accepted shorts 561 366 467 446 528 649 823 459 622 659

The length of a word 31 32 33 34 35 36 37 38 39 40

The number of accepted shorts 372 441 735 1,053 662 410 450 637 618 507

The length of a word 41 42 43 44 45 46 47 48 49 50

The number of accepted shorts 614 623 524 517 545 534 608 626 476 634

The length of a word 51 52 53 54 55 56 57 58 59 60

The number of accepted shorts 746 712 604 500 531 513 624 571 602 571

The length of a word 61 62 63 64 65 66 67 68 69 70

The number of accepted shorts 475 635 558 569 654 549 767 1,160 727 603

The length of a word 71 72 73 74 75 76 77 78 79 80

The number of accepted shorts 631 607 565 617 576 564 542 609 625 620

The length of a word 81 82 83 84 85 86 87 88 89 90

The number of accepted shorts 573 610 622 617 712 630 629 591 628 566

The length of a word 91 92 93 94 95 96 97 98 99 100

The number of accepted shorts 647 623 579 608 654 649 629 611 625 593

The length of a word 101 102 103 104 105 106 107 108 109 110

The number of accepted shorts 654 682 628 592 604 628 639 589 614 652

The length of a word 111 112 113 114 115 116 117 118 119 120

The number of accepted shorts 625 637 599 606 612 684 648 627 828 655

The length of a word 121 122 123 124 125 126 127 128

The number of accepted shorts 603 662 635 637 591 651 613 624

The total number of shorts is 10000. The length of word that is multiple of p is marked with bold font.

• The coordinate descent method (Wright, 2015) for finding
the first six parameters and the brute force approach for
calculating the last two parameters.

• Simulated annealing algorithm (Press, 1992) for finding all
parameters.

• Genetic algorithm (Mitchell, 1998) for finding all parameters.

The objective function for minimization is diff ′ = P̃(p) − {P̃(r) : r
mod p 6= 0, 1 ≤ r ≤ 2 · p + 10}. We compute P̃(i), which is the
number of shots that return the state |0〉 (accepting state).

We use these three algorithms, obtain the results, and choose
the best result among them. The target parameters are K =
{14, 9, 6, 7, 10, 4, 2, 16}.

Then we invoke the circuit for the automaton using these
parameters on input words of length at most 7 · p + 9 = 128.
The program is executed 10,000 times, and we calculate P̃(i). These
numbers are presented in Section 6 and Figure 9.

When analyzing the data, we can see that no member word i

has P̃(i) > 5, 000, which means that the probability P(i) < 0.5 for

any input i. Therefore, if the automaton is the QFA with bounded
error, we cannot separate members from non-members using this
acceptance criterion.

However, if the automaton is the QFA with an isolated cut-
point, then we can see that several members of the language,
for instance, i = p, i = 2p, i = 4p, and i = 7p, can be
separated from non-members. Nevertheless, other members of
MODp are not separable from non-members, for example, i =
3p, i = 5p, and i = 6p. In addition, we can note that the
number P̃(1) > P̃(p). Our algorithm cannot find a set K that
violates this condition. At the same time, we can ignore the case
i = 1 because it can be processed separately. Even if we fix the
issue with i = 1, the algorithm still detects only some members.
For the members i = p, i = 2p, i = 4p, and i = 7p,
the minimal value of P̃(i) is 828. For the non-members except
i = 1, the maximum value of P̃(i) is 823. As a threshold λ̃,
we can choose 824 or 825. Nevertheless, we cannot separate the
members i = 3p, i = 5p, and i = 6p from non-members for
any threshold.

Frontiers inComputer Science 11 frontiersin.org

https://doi.org/10.3389/fcomp.2025.1519212
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org


Ziiatdinov et al. 10.3389/fcomp.2025.1519212

Note that in the case of the shallow circuit, P̃(p) is much higher
than in the case of the standard circuit. For instance, P̃(p) > 5, 100
for the shallow circuit, which corresponds to P(p) > 0.51; while for
the standard circuit, the corresponding probability would be much
smaller than 0.5 (approximately 0.1).

Finally, we can see that the shallow circuit is more efficient on
noisy devices (emulators) than the standard circuit. However, in the
case of an “ideal” noise-free device, we have an opposite situation.

5 Conclusion

We show that generalized arithmetic progressions generate
some sets of coefficients ki for the quantum fingerprinting
technique with provable properties. These sets have large sizes, but
their depth is small and comparable to that of the sets obtained
by the probabilistic method. These sets can be used to implement
quantum finite automata on current quantum hardware.

We perform numerical simulations. In the case of “ideal”
(noise-free) devices, the experiments show that the error
probability for the shallow circuit is close to the error probability
for the standard circuit. At the same time, we show that the shallow
circuit is much more efficient than the standard circuit when
implemented on IBMQ noisy device simulators.

The depth optimization of quantum finite automata is also an
open question. The lower bound on the size of K with respect to p

and ε is already known (Ablayev et al., 2016b). Therefore, for given
p and ε, quantum finite automata cannot have less than O(log p/ε)
states. However, to our knowledge, a lower bound on the circuit
depth of the transition function implementation is unknown. Thus,
we pose an open question: Is it possible to implement a transition
function with a depth less than O(log p)? What is the lower bound?

6 Numerical experiments for noisy
devices

The data for the shallow circuit for fingerprinting are tabulated
in Table 1.

The data for the standard circuit for fingerprinting are tabulated
in Table 2.
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