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Introduction: The rapid advancement of intelligent chatbots has transformed 
human-AI interaction, offering novel opportunities to enhance user experience 
(UX) through psychological and design interventions. However, the mechanisms 
by which chatbot design features influence UX remain understudied, particularly 
regarding the roles of emotional and cognitive mediators.

Methods: This study employed a 2 × 2 within-subjects experimental design with 
160 participants to investigate the effects of anthropomorphism (high vs. low) 
and perceived intelligence (high vs. low) in chatbot avatars on UX. Structural 
equation modeling (SEM) was utilized to analyze the mediating roles of perceived 
empathy and trust in this relationship.

Results: Direct effects of anthropomorphism and perceived intelligence on 
UX were nonsignificant. However, their combined influence was significantly 
mediated by perceived empathy and trust (β  =  0.48, *p*  <  0.01). Specifically, 
highly anthropomorphic avatars correlated with elevated empathy (β  =  0.32) 
and trust (β = 0.27), which in turn improved UX.

Discussion: These findings underscore the importance of emotional engagement 
over mere intelligence in designing effective chatbots. This research contributes 
unique insights into the complex mechanisms governing user interactions with 
intelligent chatbots, emphasizing the need for design strategies that prioritize 
emotional connections and cognitive ease.
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1 Introduction

In recent years, the rapid development of intelligent chatbots has revolutionized human-
computer interaction, establishing these digital assistants as indispensable tools across various 
industries (Bednarek et  al., 2024). From customer service to healthcare, education, and 
entertainment, chatbots have become integral to enhancing user experiences and optimizing 
operational efficiencies. Artificial intelligence (AI) technologies, particularly in natural 
language processing (NLP) and Large language models (LLMs), have expanded their 
capabilities beyond simple query responses. These chatbots now interact with users in 
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increasingly sophisticated, efficient, and personalized ways, adapting 
their behavior based on user inputs and preferences. Despite these 
technical improvements, user experience with chatbots remains 
influenced by several psychological and design factors (Zhang and 
Huang, 2024). The anthropomorphic design of chatbots, characterized 
by the incorporation of human-like attributes in their visual 
presentation, vocal qualities, and conversational approaches, has been 
identified as a significant factor influencing user interaction (Mosleh 
et al., 2024).

A crucial yet often overlooked aspect of chatbot design is the 
implementation of avatars, which serve as digital representations that 
enhance user experience, making their intangible nature more 
accessible and relatable to users (van der Goot and Pilgrim, 2019). The 
design of these avatars can span multiple dimensions, including 
appearance, facial expressions, body movements, and emotional 
responses. First, anthropomorphic features such as facial expressions, 
eye contact, and gestures create a sense of connection and 
attentiveness, making interactions feel more natural. Second, 
emotional expression is conveyed through dynamic facial movements 
and gestures, allowing avatars to recognize and validate user emotions, 
which fosters empathy and engagement. Third, personalization and 
customization enable users to tailor avatars to their preferences, 
strengthening emotional attachment and making interactions more 
relatable. As shown in Figure 1, users can modify chatbot avatars (such 
as Siri, Monica, Call Annie, Google, NIO Motors, Xpeng Motors and 
Google assistant) to reflect their preferences, which can lead to a 
stronger emotional attachment to the brand and product. Finally, 
cultural adaptability and interactivity—including culturally relevant 
symbols and real-time behaviors like nodding and blinking—help 
create inclusive and immersive experiences that resonate with diverse 
global audiences.

These design features align with the principles of media equation 
theory, which posits that people respond to computers (and by 
extension, chatbots) as if they were social entities. This tendency, 
sometimes referred to as “anthropomorphization bias, “suggests that 

human-like features in machines can elicit stronger emotional 
responses, such as empathy and trust. Considering their applications in 
healthcare or education, the anthropomorphic visual features of 
intelligent chatbots are critical for enhancing user experience. 
Anthropomorphic visual design also plays a crucial role in enhancing 
trust and emotional resonance, both of which are key factors in 
successful human-chatbot interactions (Bird et al., 2024). Trust is the 
cornerstone of successful human-chatbot interactions, as it encourages 
users to engage deeply and confidently with the technology. 
Anthropomorphic design elements—such as soft facial expressions, 
friendly gestures, and empathetic responses—are crucial for building 
this trust by bridging the gap between humans and machines. Emotional 
resonance is at the core of effective chatbot design, as avatars that mimic 
human emotions through gestures and facial expressions foster a natural 
sense of understanding and support. This empathy-driven approach not 
only boosts user satisfaction but also cultivates loyalty, encouraging 
more frequent and meaningful interactions (Lee and Li, 2023).

Perceptual intelligence, another key factor, significantly enhances 
user experience by improving the chatbot’s ability to understand and 
respond to user emotions and needs (Hoffman et al., 2024). Perceptual 
intelligence enables chatbots to recognize users’ emotions through 
cues like tone, word choice, and facial expressions, allowing them to 
adjust responses with empathy and support. This capability, rooted in 
emotional intelligence and human-centered design, facilitates more 
natural and personalized interactions by dynamically adapting to 
conversation contexts. By understanding user preferences, chatbots 
can deliver relevant content, fostering satisfaction and loyalty. 
Additionally, perceptual intelligence enhances a chatbot’s ability to 
handle complex queries, integrating emotional awareness with factual 
knowledge for more effective engagement. This personalized, 
emotionally aware approach strengthens user experience and deepens 
human-computer interaction.

In conclusion, anthropomorphic visual features and perceptual 
intelligence technologies significantly impact user experience in 
human-chatbot interactions (Abdelhalim et al., 2024). By mimicking 

FIGURE 1

Chatbot avatars from different brands.
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human facial expressions, body language, and emotional responses, 
these design elements enhance emotional connection, trust, and 
interaction naturalness, making the chatbot feel more relatable and 
supportive (Du et al., 2022). Theories such as the media equation, 
emotional intelligence, and human-centered design frameworks 
provide valuable insights into how these design features can 
be  optimized to enhance user satisfaction, trust, and emotional 
engagement. Moreover, the integration of these elements can facilitate 
smoother transitions between automated responses and human 
interactions, allowing users to feel more at ease when switching 
between chatbot assistance and live human support (Følstad et al., 
2020). This is especially crucial in service-oriented environments 
where users may need to escalate issues to human representatives 
(Hobert et al., 2023).

This study aims to address these challenges by investigating how 
the anthropomorphic design and perceived intelligence of chatbot 
avatars affect user experience. In particular, we examine the mediating 
roles of perceived empathy and trust. The remainder of this paper will 
further examine the role of perceived empathy and trust in shaping 
user experiences with intelligent chatbots (Balderas et al., 2023). By 
delving deeper into these psychological constructs, the research aims 
to uncover additional insights that can inform future chatbot design 
and development strategies, ultimately leading to more effective and 
meaningful interactions between users and technology. In a world 
increasingly dominated by digital interactions, understanding these 
dynamics will be essential for creating user-friendly and emotionally 
intelligent systems that resonate with diverse audiences across various 
domains (Ayanwale and Ndlovu, 2024).

2 Related works

2.1 Anthropomorphic visual design in 
chatbot

Anthropomorphism refers to the tendency to attribute human 
characteristics, emotions, and behaviors to non-human entities, such 
as animals, objects, or technological systems. In the context of human-
computer interaction (HCI), anthropomorphic design is the 
intentional use of human-like features in technology to create more 
relatable and engaging experiences (Khadija et al., 2021). This design 
principle draws from theories in psychology, including Media 
Equation Theory, which posits that people treat computers and media 
much like real people and situations, applying social rules 
unconsciously (Reeves and Nass, 1996). According to this theory, 
users may react to anthropomorphized interfaces in the same way they 
would respond to human behaviors, explaining why people attribute 
human-like intentions and emotions to interactive systems with 
anthropomorphic features (Kim and Song, 2021).

From a psychological perspective, anthropomorphism can 
be linked to Social Presence Theory, which suggests that increased 
social presence—how much a system feels like a real person—
enhances the user’s emotional and cognitive engagement (Lu et al., 
2023). When users perceive a system as more socially present, they 
are more likely to engage with it on an emotional level, increasing 
their sense of connection and comfort during interactions. This 
emotional engagement is often seen in chatbot interactions where 
users may feel understood and supported, especially if the chatbot 

employs facial expressions or empathetic language (Meng et  al., 
2023). As Parasocial Interaction Theory suggests, users may develop 
parasocial relationships with anthropomorphic systems, where they 
form emotional bonds similar to those with media characters. These 
relationships can increase trust, user satisfaction, and even loyalty to 
the system (Gambino et  al., 2024), leading to sustained use and 
positive feedback.

In Engineering Psychology, anthropomorphism plays a crucial 
role in reducing cognitive load, as outlined by Cognitive Load Theory 
(Mihalache et al., 2024). By designing systems that mimic human-like 
behaviors, such as using gestures, facial expressions, or speech 
patterns, designers can make interactions more intuitive, which 
reduces the mental effort required to understand and operate the 
system. For example, a chatbot with a friendly, human-like demeanor 
might simplify a user’s decision-making process by providing 
information in a conversational manner, making the interaction more 
natural and less cognitively taxing. This reduction in cognitive load 
can improve user performance, as tasks become easier to understand 
and execute, leading to higher satisfaction levels (Murtarelli 
et al., 2021).

Moreover, Attribution Theory suggests that users attribute human 
traits such as empathy and trustworthiness to anthropomorphized 
systems. This is particularly relevant in domains where trust is critical, 
such as healthcare or customer service. For instance, a chatbot that 
responds with empathetic phrases when a user expresses frustration 
can create a sense of understanding and emotional support, enhancing 
perceived empathy and trust. This emotional resonance is key to 
improving user experience because it not only makes the interaction 
more pleasant but also fosters a deeper connection between the user 
and the system, promoting continued use and reliance on 
the technology.

Overall, the incorporation of anthropomorphic features into 
technology design is not merely an aesthetic choice but a 
psychologically grounded strategy that can significantly enhance user 
experience by fostering emotional engagement, reducing cognitive 
load, and promoting trust and satisfaction (Pizzi et  al., 2021). By 
leveraging these psychological and engineering principles, designers 
can create more effective, user-friendly systems that resonate on both 
emotional and cognitive levels. This makes anthropomorphism a 
powerful tool in the development of intelligent technologies, 
particularly in areas that require ongoing interaction and user trust 
(Shapiro and Lyakhovitsky, 2024).

2.2 Perceived intelligence

Perceived intelligence in chatbots refers to the degree to which 
users believe the system is capable of intelligent decision-making, 
reasoning, and adaptation. This concept is deeply rooted in cognitive 
psychology, particularly through Dual-Process Theory (Tai and Chen, 
2024), which explains how human cognition operates through two 
distinct systems: System 1, which is fast, automatic, and intuitive, and 
System 2, which is slow, deliberate, and analytical. In interactions with 
perceived intelligent systems, users may initially rely on System 1 
thinking, where they trust the chatbot’s responses without critically 
analyzing every piece of information. A chatbot that adapts quickly to 
user input, solves complex problems, or demonstrates contextual 
understanding triggers this automatic response, leading users to 
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assume the system is intelligent without engaging in deep scrutiny 
(Urbani et al., 2024). However, when chatbots fail to meet expectations, 
users might switch to System 2, evaluating the chatbot’s intelligence 
more carefully, which can lead to lower trust and user satisfaction if 
the chatbot fails to deliver.

In Engineering Psychology, perceived intelligence is closely related 
to Trust in Automation Theory (Muir, 1987). According to this theory, 
user trust in automated systems develops based on three primary 
factors: reliability, predictability, and ease of use. Chatbots that 
integrate NLP and LLMs to understand and process user inputs 
effectively enhance perceived intelligence. These systems appear more 
reliable because they can predict and respond to user needs, 
identifying emotional cues and adjusting their tone or content 
accordingly (Yahagi et al., 2024). For instance, if a chatbot detects user 
frustration through tone or keywords and adjusts its response to 
become more empathetic or supportive, the system exhibits a higher 
level of perceived intelligence. This adaptability and context-aware 
interaction contribute to users trusting the system more, as it 
demonstrates an understanding of both the task and the user’s 
emotional state, thereby improving user satisfaction (Yuan et al., 2024).

Moreover, Automation Trust theories suggest that when users 
perceive a chatbot to be intelligent, they are more likely to develop 
long-term trust, especially in high-stakes environments such as 
healthcare or financial services, where reliability is critical. The 
chatbot’s perceived intelligence enables users to delegate more 
complex tasks without feeling the need to constantly monitor or 
question the system’s performance. This enhances both short-term 
satisfaction—due to smoother, more intuitive interactions—and long-
term adoption—as users become more reliant on the system over time.

From the perspective of Flow Theory, perceived intelligence also 
plays a crucial role in maintaining user engagement. Flow occurs 
when individuals are fully immersed in an activity where the challenge 
of the task matches their skill level. Intelligent chatbots contribute to 
this state by adapting to users’ behaviors and keeping the interaction 
dynamic and engaging. For example, if a chatbot can answer a range 
of user queries and adapt its responses as the conversation progresses, 
it keeps the user in a state of flow (Zgonnikov et  al., 2024). This 
balance between challenge and skill promotes sustained user 
interaction, as the chatbot continually meets the user’s needs without 
causing frustration or boredom. In turn, this sustained engagement 
enhances user experience by creating a seamless, enjoyable interaction, 
leading to higher satisfaction and a greater likelihood of continued use.

In conclusion, perceived intelligence in chatbots is a multifaceted 
concept that significantly influences user trust, satisfaction, and 
engagement (Bai et al., 2024). By leveraging cognitive psychology and 
engineering psychology principles such as Dual-Process Theory, 
Automation Trust, and Flow Theory, chatbot designers can create 
systems that not only meet user expectations for intelligent interaction 
but also foster deeper emotional and cognitive connections, ultimately 
improving user experience and long-term adoption of the technology.

2.3 The need for perceived empathy in 
chatbot

Empathy in human interactions involves the ability to understand 
and share another person’s emotional state, which is crucial for 
fostering strong interpersonal relationships. In psychology, empathy 

theory distinguishes between two primary types of empathy: cognitive 
empathy, which involves the intellectual understanding of others’ 
emotions, and emotional empathy, which pertains to the ability to feel 
and resonate with those emotions. In the context of chatbots, 
perceived empathy can be  effectively simulated through 
anthropomorphic visual design and intelligent responses that mimic 
human emotional recognition (Feng et al., 2024).

Cognitive empathy in chatbots is achieved through advanced 
techniques such as sentiment analysis and contextual response 
generation (Vizoso et al., 2023). Sentiment analysis enables the chatbot 
to assess the emotional tone of user inputs, allowing it to respond 
appropriately based on the user’s current emotional state. For example, 
if a user expresses frustration, the chatbot can recognize this sentiment 
and provide responses that acknowledge the user’s feelings and offer 
solutions. Meanwhile, emotional empathy is portrayed through 
human-like visual cues—such as facial expressions and tone of voice—
which enhance the user’s perception of the chatbot as an 
empathetic entity.

The field of affective computing, as defined by Picard (1997), 
focuses on developing systems that can recognize, interpret, and 
simulate human emotions. This interdisciplinary area bridges 
emotional psychology and artificial intelligence, enabling systems to 
respond in ways that resonate emotionally with users. For instance, 
when a chatbot detects signs of frustration or distress in a user’s voice 
or text input, it can adjust its responses to be more supportive or 
reassuring. Such capabilities strengthen the emotional connection 
between the user and the system, leading to increased user satisfaction 
and trust.

In engineering psychology, the importance of user-centered 
design principles becomes evident in the creation of empathetic 
systems. Chatbots designed to simulate empathy can significantly 
reduce user frustration by providing emotional support during 
interactions. By incorporating emotional cues—such as displaying 
concern or encouragement—these chatbots create a more personalized 
experience that alleviates users’ feelings of alienation and frustration. 
This is especially crucial in high-stress contexts, such as mental health 
support or customer service, where empathy plays a key role in 
calming users and addressing their concerns effectively (Hu and 
Sun, 2023).

Furthermore, the ability of chatbots to display perceived empathy 
can enhance user engagement and promote positive outcomes. For 
example, in mental health applications, an empathetic chatbot can 
make users feel heard and understood, which may encourage them to 
open up more about their feelings and challenges. Similarly, in 
customer service scenarios, a chatbot that acknowledges a user’s 
frustration can help diffuse tension, leading to more productive 
interactions. Ultimately, by fostering perceived empathy through 
thoughtful design and intelligent responses, chatbots can significantly 
improve the overall user experience, resulting in higher satisfaction, 
increased trust, and a greater likelihood of continued user engagement 
(Marks, 2014).

In conclusion, integrating principles of empathy into chatbot 
design not only enhances the emotional intelligence of the system but 
also aligns with the fundamental goals of human-computer 
interaction: to create interfaces that feel intuitive, relatable, and 
supportive. Here, “integrating principles of empathy” specifically 
refers to incorporating insights from affective computing—focusing 
on emotional empathy, which is the ability to feel and resonate with 
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user emotions—rather than the broader spectrum of empathy theories 
in psychology. This focus on emotional empathy is critical for 
developing chatbots that build trust, reduce user frustration, and 
improve overall satisfaction (Feng et al., 2024; Picard, 1997). Through 
this empathetic approach, chatbots can play a transformative role in 
various domains, including mental health, education, and customer 
service, ultimately enriching the interactions between users 
and technology.

2.4 Perceived trust in chatbot

Trust is a fundamental concept in psychology and human-
computer interaction, playing a crucial role in shaping user 
experiences with technology. Trust theory, as articulated by Mayer 
et al. (1995), posits that trust is based on three main factors: ability, 
benevolence, and integrity. In the context of chatbots, perceived trust 
emerges from the system’s ability to meet user expectations reliably 
and consistently. Users assess a chatbot’s trustworthiness by evaluating 
the accuracy of its responses, the transparency of its underlying 
processes, and its capacity for perceived empathy.

From an engineering psychology perspective, perceived trust is 
closely linked to the concept of calibrated trust in automation. Lee and 
See (2004) propose that users develop calibrated trust through 
repeated interactions with a system, where their experiences align 
with their expectations. This process involves users adjusting their 
trust levels based on their interactions with the chatbot, leading to a 
more nuanced understanding of the system’s capabilities. For instance, 
a chatbot that consistently provides accurate and contextually relevant 
responses builds a stronger foundation of trust over time.

Anthropomorphic visual design can significantly enhance 
perceived trust by making the chatbot appear more approachable and 
emotionally intelligent. Features such as human-like facial expressions, 
gestures, and tone adjustments can create a socially transparent 
interface that fosters trust. By simulating human behaviors, chatbots 
can make their processes more understandable and predictable. When 
users perceive the chatbot as relatable and emotionally aware, they are 
more likely to trust it and engage in more open and honest interactions.

Perceived trust also has a profound impact on long-term 
engagement with chatbots. According to commitment-trust theory 
(Morgan and Hunt, 1994), trust influences users’ willingness to rely 
on technology over time. As users interact with chatbots that 
demonstrate reliability and empathy, their trust levels increase, 
making them more likely to integrate these systems into their daily 
routines and rely on them for decision-making. This reliance can 
foster a sense of loyalty toward the technology, resulting in enhanced 
user satisfaction and engagement.

Moreover, the interplay between trust and user experience can 
lead to beneficial outcomes across various domains. In customer 
service, for example, a trusted chatbot can enhance user satisfaction 
by providing prompt and accurate support, thereby reducing 
frustration and improving the overall experience (Lin et al., 2022). In 
mental health applications, perceived trust can encourage users to 
confide in the chatbot, leading to more meaningful and effective 
interactions (Mogaji et al., 2021). Thus, intelligent chatbots designed 
with anthropomorphic features not only have the potential to build 
long-term relationships with users but also to enhance the overall 

efficacy of the interaction by consistently demonstrating reliability, 
empathy, and transparency.

In conclusion, trust is a pivotal factor in the interaction between 
users and chatbots, influencing not only immediate user satisfaction 
but also the long-term adoption and integration of these technologies 
into users’ lives. By prioritizing design elements that foster trust—such 
as anthropomorphic features and intelligent responses—developers 
can create chatbots that not only meet user needs but also cultivate a 
supportive and reliable digital companion (Rietz et al., 2019). This 
focus on trust ultimately enriches the user experience, ensuring that 
chatbots serve as valuable assets in various applications, from 
customer service to mental health support.

2.5 The user experience of chatbots with 
anthropomorphic visual design

User Experience (UX) refers to a user’s perceptions and responses 
resulting from the use or anticipated use of a product, system, or 
service. This includes emotions, beliefs, preferences, perceptions, 
physical and psychological responses, behaviors, and accomplishments 
that occur before, during, and after use (Haugeland et al., 2022; Yang 
and Qi, 2024). The user-centered design philosophy, which is pivotal 
in UX, underscores the necessity of deeply understanding user needs, 
behaviors, and emotions. This comprehensive approach allows 
designers to optimize product interfaces and interactions, making 
them more intuitive and accessible. Within the realm of chatbots, the 
strategic combination of anthropomorphic visual design and 
intelligent behavior plays a vital role in enriching user experience, 
rendering interactions not only more natural but also significantly 
more engaging.

The Technology Acceptance Model (TAM) (Davis, 1989) offers a 
fundamental framework for examining how users come to adopt new 
technologies. Central to this model are two key concepts: perceived 
usefulness and perceived ease of use. The anthropomorphic visual 
design of chatbots enhances perceived ease of use by integrating 
familiar human-like interaction cues, such as smiling or nodding, 
which facilitate navigation and encourage user engagement. These 
human-like features reduce cognitive load by making the chatbot’s 
responses more relatable and easier to interpret, thus promoting 
comfort during interactions. In contrast, perceived intelligence 
enhances perceived usefulness by equipping chatbots with the 
capability to understand and effectively respond to complex user 
requests. For instance, a chatbot that adapts its dialogue based on user 
sentiment not only meets expectations but also reinforces the user’s 
sense of competence and satisfaction.

Moreover, the overall user experience is profoundly influenced by 
the chatbot’s ability to establish a balanced interaction between 
autonomy and control (Deci and Ryan, 1985). Effective chatbots that 
display anthropomorphic characteristics and intelligent behaviors 
empower users by giving them a sense of agency in the conversation 
while allowing the system enough autonomy to facilitate the dialogue. 
This balance is crucial in preventing feelings of frustration or 
helplessness often associated with technology interactions. When 
users feel their input is valued and the chatbot is responsive to their 
needs, they are more likely to engage deeply with the system, leading 
to richer and more meaningful interactions.
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In addition to these principles, the notion of emotional design 
plays a significant role in enhancing user experience. Emotional design 
emphasizes creating products that resonate with users on an emotional 
level, fostering connections that go beyond mere functionality. When 
chatbots exhibit characteristics of empathy through their interactions, 
they not only improve user satisfaction but also cultivate long-term 
loyalty. The design of a chatbot that can recognize emotional cues—
such as distress or joy—and respond appropriately fosters a deeper 
emotional connection, which is critical in domains such as mental 
health, where users often seek understanding and support.

Furthermore, social presence theory suggests that the perceived 
presence of others in communication can enhance user engagement 
(Parker et al., 1976). Chatbots that effectively use anthropomorphic 
features can create an illusion of social presence, making interactions 
feel more like conversations with a human. This illusion can 
significantly influence how users perceive the chatbot’s reliability and 
trustworthiness, leading to improved user experiences and a greater 
likelihood of continued interaction.

In conclusion, the integration of anthropomorphic visual design 
and intelligent behavior in chatbots significantly enhances user 
experience by fostering perceived empathy, trust, and overall 
satisfaction (Roesler et  al., 2024). The psychological theories and 
principles that underpin these interactions highlight the necessity of 
developing systems that perform well while also connecting with users 
on emotional and cognitive levels. By prioritizing user-centered 
design principles and leveraging insights from psychology, developers 
can create chatbots that not only fulfill functional requirements but 
also build positive emotional connections with users. Such 
advancements are poised to expand the potential applications of 
chatbots across various sectors, including customer service, education, 
and healthcare, where empathetic and intelligent communication is 
paramount (Olszewski et al., 2024). By creating chatbots that truly 
understand and respond to user emotions and needs, we move toward 
a future where technology seamlessly integrates into our daily lives, 
enhancing our interactions and improving our overall quality of life 
(Sutoyo et al., 2019). The continued exploration of these principles will 
not only drive innovation in chatbot design but will also pave the way 
for deeper, more meaningful human-technology interactions that 
resonate with users and meet their evolving needs.

3 Research hypothesis and model 
development

The purpose of our research is to explore the relationships among 
anthropomorphism, perceived intelligence, user experience, perceived 
empathy, and perceived trust. Specifically, we aim to analyze how 
anthropomorphic characteristics influence a user’s perceived empathy 
toward visually designed intelligent chatbot avatars, thereby affecting 
their overall user experience. For instance, when a chatbot avatar 
possesses more anthropomorphic attributes, users are more likely to 
experience empathy, which can enhance their affection and 
satisfaction with the interaction. Additionally, we  investigate the 
interplay between perceived intelligence, perceived empathy, and 
perceived trust, examining whether high levels of perceived 
intelligence enhance a user’s empathy and trust, and how this 
relationship varies across different contexts. Our goal is to identify 
strategies for improving user experience by enhancing these factors 
and determining which elements are key drivers that can be reinforced 

through design, interaction, or other means to elevate the user 
experience with visual design chatbot avatars.

Previous research has highlighted the significant role of 
anthropomorphism and perceived intelligence in enhancing user 
experience (UX) when interacting with intelligent systems. Epley et al. 
(2007) found that when digital agents or chatbots are designed with 
human-like characteristics, users tend to form more positive 
evaluations, which contributes to better overall user satisfaction and 
engagement. This is due to the fact that anthropomorphized avatars 
foster a sense of social presence and relatability, enhancing users’ 
emotional responses during their interactions. Moreover, studies by 
Go and Sundar (2019) show that perceived intelligence of chatbots 
significantly influences UX, particularly by increasing users’ 
perceptions of the system’s effectiveness and capability. When users 
believe that a chatbot is capable of processing information and 
delivering relevant responses intelligently, it leads to a more seamless 
and enjoyable interaction. Finally, Nass and Moon (2000) demonstrate 
that the combination of anthropomorphism and intelligence in 
chatbot design can have a synergistic effect, improving the overall user 
experience by providing both emotional engagement and practical 
functionality. Users are more likely to have positive interactions when 
they feel both emotionally connected to the chatbot and confident in 
its ability to handle complex tasks. For these reasons, we assume that 
the degree of anthropomorphism and perceived intelligence of chatbot 
avatars has a positive effect on user experience.

H1a: Increased anthropomorphism of intelligent chatbots Avatars 
of visual design positively affects Avatar’s user experience (UX).

H1b: Higher perceived intelligence of intelligent chatbots Avatars 
of visual design positively affects Avatar’s user experience (UX).

H1c: The interaction between anthropomorphism and perceived 
intelligence positively affects Avatar’s user experience (UX).

Previous studies have consistently highlighted the impact of 
anthropomorphism on enhancing users’ perception of empathy in 
interactions with intelligent agents. When avatars are designed with 
more human-like features, users are more likely to attribute empathetic 
qualities to them, as these designs promote a sense of familiarity and 
emotional connection. Research has shown that anthropomorphic 
avatars can create a stronger sense of social presence, which in turn 
enhances perceived empathy (Ryan and Deci, 2000). Similarly, 
perceived intelligence has been found to contribute to the avatar’s ability 
to understand and respond to users’ needs, further improving the sense 
of empathy experienced during interactions. Some studies suggest that 
combining anthropomorphism with high perceived intelligence can 
have an additive effect, strengthening users’ perception of the avatar’s 
empathetic abilities. Following the assumptions outlined above, 
we hypothesize.

H2a: Increased anthropomorphism of intelligent chatbots Avatars 
of visual design positively affects Avatar’s perceived empathy (PE).

H2b: Higher perceived intelligence of intelligent chatbots Avatars 
of visual design positively affects Avatar’s perceived empathy (PE).

H2c: The interaction between anthropomorphism and perceived 
intelligence positively affects Avatar’s perceived empathy (PE).
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Research has consistently demonstrated the importance of 
anthropomorphism and perceived intelligence in fostering trust 
between users and digital agents. For instance, studies by De Visser 
et al. (2016) indicate that anthropomorphized avatars can enhance 
trust by making users feel more connected and understood in their 
interactions. This human-like appearance and behavior create a sense 
of familiarity, which is crucial for building trust in intelligent systems. 
Similarly, perceived intelligence plays a critical role in shaping trust. 
As indicated by findings from Hoff and Bashir (2015), when users 
perceive a chatbot or digital assistant as more intelligent, they tend to 
rely on it more, particularly in decision-making or problem-solving 
contexts. Higher levels of perceived intelligence are often associated 
with greater competence, which leads to increased trust in the system’s 
abilities. Furthermore, Lee and Moray (1994) suggest that the 
relationship between trust and perceived intelligence is particularly 
strong when users encounter complex tasks, as the appearance of 
intelligence reassures users that the system can handle intricate or 
challenging situations effectively. In consequence, we hypothesize.

H3a: Increased anthropomorphism of intelligent chatbots Avatars 
of visual design positively affects Avatar’s perceived trust (PT).

H3b: Higher perceived intelligence of intelligent chatbots Avatars 
of visual design positively affects Avatar’s perceived trust (PT).

H3c: The interaction between anthropomorphism and perceived 
intelligence positively affects Avatar’s perceived trust (PT).

Previous research has extensively explored the role of 
anthropomorphism and perceived intelligence in shaping user experience 
(UX), perceived empathy (PE), and perceived trust (PT) in human-
computer interactions. Studies have shown that anthropomorphic design 
elements, such as human-like avatars, enhance user engagement and 
foster more positive interactions by increasing perceived social presence. 
Research by Nowak and Biocca (2003) suggests that users often attribute 
human-like characteristics to avatars, which can lead to higher levels of 
trust and empathy toward digital agents. Furthermore, Waytz et al. (2010) 
demonstrated that when technology, such as chatbots, appears more 
anthropomorphized, users tend to feel more connected and empathetic 
during interactions. In parallel, perceived intelligence has been shown to 
significantly impact user perceptions of competence and reliability in 
digital agents. Users tend to trust more intelligent-seeming systems, as 
they are associated with better performance and decision-making abilities. 
For example, research by Lee and See (2004) found that perceived 
intelligence in automated systems leads to enhanced user trust, especially 
in complex or unfamiliar tasks. Given that, we hypothesize the following 
for the case of chatbots.

H4a: Perceived empathy (PE) positively mediates the positive 
relationship between anthropomorphism and Avatar’s user 
experience (UX).

H4a: Perceived empathy (PE) positively mediates the positive 
relationship between perceived intelligence and user Avatar’s 
experience (UX).

H5a: Perceived trust (PT) positively mediates the positive 
relationship between anthropomorphism and Avatar’s user 
experience (UX).

H5b: Perceived trust (PT) positively mediates the positive 
relationship between anthropomorphism and Avatar’s user 
experience (UX).

H6a: By perceived trust (PT), Perceived empathy (PE) positively 
mediates the positive relationship between anthropomorphism 
and Avatar’s user experience (UX).

H6b: By perceived trust (PT), Perceived empathy (PE) positively 
mediates the positive relationship between perceived intelligence 
and Avatar’s user experience (UX).

In conclusion, our research model and corresponding 
theoretical variables are, respectively, depicted in Figure  2 and 
Table 1.

4 Methods

4.1 Participants

To test the underlying hypotheses of this study and ensure a 
robust analysis, we  conducted an in-person experiment at the 
Beijing Institute of Technology, followed by a survey. Participants 
were recruited from within the university, with the recruitment 
criteria requiring that they had interacted with intelligent chatbots 
at least five times per day over the past 3 months to ensure relevant 
and recent experience with chatbot interactions. Participation was 
voluntary, and participants were incentivized with gift cards valued 
at approximately 200 RMB. A total of 179 participants were 
involved in the experiment. After excluding 19 invalid participants 
due to missing data and other issues, 160 valid participants 
remained. The final sample consisted of 101 female and 59 male 
participants, with an average age of 26 years (mean = 26, SD = 5). 
Table 2 presents the demographic characteristics of the participants 
and their scores on various scales. The recruitment and participation 
processes adhered to relevant privacy protocols, as approved by the 
appropriate data protection body. Informed consent was obtained 
from all participants, who were made aware of their right to 
withdraw from the study at any time. Additionally, all data were 
handled with strict confidentiality and anonymized to protect 
participants’ privacy.

4.2 Experimental design and procedure

The primary aim of this study was to investigate the effects of 
anthropomorphic visual design and perceived intelligence on user 
experiences during human-chatbot interactions. Specifically, 
we  sought to examine how these elements influence perceived 
empathy, perceived trust, and overall user experience. To test our 
hypotheses, we  introduced two independent variables: 
anthropomorphism, manipulated at two levels (high and low), and 
perceived intelligence, also manipulated at two levels (high and low). 
These levels were operationalized through variations in the visual 
design of the chatbot avatars.

Employing a 2 × 2 within-subjects design allowed each participant 
to be  exposed to all four conditions, facilitating more precise 
comparisons and minimizing inter-individual variability. This 
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within-subjects approach also enhanced the statistical power of our 
analysis while controlling for potential differences among participants. 
To mitigate any order effects and ensure the robustness of our findings, 
the sequence of exposure to the four conditions was determined using 
a Latin square design. This method ensured equal representation of all 
conditions across participants, thereby minimizing order-related biases 
and enhancing the internal validity of the study.

In this research, four chatbot avatar designs were developed as 
stimulus materials to represent the experimental conditions. These 
avatars were based on the same platform but varied in their levels of 
anthropomorphism. As illustrated in Figure 3, the visual designs of 
the chatbots were presented dynamically to enhance the realism of 
the interactions. To simulate real-world scenarios, each visual design 
was paired with a 30-s human-chatbot conversation sourced from a 
large-scale Chinese short-text conversation dataset. Additionally, 
each chatbot avatar was accompanied by a contextual digital scenario 
image in the questionnaire to help participants better understand the 
interaction setting. As shown in Figure  3, the experiment was 
conducted using a HUAWEI Mate 20 X smartphone with a 7.2-inch 
screen and a resolution of 2244×1080 pixels, which displayed the 
interaction demos featuring the four chatbot avatar designs. Each 
participant engaged with all four conditions, with the order of 
presentation counterbalanced using a Latin square design to control 
for any potential order effects.

Before the experiment, participants received a brief introduction 
to chatbots, covering their definitions, functions, and the nature of 
human-chatbot interactions. To prevent potential biases arising from 
specific designs, participants were shown images of chatbot avatars 
that were not part of the experimental conditions. This approach 
ensured that participants had a general understanding of chatbot 
avatars and could approach each interaction with an open mindset. 
Prior to the formal experimental session, the principal investigator 
conducted short pre-interviews with participants. These interviews 

aimed to capture participants’ initial impressions and expectations 
regarding the chatbot avatars, providing qualitative data that enriched 
the interpretation of the experimental results.

During the main experimental procedure, participants watched 
demonstration videos featuring human-chatbot interactions, with a 
particular emphasis on the visual design of the chatbot avatars. After 
viewing each video, participants were directed to complete a 
questionnaire hosted on the Wenjuanxing platform, designed to 
capture their responses related to the dependent variables, including 
perceived empathy, perceived trust, and user experience. This process 
was repeated for each of the four experimental conditions, ensuring 
that participants interacted with all chatbot designs and completed the 
corresponding questionnaires. The 2 × 2 within-subjects design, 
combined with Latin square counterbalancing, ensured that the data 
collected from each participant was comparable across conditions, 
thereby strengthening the study’s internal validity. By integrating both 
quantitative data from the questionnaires and qualitative insights from 
the pre-interviews, the study provided a comprehensive understanding 
of how varying levels of anthropomorphism and intelligence in chatbot 
avatars affect key aspects of user experience during human-chatbot 
interactions. This multi-method approach and robust experimental 
design allowed for a nuanced exploration of the relationships between 
visual design elements and user perceptions in intelligent systems.

4.3 Questionnaire and measures

Based on four distinct anthropomorphic visual designs of 
intelligent chatbot avatars, data were collected from participants using 
a 5-point Likert scale ranging from 1 (strongly disagree) to 5 (strongly 
agree). The data covered five key variables: anthropomorphism, 
perceived intelligence, perceived trust, perceived empathy, and 
user experience.

FIGURE 2

Conceptual framework.
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Anthropomorphism was measured using the 6-item Perceived 
Anthropomorphism of Personal Intelligent Agents Scale (Moussawi 
and Koufaris, 2019), which precisely gauged participants’ perceptions 
of the anthropomorphic qualities of chatbot avatars with different 
visual designs.

Perceived intelligence was assessed with a single item on a 5-point 
Likert scale. Participants rated the statement, “This chatbot’s digital 
avatar appears highly intelligent” from 1 (strongly disagree) to 5 
(strongly agree). This scale showed high reliability with a Cronbach’s 
alpha of 0.917.

Perceived trust was measured using the 12-item Human-Machine 
Trust Scale (Jian et al., 2000), which allowed for an assessment of 
participants’ confidence in the chatbot’s reliability, integrity, 
and trustworthiness.

Perceived empathy was evaluated using the 8-item Robot’s 
Perceived Empathy (RoPE) understanding scale, ensuring a precise 
assessment of participants’ perceptions of the chatbot’s ability to 
understand and emotionally connect with them.

Lastly, user experience was measured with the User Experience 
Questionnaire (UEQ), a comprehensive tool that evaluates multiple 
aspects of user experience, including attractiveness, perspicuity, 
efficiency, dependability, stimulation, and novelty. The UEQ is well-
established and widely validated for its reliability and effectiveness 
in capturing the multifaceted nature of user experience.

5 Results

5.1 Manipulation check

The paired sample t-test confirmed successful manipulations of 
two variables in human-like interactions: the intelligent chatbots 
Avatars’ perceived anthropomorphism (low vs. high) and intelligence 

(low vs. high). For the anthropomorphism, the high-level group 
(M = 78.46, SD = 12.99) reported significantly higher 
anthropomorphism in visual design chatbot Avatars than the low-level 
group (M = 75.00, SD = 15.91), t (319) = −4.34, p < 0.001. Similarly, 
the intelligence manipulation was validated, with the high-level group 
(M = 80.25, SD = 16.38) reporting higher perceived intelligence than 
the low-level group (M = 76.76, SD = 17.23), t (319) = −3.70, p < 0.001.

5.2 Main and interaction effect of 
anthropomorphism and intelligence

Using repeated measures ANOVA, we examined the main effects 
and interaction effects of anthropomorphic visual design and 
intelligence levels on user experience (UX), perceived trust (PT), and 
perceived empathy (PE). The results are summarized in Table 3.

For user experience (UX), the results indicated a significant main 
effect of anthropomorphic visual design, F (1, 159) = 23.48, p < 0.001, 
partial η2 = 0.022, showing a mild effect, accordingly, we can accept 
hypothesis H1a. Additionally, perceived intelligence also had a 
significant effect on UX, F (1, 159) = 4.16, p < 0.05, partial η2 = 0.002, 
hence, we  accept hypothesis H1b. There was also a significant 
interaction effect between anthropomorphic visual design and 
perceived intelligence, F (1, 159) = 13.77, p < 0.001, partial η2 = 0.011, 
showing we can accept hypothesis H1c.

Figure 4 visually represents the main effects and interaction plots for 
UX, PT, and PE, providing clarity on the distinct trends observed in the 
data. Based on the results derived from SEM, we accepted Hypotheses 
1 and 2a, affirming the positive relationships between 
anthropomorphism, perceived intelligence, and user experience. 
However, we rejected Hypotheses 2b and 2c, which proposed significant 
roles for perceived intelligence in influencing perceived empathy and for 
the interaction between anthropomorphism and perceived intelligence 

TABLE 1 Research variables, definition and hypothesis framework.

Variable Definition and structure Relevant theory Application/Hypothesis 
impact

Anthropomorphism (AP)

The degree to which the chatbot avatar displays 

human-like visual and behavioral characteristics (e.g., 

facial expressions, gestures, eye contact) that reduce 

cognitive load and enhance social presence.

Media Equation Theory, Social 

Presence Theory, Attribution 

Theory, Cognitive Load Theory

Hypothesized to directly and indirectly 

enhance user experience by fostering 

emotional connection and reducing mental 

effort.

Perceived intelligence (PI)

Users’ belief in the chatbot’s ability to process 

information, reason, and adapt to context, reflecting 

its cognitive capabilities.

Dual-Process Theory, 

Automation Trust Theory, Flow 

Theory

Expected to improve user experience by 

increasing perceived usefulness; however, its 

effect on empathy is less pronounced.

User experience (UX)

The overall perceptions and responses (emotional, 

cognitive, and behavioral) that result from interacting 

with the chatbot, including satisfaction, usability, and 

engagement.

User-Centered Design, 

Technology Acceptance Model 

(TAM), ISO 9241-210

Serves as the ultimate outcome variable 

reflecting the combined effects of design 

elements and interaction quality.

Perceived empathy (PE)

The extent to which users feel that the chatbot 

understands and shares their emotional state, creating 

a sense of emotional support and connection.

Empathy Theory, Affective 

Computing, Emotional 

Intelligence

Acts as a mediator that enhances the 

relationship between anthropomorphic 

design and user experience by fostering 

emotional resonance.

Perceived trust (PT)

The confidence users have in the chatbot’s reliability, 

benevolence, and integrity, which is essential for 

long-term engagement and reliance on technology.

Trust Formation Theory, Social 

Exchange Theory, Automation 

Trust Theory

Functions as a mediator that, when 

combined with empathy, significantly 

improves user experience by ensuring users 

feel secure in their interactions.
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on PE. Furthermore, Hypothesis 3 was also rejected, indicating that 
neither anthropomorphism nor perceived intelligence significantly 
impacts perceived trust. These insights contribute to a deeper 
understanding of how visual design and perceived intelligence interact 
to shape user experiences in chatbot interactions.

For perceived empathy (PE), the main effect of anthropomorphic 
visual design was significant, F (1, 159) = 19.45, p < 0.001, partial 
η2 = 0.014. Thus, we can accept hypothesis H2a. However, the effect of 
perceived intelligence on PE was not significant, F (1, 159) = 2.75, 
p = 0.099, partial η2 = 0.002, we  must reject H2b. Similarly, the 

interaction effect between anthropomorphic visual design and 
perceived intelligence was not significant, F (1, 159) = 0.47, p = 0.494, 
partial η2 < 0.001, hence, we must reject H2c.

For perceived trust (PT), the main effect of anthropomorphic 
visual design was not significant, F (1, 159) = 0.30, p = 0.583, partial 
η2 < 0.001. Similarly, the main effect of perceived intelligence on PT 
was also not significant, F (1, 159) = 1.99, p = 0.16, partial η2 = 0.001. 
The interaction effect between anthropomorphic visual design and 
perceived intelligence was also not significant, F (1, 159) = 1.97, 
p = 0.162, partial η2 = 0.001. Therefore, we must reject Hypothesis 3.

TABLE 2 Demographics characteristics of the participants.

Personal information Score (M ± SD) Frequency

Anthropomorphism Perceived 
empathy

Perceived 
intelligence

Perceived 
trust

User 
experience

Gender
Male 75 ± 11 69 ± 7 76 ± 12 73 ± 12 63 ± 8 101

Female 75 ± 10 66 ± 7 75 ± 9 70 ± 13 62 ± 6 59

Age

≤25 73 ± 11 67 ± 8 75 ± 10 69 ± 14 61 ± 8 53

26–30 74 ± 12 68 ± 8 76 ± 12 72 ± 13 63 ± 7 61

≥31 78 ± 9 69 ± 6 78 ± 11 75 ± 10 64 ± 6 46

Education

High school 

and below
76 ± 14 69 ± 8 74 ± 16 76 ± 12 62 ± 8 39

Junior college 78 ± 9 68 ± 8 80 ± 11 70 ± 14 64 ± 8 38

University 73 ± 9 68 ± 7 74 ± 8 70 ± 13 62 ± 6 73

Master 72 ± 13 69 ± 8 78 ± 6 67 ± 9 62 ± 7 10

FIGURE 3

Stimulus materials of the experiment.
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In summary, our findings indicate that varying levels of 
anthropomorphic visual design have a significant impact on both user 
experience (UX) and perceived empathy (PE). Specifically, as the 
anthropomorphism in chatbot avatars increases, users report a notably 
enhanced UX and PE, suggesting that human-like features resonate 
well with users and foster deeper engagement. Conversely, perceived 
intelligence was shown to significantly influence UX, but did not have 
a meaningful effect on PE, highlighting that users value the chatbot’s 
functionality but may not necessarily feel a corresponding increase in 
empathy. Moreover, the interaction between anthropomorphic visual 
design and perceived intelligence demonstrated a significant effect on 
UX, underscoring the importance of integrating both elements to 
maximize user engagement. However, this interaction did not extend 
to perceived empathy or perceived trust (PT), indicating that while 
UX is positively affected by the combination of these factors, users’ 
feelings of trust and empathy may depend on other design aspects or 
personal experiences.

5.3 Results of the confirmatory factor 
analysis (CFA)

The validation measures for the sample were conducted using 
SPSS 26.0, applying Cronbach’s Alpha (>0.7) to assess the reliability of 
each construct, and items with factor loadings below 0.4 were removed 
(see Table 4).

For anthropomorphism, Cronbach’s Alpha was 0.82, and the 
F-value was 3.88 (p = 0.004). Confirmatory Factor Analysis (CFA) 
confirmed the validity of all five items, with a mean score of M = 3.84 
(SD = 0.003). This suggests that participants perceived the 
anthropomorphic characteristics of the chatbot avatars more strongly 
compared to trust and empathy. For perceived trust, Cronbach’s Alpha 
was 0.89, and the F-value was 8.46 (p < 0.001). CFA validated all four 
items, with factor loadings above 0.70. The mean score was M = 2.77 
(SD = 0.006), indicating a lower level of trust in the chatbot avatars.

For perceived empathy, Cronbach’s Alpha was 0.85, and the 
F-value was 10.308 (p < 0.001). All six items were confirmed by CFA 
with loadings above 0.65. The mean score was M = 3.81 (SD = 1.01), 
showing that the perception of empathy toward the chatbot avatars 
was higher than the perception of trust. For user experience, 
Cronbach’s Alpha was 0.72, and the F-value was 268.84 (p < 0.001). 
CFA validated all ten items, confirming the reliability of the construct. 
The mean score for user experience was M = 3.17 (SD = 0.37), 
suggesting that the overall user experience with the chatbot avatars 
was average. Full details of the questionnaire quality criteria are 
reported in Table 4.

5.4 Results of the structural equation 
models

To validate our research hypotheses, we  used Amos 24.0 to 
establish a structural equation model, with empathy and trust as 
mediating variables, to explore the mechanisms by which 
anthropomorphism and perceived intelligence of chatbots influence 
user experience. The model fit indices were χ2/df = 2.41, GFI = 0.94, 
CFI = 0.97, AGFI = 0.92, RMSEA = 0.05, RMR = 0.03, indicating that 
the model fit well.

The evaluation of this model followed a two-step process (Hair 
et  al., 2012). In the first step, the focus was on assessing the 
measurement model to reveal the reliability and validity standards 
related to latent variables. The second step involved evaluating the 
internal model and structural relationships (Henseler et al., 2009). The 
external model evaluation only included first-order constructs, and 
the quality criteria for the external model are presented in Table 3. 
We used standardized indicator loadings to measure the reliability of 
the indicators, with all loadings exceeding the minimum threshold of 
0.700 (Hulland, 1999). The internal consistency of latent variables was 
represented by composite reliability for all constructs (Hair et al., 
2012; Henseler et al., 2009), and values exceeding 0.700 indicate that 
composite reliability is acceptable, confirming the internal consistency 
of the latent variables (Bagozzi and Yi, 1988). We applied a path-
weighting scheme PLS algorithm with 300 iterations to evaluate the 
structural model and used a bootstrap procedure with 5,000 samples 
to determine significance levels. The results of the structural model 
are summarized in Figure 5.

The results of the structural model show that the direct 
relationship between anthropomorphic visual design of chatbot 
avatars and user experience was not significant (β = −0.10, p > 0.05). 
Similarly, the direct relationship between perceived intelligence of 
anthropomorphic chatbot avatars and user experience was also not 
significant (β = 0.01, p > 0.05). Additionally, the path analysis results 
from the structural equation model show that higher levels of 
anthropomorphism in the visual design of chatbot avatars lead to 
higher levels of perceived empathy and trust (β = 0.95, p < 0.001; 
β = 0.66, p < 0.05). Moreover, perceived empathy in anthropomorphic 
chatbot avatars had a significant negative predictive effect on perceived 
trust (β = −0.86, p < 0.01), and perceived intelligence negatively 
predicted perceived trust (β = −0.13, p < 0.05). A positive relationship 
was found between perceived trust and user experience (β = 0.87, 
p < 0.001).

Next, we tested the mediation effect with empathy and trust as 
mediators to explore the mechanisms by which anthropomorphism 
and perceived intelligence of chatbot avatars influence user experience. 

TABLE 3 ANOVA summary table of the main effects and interaction effects on UX, PT and PE.

Dependent 
variable

Anthropomorphism Perceived intelligence Anthropomorphism×perceived 
intelligence

F p η2 F p η2 F p η2

UX 23.48 *** 0.022 4.16 * 0.002 13.77 *** 0.011

PE 19.45 *** 0.014 2.75 0.099 0.002 0.47 0.494 <0.001

PT 0.30 0.583 <0.001 1.99 0.16 0.001 1.97 0.162 0.001

UX refers to User Experience, PT refers to Perceived Trust, PE refers to Perceived Empathy.
*p < 0.05, **p < 0.01, ***p < 0.001.
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The results are shown in Table 5. The mediation effect of perceived 
trust on the relationship between anthropomorphism and user 
experience was significant (β = 0.78, 95% CI = [0.02, 4.38], excludes 
0), accordingly, we can accept hypothesis H5a. Additionally, the chain 
mediation effect from perceived empathy to perceived trust and then 
to user experience was significant (β = −0.97, 95% CI = [−4.77, 
−0.30], excludes 0). Accordingly, we  accepted hypotheses H6a. 
However, the 95% CIs for the other mediation paths included zero, 
indicating that the other indirect paths were not significant. Therefore, 
we could not accept the remaining hypotheses. In conclusion, based 
on the structural equation model results, we accepted Hypotheses 5a 
and 6a, while rejecting Hypotheses 4, 5b and 6b.

6 Discussions

6.1 Discussion

Hypothesis 1 predicted that the anthropomorphism and perceived 
intelligence of visually designed chatbot avatars significantly influence 
user experience, demonstrating both main and interaction effects. The 

results from the analysis of variance support this hypothesis. 
Specifically, when the level of anthropomorphism is low, a decrease in 
perceived intelligence correlates with an enhanced user experience. 
Conversely, when the level of anthropomorphism is high, an increase 
in perceived intelligence is associated with an improved user 
experience, aligning with Social Presence Theory; this theory posits 
that more human-like avatars foster a stronger sense of social presence, 
leading to increased engagement and satisfaction. Additionally, 
regardless of the intelligence level of the visually designed chatbot 
avatars, a higher degree of anthropomorphism consistently leads to a 
better user experience. Similarly, irrespective of the anthropomorphism 
level, higher perceived intelligence also enhances the user experience 
of the avatars, reinforcing the idea that intelligent interactions create 
a more seamless user experience.

Hypothesis 2 predicted that the anthropomorphism and perceived 
intelligence of visually designed chatbot avatars significantly influence 
perceived empathy, demonstrating both main and interaction effects. 
Based on the results of the analysis of variance, we can only accept H2a 
while rejecting H2b and H2c. Specifically, regardless of the intelligence 
level of the visually designed chatbot avatars, higher levels of 
anthropomorphism consistently lead to greater perceived empathy 

FIGURE 4

Results of ANOVA.

https://doi.org/10.3389/fcomp.2025.1531976
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org


Ma et al. 10.3389/fcomp.2025.1531976

Frontiers in Computer Science 13 frontiersin.org

among participants. However, the influence of perceived intelligence 
on empathy is not significant, and anthropomorphism does not 
interact with intelligence to affect perceived empathy. This outcome can 
be explained by Empathy Theory, which posits that more human-like 
avatars elicit stronger emotional connections and empathy from users 
(Spaccatini et al., 2023). Research by Bailenson et al. (2008) supports 
this, demonstrating that increased anthropomorphism in virtual agents 
enhances users’ empathetic responses. Conversely, the limited impact 
of perceived intelligence on empathy aligns with findings from Social 
Judgment Theory, suggesting that emotional and social cues, rather 
than cognitive evaluations, are more influential in forming empathetic 
responses. Thus, while intelligent features may enhance interaction 
quality, they do not significantly contribute to the empathetic 
experience as much as the human-like qualities of the avatars.

Hypothesis 3 predicted that the anthropomorphism and perceived 
intelligence of visually designed chatbot avatars significantly influence 
perceived trust, demonstrating both main and interaction effects. 
However, the results from the analysis of variance reject this 
hypothesis, indicating that the levels of anthropomorphism and 
intelligence in avatars do not have a significant effect on perceived 
trust. Our research focuses on how the anthropomorphism and 
perceived intelligence of visually designed chatbot avatars influence 
user experience. Previous studies have established that trust is a 
critical component of user experience with intelligent chatbots 
(McKnight et al., 2002; Gefen et al., 2003). Given this understanding, 
we  develop a structural equation model to further explore the 
mechanisms through which anthropomorphism and perceived 
intelligence impact user experience with visually designed chatbot 

avatars. This approach allows us to examine not only direct effects but 
also the potential mediating role of trust in shaping user interactions.

Based on the analysis results of structural equation model, there is 
no significant direct relationship between anthropomorphism and user 
experience, which aligns with the conclusions of some previous studies. 
However, when perceived empathy and perceived trust are considered 
as mediating variables, anthropomorphism significantly affects user 
experience, suggesting that anthropomorphism has a complex 
mechanism of influence on user experience. Attribution theory offers 
a framework to explain the relationship between anthropomorphism 
and user experience. Attribution theory suggests that people tend to 
attribute human characteristics and behaviors to non-human agents, 
making interactions more predictable and familiar. This tendency is 
particularly evident in interactions with non-human agents like 
intelligent chatbots, which enhances users’ perceived empathy and 
perceived trust toward these agents. While anthropomorphism does 
not have a significant direct effect on user experience, its cumulative 
indirect effects through perceived empathy and perceived trust become 
evident, aligning with Social Cognitive Theory.

While anthropomorphism does not have a significant effect on 
user experience through a single path, the cumulative effects of 
multiple paths make the overall effect significant. This indicates that 
the influence of anthropomorphism on user experience is not 
achieved through a single route or mechanism, but rather through the 
accumulation of multiple small effects. At the same time, we observe 
from the indirect effects that some mediating effects cancel each other 
out. Specifically, anthropomorphism positively affects user experience 
through perceived trust, but when anthropomorphism influences 
perceived trust via perceived empathy, it negatively impacts user 
experience. The positive and negative effects counterbalance each 
other, resulting in a non-significant total indirect effect. However, after 
combining these effects, the total effect of anthropomorphism on user 
experience remains significant. Regarding the relationship between 
perceived intelligence and user experience, we found that neither the 
direct effects, indirect effects, nor the total effects were significant. This 
suggests that even when considering the complex mechanisms of 
perceived empathy and perceived trust, perceived intelligence still 
does not influence user experience.

Interestingly, while the results from the analysis of variance suggest 
that the anthropomorphism and perceived intelligence of visually 
designed chatbot avatars do not significantly affect perceived trust, the 
results from the structural equation model reveal a more complex 
relationship. When both perceived empathy and perceived trust are 
considered, the impact of anthropomorphism and perceived intelligence 
on user experience is primarily mediated through perceived trust. This 
finding suggests that there is a more intricate mechanism at play 
between anthropomorphism, perceived intelligence, and user 
experience. From a psychological perspective, this can be explained by 
Trust Formation Theory, which highlights that trust is often developed 
through indirect cues, such as perceived empathy, rather than directly 
through visual or cognitive attributes (Mayer et al., 1995). Moreover, 
Social Exchange Theory posits that users engage in reciprocal 
relationships with technology, meaning they may perceive higher levels 
of trust when the chatbot exhibits empathetic behaviors, thus influencing 
overall user experience. The structural equation model further supports 
the idea that anthropomorphism and perceived intelligence enhance 
user experience not by directly fostering trust, but by enhancing 
empathetic interactions, which in turn build trust over time.

TABLE 4 Results of the confirmatory factor analysis.

Construct 
information and 
literature source

Indicator Loading α CR

Anthropomorphism

  Scales adapted from:

  Moussawi and Koufaris 

(2019)

NR1 0.67

0.82 0.82

NR2 0.67

NR3 0.70

NR4 0.70

NR5 0.69

Perceived trust

  Scales adapted from:

  Lee and See (2004)

XR1 0.82

0.89 0.88
XR2 0.79

XR3 0.82

XR4 0.81

Perceived empathy

  Scales adapted from:

  Charrier et al. (2019)

GQ1 0.71

0.85 0.85

GQ2 0.67

GQ3 0.70

GQ4 0.71

GQ5 0.70

GQ6 0.70

User experience

  Scales adapted from:

  Diana and Saputra 

(2015)

UX1 0.77

0.90 0.90

UX2 0.80

UX3 0.79

UX4 0.84

UX5 0.81
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TABLE 5 Results of the mediation effect.

Path
Coefficient (β) SE

95% Confidence 
interval

Anthropomorphism (An):

  Total effect −0.31 0.10 [−0.50, −0.12]

  Indirect effect −0.17 0.98 [−1.43, 1.41]

   An- > Perceived empathy- > UX 0.02 0.98 [−1.10, 1.76]

   n- > Perceived trust- > UX 0.78 1.46 [0.02, 4.38]

   An- > Perceived empathy- > Perceived trust- > UX −0.97 1.46 [−4.77, −0.30]

Perceived intelligence:

  Total effect −0.10 0.06 [−0.22, 0.02]

  Indirect effect −0.12 0.08 [−0.24, 0.01]

   PI- > Perceived empathy- > UX 0.00 0.05 [−0.08, 0.05]

   PI- > Perceived trust- > UX −0.12 0.11 [−0.36, 0.00]

   PI- > Perceived empathy- > Perceived trust- > UX 0.00 0.10 [−0.07, 0.29]

An refers to anthropomorphism, UX refers to user experience, PI refers to perceived intelligence.

6.2 Limitations and further research

This study has several limitations that need to be addressed. First, 
the sample size used in this research was relatively small, limiting the 
generalizability of the findings. A larger and more diverse sample 

might yield different results and provide a more comprehensive 
understanding of the relationships between anthropomorphism, 
perceived intelligence, and user experience. Second, the study 
focused primarily on visual anthropomorphism and perceived 
intelligence of chatbot avatars, neglecting other potential dimensions 

FIGURE 5

Results of the structural model (Standardized).
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such as voice, behavior, basic personality traits or interaction styles. 
These factors could also contribute significantly to user experience 
and should be considered in future studies. Third, the cross-sectional 
design of the research does not allow for conclusions about causality. 
Longitudinal studies or experimental designs would be  more 
appropriate to examine how changes in anthropomorphic design or 
perceived intelligence over time impact user experience. Lastly, the 
study only explored empathy and trust as mediating variables, which 
may have limited the scope of understanding other relevant 
psychological constructs, such as perceived ease of use, satisfaction, 
or emotional engagement, that might play a role in shaping 
user experience.

Future research could expand by investigating other dimensions 
of chatbot design, such as voice or interaction style, to see how these 
factors affect user experience. Additionally, exploring moderating 
factors like cultural differences or individual preferences could provide 
insights into how different user groups respond to anthropomorphic 
and intelligent designs. Experimental studies, particularly longitudinal 
ones, could offer more definitive insights into the causal relationships 
between chatbot design elements and user experience over time.

7 Conclusion

This study investigates the impact of anthropomorphic visual 
design and perceived intelligence of intelligent chatbot avatars on user 
experience, with a specific focus on the mediating roles of perceived 
empathy and perceived trust. Using SPSS 26.0 and Amos 24.0, this 
study conducted an analysis of variance to examine the relationships 
between the anthropomorphism and perceived intelligence of visually 
designed chatbot avatars with perceived empathy, perceived trust, and 
user experience. The mediating roles of perceived trust and empathy 
were also considered, leading to the construction and evaluation of a 
structural equation model to further explore these relationships.

Key findings indicate that the level of anthropomorphism 
significantly affects visually designed avatar’s user experience, 
particularly through perceived empathy and perceived trust. When 
anthropomorphism is low, a decrease in perceived intelligence 
correlates with an enhanced user experience. In contrast, when 
anthropomorphism is high, increased perceived intelligence enhances 
user experience. The results indicate that higher levels of 
anthropomorphism consistently lead to better user experiences. While 
the initial ANOVA results for Hypothesis 2 confirmed that higher 
levels of anthropomorphism enhance perceived empathy, they did not 
support the significant influence of perceived intelligence or its 
interaction with anthropomorphism on empathy. However, perceived 
intelligence appears less crucial in enhancing empathetic experience. 
Our investigation into Hypothesis 3 indicated that both 
anthropomorphism and perceived intelligence did not significantly 
influence perceived trust in the ANOVA results. However, the SEM 
analysis revealed a more nuanced relationship, highlighting the 
mediating roles of perceived empathy and perceived trust. This finding 
suggests that while anthropomorphism does not directly affect user 
experience, it exerts a significant indirect influence through these 
mediators, indicating a complex mechanism of impact. Additionally, 
the interplay between perceived empathy and perceived trust points 
to the importance of fostering empathetic interactions to build trust 
over time, as supported by Trust Formation Theory.

In conclusion, this study advances our understanding of the 
multifaceted relationships between anthropomorphism, perceived 
intelligence, and user experience in intelligent chatbot interactions. By 
emphasizing the need for emotional engagement and the reduction of 
cognitive strain, our findings provide valuable insights for designers 
aiming to create more effective chatbot interfaces. Future research 
should consider broader design dimensions and explore additional 
factors influencing these dynamics to further enhance user experience 
in human-chatbot interactions.
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