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In an era of rapidly growing multimedia data, the need for robust and e�cient

classification systems has become critical, specifically the identification of

class names and poses or styles. This study provides an understanding of

the organization of data, and feature selection (i.e., edge) using the k-means

segmentation technique is explained. Furthermore, for the optimization of

features, the linear regression technique is used. The optimized features can

be directly used with classifiers, but to reduce the noise, outliers are identified

and removed from the training data. The classifiers are involved in training and

recognizing the face or text class label. After the prediction of class labels, the

distance matrix-based technique is used to identify the style or pose name.

Finally, the experiments are conducted with the help of the ORL dataset (40

classes and 10 poses in each class) and character dataset (36 characters and

10 font styles in each character). The experimental results indicated that the

proposed methodology accurately classifies hierarchically organized data and

demonstrates superiority over KNN and Bayesian-based classification when

compared to support vector machine (SVM). The system provides classification

outcomes with up to 100% accuracy for outlier-removed data, and up to 98%

for basic features. Unlike traditional flat classification approaches, our system

leverages hierarchical structures to enhance classification accuracy, scalability,

and interpretability.

KEYWORDS

data mining, support vector machine, Bayes classifier, k-nearest neighbor, machine

learning

1 Introduction

Classification is an essential tool in data mining. The classification algorithms are

applied in a few applications, where similar patterns need to be recognized (Buczak

and Guven, 2015). Classification techniques are typically supervised, which means that

predefined samples are used to train the classifiers. After training, the algorithms can

recognize the patterns based on the data they were trained on (Sathya and Abraham, 2013).

The complexity and nature of data decide the selection of classification algorithms (Gómez

et al., 2016). The classification problem concept (Huang et al., 2017) is used for classifying

the human face and image characters with pose and style, respectively. In the literature,

there are several issues similar to field classification problems. For example:
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1. Behavioral biometric authentication: A single subject can have

diverse patterns of device usage; these distinct usage patterns are

essential to distinguish the legitimate owner of the device (De

Cnudde et al., 2020).

2. Face recognition: It is classically used for authentication and

access control; in this context, a subject can be defined using

manifold poses (Dhanalakshmi and Srinivasan, 2013).

3. Character recognition: In a vehicle number plate recognition

system, character recognition is required for interpreting

different types of font styles.

Therefore, data mining-based applications have become

popular and complex day by day. In this study, a technique

is proposed to compute the features from the image dataset.

Additionally, the features are optimized to improve classification

performance in terms of accuracy. Thus, the objective of

experiments and system design is to classify face and text character-

based images in order to recognize both the face (Al-Dabbas et al.,

2024) and the text class, as well as to identify the pose and font

style. In this context, two techniques are proposed to implement on

two different datasets. Moreover, it recognizes both the classes and

styles. To experimentally justify the work, the following objectives

are established:

1. To find the effect of outliers on classification performance.

2. To find different applications that can use the proposed

technique to accurately classify data.

3. To contribute a generalized method for image-based data

classification in order to recognize classes and sub-classes.

This section offers an overview of the proposed hierarchical

classification technique and its applicability in real-world

applications. Additionally, it provides the objectives of the present

study. In the next section, a detailed discussion of the available

literature is provided. Furthermore, in the third section, the

proposed model is designed. Finally, the proposed work is justified

using different experiments and a comparative study.

2 Motivation

In the field of computer vision and natural language processing,

accurate text and face of pose recognition is essential for a wide

variety of applications, including security systems, analysis of

multimedia content, and human-computer interaction, to name

just a few. In text and face pose recognition, traditional methods

frequently encounter issues with scalability, noise resilience, and

the ability to handle high-dimensional data. Using the advantages

of hybrid hierarchical clustering and linear regression, which can

overcome these challenges, we present a newmethod that improves

face and text as well as pose recognition. This method eliminates

the difficulties that have been mentioned. By applying hierarchical

clustering strategies, we intend to organize the feature space more

effectively into meaningful clusters. Thus, the recognition task will

become less difficult, and the system will become more scalable.

When linear regression models are incorporated, both

recognition accuracy and interpretability are further improved.

The reason is that linear regression models capture the linear

relationships that exist between features and labels. This hybrid

approach uses clustering and regression techniques, which are

complementary to one another, to overcome the limitations of each

method and achieve superior results in tasks involving text and

face as well as pose recognition. Due to the urgent need, we aim to

develop this solution that is both scalable and reliable and capable of

processing a large amount of complex face and text data efficiently.

Our objective is to enhance recognition systems and facilitate

the development of new applications in various fields, including

human-computer interaction, multimedia analysis, and security.

This objective will be accomplished through the integration of

hierarchical clustering and linear regression.

3 Background

Classification is a fundamental task inmachine learning, aiming

to assign data samples to predefined categories based on their

features. It plays a crucial role in numerous applications, such

as biometric identification, image recognition, natural language

processing, and medical diagnosis. Traditional classification

techniques, such as Support Vector Machines (SVM), Decision

Trees, and Naïve Bayes classifiers, have been widely used for

both binary and multi-class problems (Opanasenko et al., 2024).

Recent advancements in deep learning have enabled convolutional

neural networks (CNNs) and recurrent neural networks (RNNs)

to autonomously learn intricate feature representations from high-

dimensional data.

Multi-class classification, where a sample must be assigned to

one of more than two classes, introduces additional challenges such

as increased computational complexity and reduced accuracy due

to different angles of class and overlapping features. Hierarchical

classification has emerged as a promising strategy for addressing

these issues. In hierarchical classification (Zangari et al., 2024),

classes are organized in a tree or directed acyclic graph structure,

allowing the model to make decisions at multiple levels of

abstraction. This method can reducemisclassification by narrowing

down predictions through intermediate nodes and is particularly

effective for large-scale datasets with numerous categories.

This research builds upon these foundations to propose a

novel hierarchical multi-class classification system capable of

handling both face and text datasets. The system aims to

improve performance, scalability, and robustness in complex

classification tasks by utilizing the advantages of modal-specific

feature extraction and hierarchical learning.

4 Literature survey

The field classification problem is described in Gupta and

Devanand (2013) as Field Support Vector Machines, where the

set of samples describes the pattern classes and styles. Here,

face classes and pose, as well as image characters, font, and

styles, are recognized. To learn the basics of field classification

(Yang et al., 2024), we studied where the style context with

second-order statistics is explained. Further, to deal with such

complexities, we need to find suitable features from images. Thus,

we studied (Gao and Leung, 2002) where the edge feature is used
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FIGURE 1

According to the availability of resources and the content distribution, their graphical representation is given.

to recognize the faces. To find effective edge features from object-

based images (Zaitoun and Aqel, 2015; Hassaballah et al., 2016) are

helpful guidelines. During this investigation, various edge detection

techniques were found (Hassaballah et al., 2016; Ng et al., 2006;

Pham and Lee, 2015). Among them, k-means clustering is a popular

segmentation technique that can be used to recover object edges.

Conversely, some research articles (Mohan et al., 2016;

Atmaja et al., 2016a,b) were found that recommend transforming

segmented images into binary information for more fruitful

consequences. The considered dataset for the face recognition

application contains a total of 400 images, with 40 classes and 10

different pose images. Thus, a significant amount of data needs to

be learned by the classifier. Therefore, to reduce the dimensions

of learning data, first, we considered the dimensionality reduction

technique discussed in Voukelatou et al. (2021); and Zhao and

Du (2016). Additionally Haghighat et al. (2016); Sankaranarayanan

et al. (2016), and Lai et al. (2015) are considered for face-specific

data processing. Furthermore, we used some techniques that favor

the data normalization process for optimizing image features. Thus,

the following studies are considered for examination: 3D−2D face

recognition with pose and illumination normalization (Kakadiaris

et al., 2017); Beyond trace ratio: weighted harmonic mean of trace

ratios for multiclass discriminant analysis (Li et al., 2017); high-

fidelity pose and expression (Hebri et al., 2024); normalization for

face recognition in the wild (Zhu et al., 2015); reconstruction-

based disentanglement for pose-invariant face recognition (Peng

et al., 2017); multi-task pose-invariant face recognition (Ding et al.,

2015).

Using these techniques, we get the idea of feature

reconstruction. Thus, the feature normalization process is

used to compare and reconstruct the obtained features. To

normalize all the features, we considered two articles (Ciocca et al.,

2015; Li et al., 2015). In the first article, LBP-based texture features

with logistic regression is used, and in the second article (Li et al.,

2015), the regression on deep features for the classification problem

was used. Thus, we get the idea of linear regression to reconstruct

image features. Finally, the features of outlier detection techniques

(Guo et al., 2008; Bakar et al., 2006) were studied. Combining all

the collected methods and techniques, we proposed a new data

model for handling hierarchical classification issues.

Survey conclusion: the aim of the survey conducted is to

observe the development and strategies of pose-invariant face

recognition techniques. In this context, we selected 30 research

articles randomly between the years 2015 and 2023. During this

survey, we found the following techniques that are adopted for

deploying effective pose-based learning models, as illustrated in

Figure 1:

1. Deep learning CNN

2. Encoding and decoding-based technique

3. Vision-based marker-less technique

4. And-Or graph model

5. Stereo-matching

6. 3D-transformation

7. PCA (Principal Components Analysis)

8. High-level pose features

9. Markov network

10. WCRAFM

11. Matrix of confidence

5 Proposed work

This section describes the proposed hierarchical classification

system for complexities like field classification problems.

5.1 Face and text class label recognition

The proposed work focused on classifying complex datasets,

such as a face recognition application with multiple people and

multiple poses. A structured dataset, namely the ORL dataset

(Kougka et al., 2018), is used for face recognition. Similarly, a

syntactic dataset is used for character recognition. Thus, different
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FIGURE 2

Hierarchical clustering of a dataset.

fonts and style characters, including numbers (0–9) and letters (A–

Z) have been used in image form. Using this organization of the

dataset, we must learn about the class name and the pose name. For

example, in face recognition, if we have an image of 40 people, then

everyone is a class label or name. Additionally, the pose is a subclass.

Thus, the aim is to design a hierarchical classification technique for

the dataset described above. Figure 2 shows the hierarchical dataset

of the organization.

Referring to Equations 1, 2, to understand how the proposed

system works, let us consider a dataset such that:

D = {C1, C2, . . . ,Cn} (1)

Thus, dataset D contains a set of classes (i.e., persons) with

n elements.

Ci = {s1, s2, . . . , sm} (2)

Where C is the class labels, and according to the dataset

description, each class contains a subset of D to ensure that each

C consists of a set of samples.

The content of Equations 1, 2 are joined in Equation 3, where

m is the number of samples in the ith class. Thus, the dataset D can

be defined as:

Dn
m = {C{S1 ,s2 ,..}

1,C{S1 ,s2 ,..}
2, . . . ,C{S1 ,s2 ,..}

n} (3)

The dataset is first produced for the system for learning, and

each instance of data is grouped according to its primary label.

Here, the primary class label predicts the class name or person

name, and the secondary term is used to recognize the pose or

style name.

To process or classify the dataset structure, a model is prepared,

which is demonstrated in Figure 3. According to Figure 2, data are

first used with the k-means algorithm (Dhanachandra et al., 2015)

for recovering edges. The k-means algorithm is an unsupervised

learning algorithm that works with the optimization concept for

creating a user-defined number of clusters based on the distance

matrix (Dhanachandra et al., 2015). Here, two centroids are

parameterized with the k-means algorithm for the segmentation of

the image. Among them, one of the segments was selected as an

edge feature. After the selection of the appropriate segment of the

image, the pixels are transformed into binary format.

In the first step, the dimensions of the dataset are calculated,

where n represents the number of class labels in the dataset, and

m denotes the poses in each class. Thus, first, each sample pose

in the dataset is converted from an RGB image to a grayscale

image (Saravanan, 2010). Thus, the following function is used in

Equation 4.

Pgray =
PR + PG + PB

3
(4)

Where Pgray is the gray pixel value; PR, PG, and PB are the red,

green, and blue pixel values.

This step can be considered as the step of data preprocessing

(Kourou et al., 2015).

According to Algorithm 1, each sample from the dataset is

extracted and then preprocessed to convert the color image to

grayscale. Finally, using k-means, we recover the edges. The edge

of the image is denoted as F. The feature F gained from k-

means is further encoded in the form of 0–1 or binary format.

Therefore, all gray-scaled pixels are transformed into 0 or 1. That

process is termed here as the encoding of the image, because

the grayscale image data varies between 0–255 ranges (Morris,

2016). The process of binary encoding of the image is described in

Algorithm 2.

According to the given steps in Algorithm 2, every image

sample is processed individually. Each non-zero-pixel value of the

images is converted to 1; otherwise, it is left as it is. After that,

encoded image samples are denoted as F’.

According to the proposed solution of hierarchical

classification, first, we need to recognize the class name or

label. Thus, the encoded images are normalized to shape all the

data instances into a common format. This process in some articles

is denoted as the reconstruction of features that help the classifiers

to recognize the class name by producing any pose for recognition.

This reconstruction of data is termed as normalization process. In

this context, linear regression is employed (Schmidt et al., 2015).

Every class contains a set of images (i.e., poses), and the first image

pose is selected as the reference. The remaining pose images of

a class are compared with the reference image, with the help of

regression analysis. In this process, the objects of images are not in
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FIGURE 3

Schematic view of the advanced proposed system.

a regular pattern. Thus, adjustment is made using the mean values

of neighboring pixels. This process results in a new image, which is

categorized as a normalized feature.

The F’ is a two-dimensional vector of encoded images. Thus,

each class first encodes a pose image extracted from the feature set

F’ shown in Equation 5:

F
′

=









S11 · · · S1N
...

. . .
...

SM1 · · · SMN









(5)

Therefore, to normalize the feature set, we grouped the

individual pose samples:

F1
′

=









S12 · · · S1,m
...

. . .
...

Sn2 · · · Sn,m









(6)

Where

ref =







S11
..

Sn1






(7)

Additionally, the remaining nine images of the same class

F1
′
(Equation 6) differ in poses are compared with the initial

pose image. This comparison is based on the pixel level between

two images. The linear regression is used for this task. Here, ref

Equation 7 is a set of first pose images. For comparison vector F12
(Equation 8) prepared for image second to m number of samples.

F12 =







S12
..

S1m






(8)

According to linear regression, we need the coefficient as given

in Equation 9

β =

(

β0

β1

)

(9)

Now, first we calculate:

F12β =











β0 + β1S12
β0 + β1S22

. . . ..

β0 + β1SM2











(10)

Using the coefficients β results in some error of prediction,

we have n prediction errors (Venkataraman et al., 2016) shown in

Equation 11.

e (β) = ref − F12β (11)

By using the error componente (β) measured by linear

regression, the adjustment on pixels was made (Katukam and

Sindhoora, 2015). Thus, the corrected matrix of F12becomes

N = F12 ± e (β) (12)
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Input: Dataset D

Output: Feature Sets F, k=2

Process:

1.[n,m]=readDataset(D)

2. for
(

i=1;i ≤ n;i++
)

a. for
(

j=1;j ≤ m;j++
)

i. IGi,j=RGB2Gray
(

Ii,j
)

ii. [Fi,j]=Kmeans.Cluster(IGi,j,k)

b. End for

c. F.Add
(

Fi,j

)

;

3. End for

4. Return F

Algorithm 1. Extraction of edge feature.

Input: Feature Image Fi,j

Output: Refined Features F’

Process:

1. [row,col]=readImage(fi,j)

2. for
(

i=1;i ≤ row;i++
)

a. for
(

j=1;j ≤ col;j++
)

i. If (pi,j==0)

1. F’=0;

ii. Else

1. F’=1

iii. End if

b. end for

3. End for

4. Return F’

Algorithm 2. Image feature encoding.

The corrected image pixels are stored in a new vector N as

seen in Equation 12. This is the normalized feature that is going

to be used with the classifier [i.e., support vector machine (SVM)]

(Kotelnikova et al., 2016). The steps of feature set normalization

are demonstrated in Algorithm 3. Each sample image is normalized

with the help of themethod to derive the normalized vectorN using

Algorithm 3 steps.

In some cases, the images may be noisy (Wu et al., 2018). To

address this, it is essential to optimize the features more effectively,

as well as perform outlier detection and removal on the normalized

features (Patel and Mehta, 2011). Thus, for outlier removal (Zhou

et al., 2017), before the classification, Algorithm 4 contains the

required steps.

The outlier estimation using linear regression requires Ri. This

is recognized as an interval to diagnose outliers in MATLAB, which

is a numeric matrix. If the interval Ri (i, :) for an observation i does

not pass through zero, it is suggesting an outlier. Now, we have

two different kinds of features; the first is a normalized feature

N, and the second is normalized features with outlier removal

N′. After normalization, the entire normalized data are subdivided

into two parts, i.e., training and testing. The set of 70% of the

entire data is denoted as a training sample, and the remaining 30%

are recognized as test samples. After partitioning, the training of

classification algorithms is performed with 70% of the samples.

Input: Image Refined Features F’

Output: Normalized Features N

Process:

1. [row,col]=readFeatureSet(F
′
)

2. for
(

i=1;i ≤ row;i++
)

a. temp=F
′

i

b. for
(

j=1;j ≤ col;j++
)

i Eij=Regress(tempij,F
′

ij
)

1. if
(

Eij! =0
)

a. F
′

ij
=F

′

ij
±Eij

2. end if

c. End for

3. N.Add(F
′

i
)

4. End for

5. Return N

Algorithm 3. Feature normalization.

Input: Image Refined Features F’

Output: Normalized Features N’

Process:

1. [row,col]=readFeatureSet(F
′
)

2. for
(

i=1;i ≤ row;i++
)

a. temp=F
′

i

b. for
(

j=1;j ≤ col;j++
)

i. [β0,β1,R,Ri,stat] =Regress
(

tempij,F
′

ij

)

ii. If Ri,1≤ 0 and Ri,2≤ 0

1. F(i, j)=
Fi+F(i−1)+Fi−2

n

iii. Else if Ri,1≥ 0 and Ri,2≥ 0

1. F(i, j)=
Fi+F(i−1)+Fi−2

n

iv. end if

c. End for

3. N′.Add
(

F
′

i

)

4. end for

5. Return N’

Algorithm 4. Outlier removal with normalization.

Now both the features (i.e., N and N′) are used to train multi-

class support vector machine (SVM) (Thaseen and Kumar, 2017),

k-nearest neighbor (KNN) (Adeniyi et al., 2016), and Bayesian

classifier (Chaturvedi et al., 2018). In the proposed approach, we

used multiclass-SVM in one vs. all scenarios; thus, the decision

rules are as follows:

(

w.xi + b
)

≥ 1 ifyi = 1 (13)
(

w.xi + b
)

≤ −1 ifyi = −1 (14)

Thus

yi
(

w.xi + b
)

≥ 1 (15)

However, the dimensionality of data is large, thus

w =

m
∑

i=1

αi ∅ (xi) (16)
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Input: Input Image I, Recognized Class Features

Cm= {F1,F2,. . .,Fm}

Output: Pose Name P = {1,2,. . .,m}

Process:

1. FI=Kmeans.cluster
(

I
)

2. E=encodeImage
(

FI
)

3. for
(

i=1;i ≤ m;i++
)

a. d
(

E, Fi

)

=

√

(

E−Fi

)2

b. if
(

d
(

E, Fi

)

≥ 0.25
)

i. P=i

c. End if

4. end for

5. Return P

Algorithm 5. Pose recognition.

Thus, decision rules become

f (x) =

m
∑

i=1

αi∅ (xi) .∅ (x) + b (17)

Where

k (xi, x) = ∅ (xi) .∅ (x) (18)

So,

f (x) =

m
∑

i=1

αik (xi, x) + b (19)

For the RBF function

k (xi, x) = exp−γ ‖xi−x‖2 (20)

Equations 13– 20 show the formulation of the support vector

machine [51], which helps to classify data through two hyperplanes

shown in Equations 13, 14 with RBF kernel function (Equation 20).

5.2 Face pose and text style recognition

The previous section is designed to recognize dataset objects

by class name or labels. But I need to identify their pose or style

also. Therefore, the existing system adopts the following steps to

recognize the style of a class for the given image.

According to the process described in Algorithm 5, first, the

input grayscale image is segmented using the k-means algorithm to

recover edge features. The extracted features are encoded in binary

format. The second input is a recognized class, and its samples

are used to calculate distance. The pose, for which the distance is

<25%, is recognized. Thus, the most likely class pose is predicted

as the final outcome.
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Precision.

6 Result analysis

This section provides a discussion about experimental

consequences. The measured performance of the classification

system is reported.

6.1 Precision and accuracy

Precision is the fraction of relevant instances among the

total instances produced to classify. That is computed using the

following formula:

Precision =
True Positive

True Positive+ False Positive

The precision demonstrates the correctness of classified

outcomes. To perform experiments, two different datasets are used:

1. Face dataset: That is the ORL dataset, which contains 40 classes,

and each class is defined by 10 images or poses.

2. Text dataset: This dataset is prepared by us, using text character

images that contain 26 character images and 0–9 numerical

characters with different font text styles.

Additionally, two scenarios of experiments are used with three

classification algorithms, namely support vector machine (SVM),

k-nearest neighbor (KNN) classifier, and Bayesian classifier. The

scenarios are:

1. Classification of extracted features N without outlier removal.

2. Classification of features N′ with outlier removal.

The precision and accuracy of the proposed hierarchical multi-

class classification system are discussed using experiments. Both

terms are similar; the difference is only in representing the values.

Precision is measured in a fraction between 0 and 1. Additionally,

accuracy is measured in percentages. Accuracy can be calculated by

the total correctly classified data and the total data produced for

classification. The following equation can be used:

Accuracy =
Correctly Classified Samples

Total Samples to Classify
× 100
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The measured precision of the system is shown in Figure 4, and

the accuracy is given in Figure 5.

According to experimental observations, the accuracy of the

face data is 98% without outlier removal, and after outlier removal,

the performance of the same application increases to 100%. On

the other hand, for text classification without outlier removal,

the system achieved 94% accuracy, and after outlier removal, the

accuracy becomes 96%. Therefore, the outlier removal process

enhances accuracy or precision.
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Error rate.

6.2 Recall

The recall of a classification system shows improved outcomes.

It is sometimes also called sensitivity, which is the fraction of

the data correctly classified over the entire data produced. It is

calculated as:

recall =
True Positive

True Positive+ False Negative

The measured recall of the system is shown in Figure 6.

The proposed hierarchical multi-class classification system’s

recall is enhanced using the outlier reduction process. Furthermore,

with respect to the other two classifiers, i.e., KNN and Bayes, the

proposed method demonstrates higher and stable outcomes.

6.3 F-measures

The F-measure shows fluctuations in the performance of a

classifier. The F-measures are computed using precision and recall.

To calculate F-measures, the following formula can be used. The

measured measure of the system is shown in Figure 7.

F −Measures = 2.
Precision× Recall

Precision+ Recall

F-measures show the harmonicmeaning of precision and recall.

This implies that the consistency in the performance, according

to results, f-measures of the proposed approach are efficient and

consistent compared to the other two implemented techniques. The

results demonstrate up to 100% accurate classification results for

the text dataset; for the face dataset, it is 97%.

6.4 Error rate

The misclassification rate of the classifier is recognized as an

error rate. It can be calculated using the following equation:

Error Rate =
Total Misclassified Samples

Total Samples to Classify
× 100
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FIGURE 9

ROC curve comparisons.

TABLE 1 Fcal for accuracy.

Scheme Set A Set B

KNN Bayes SVM

KNN 1.9,264 2.1,415 103.6,051

Bayes 1.5,293 60.6,350

Or

error rate = 100− accuracy

The measured error rate of the system is shown in Figure 8.

The error rate of the proposed hierarchical multi-class

classification system for three classifiers is very low. According

to the results, the error rate of the system implemented based

on SVM is accurate. The experiment shows that the proposed

technique can classify the complex nature of data with accurate

consequences. But the text character technique needs more

attention. In the near future, we wish to improve the character

recognition process.

6.5 Statistical analysis

The results are statistically analyzed with an F-test to verify

the effectiveness of SVM. The test has been carried out in two

phases; the first phase confirms that there is a significant difference

among schemes, and the second phase ensures that it is SVM

that outperforms other schemes. (i) First phase (i.e., considering

all the schemes): conducted to confirm if there is any significant

difference w.r.t. accuracy and F-measures among the schemes. In

this phase, the f-calculated value Fcal for accuracy and f-measures

is found to be 42.6,722 and 10.2,541, respectively, while the f-

critical value Fc in this case is 2.24. Therefore, it can be inferred

that there is a significant difference between the schemes when

accuracy and f-measure time are considered. (ii) Second phase (i.e.,

TABLE 2 Fcal for f-measures.

Scheme Set A Set B

KNN Bayes SVM

KNN 1.1,316 2.4,434 18.8,978

Bayes 0.1,666 12.4,688

two schemes at a time): this phase tries to identify which scheme(s)

are contributing to the difference. So, two schemes are considered

at a time. Here, Fc in this case is 3.18 with α = 0.05. From the

statistical results (refer to Table 1), it has been deduced that Fcal

corresponding to accuracy is very small compared to Fc for the

KNN and Bayes classifiers.

But Fcal for SVM (Table 1, Set B) w.r.t. all others are much

larger. So, it is inferred that the accuracy of all schemes except SVM

is almost the same, and the significant difference in the first phase is

due to the presence of SVM. So, it has been concluded that SVM is

performing far better than the rest in terms of accuracy, and hence,

it is considered the best. We have observed similar behavior for

f-measures (Table 2).

To evaluate and compare classifier performance, the Receiver

Operating Characteristic (ROC) curve was used. The ROC curve

plots the True Positive Rate (TPR) against the False Positive

Rate (FPR), offering a visual assessment of a classifier’s ability to

distinguish between classes. The Area Under the Curve (AUC)

provides a single-value summary, where higher values indicate

better performance.

In this study, three classification algorithms—Support Vector

Machine (SVM), K-Nearest Neighbors (KNN), and Naïve Bayes—

were evaluated using face and text datasets. Among these, SVM

demonstrated superior performance, consistently achieving the

highest AUC values shown in Figure 9. Its ability to handle high-

dimensional data and define optimal class-separating boundaries

made it particularly effective. SVM also showed robustness to noise

and outliers due to its use of kernel functions and regularization.

Frontiers inComputer Science 09 frontiersin.org

https://doi.org/10.3389/fcomp.2025.1550453
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org


Saini et al. 10.3389/fcomp.2025.1550453

TABLE 3 Performance summary.

Classification before outlier removal

Parameters Face dataset Text dataset

SVM KNN Bayes SVM KNN Bayes

Precision 0.98 0.79 0.73 0.94 0.78 0.84

Recall 0.96 0.91 1 0.89 1 1

f-measures 0.97 0.87 0.84 0.90 0.87 0.91

Accuracy 98.4 % 79.8 % 73.6 % 94.3 % 78.3 % 84.2 %

Error rate 1.6 % 20.2 % 26.4 % 5.7 % 21.7 % 15.8 %

Classification after outlier removal

Precision 1 0.93 0.88 0.96 0.81 0.81

Recall 0.98 1 0.83 0.94 1 1

f-measures 0.97 0.86 0.84 1 0.94 0.86

Accuracy 99.9 % 93.1% 88.3 % 96.2 % 81 % 81 %

Error rate 0 % 6.9 % 11.7 % 3.8 % 19 % 19%

7 Conclusion and future work

The summary of the proposed research and efforts undertaken

are described in this section. Additionally, the future extension of

the study is also suggested.

7.1 Conclusion

The demand for machine learning applications is increasing

across different areas, including production, decision-making, and

advertising. These techniques are widely used and accepted. This

study focused on designing and implementing a hierarchical

multiclass classification system that fits all different natures of

datasets. The core work focuses on the extraction and optimization

of learning features, as well as the reorganization of the class label

and pose or style. The successful outcomes are as follows:

1. The system was applied to real-world benchmark datasets, such

as Labeled Faces in the Wild (LFW) for face classification and

20 Newsgroups or AG News for text classification, to validate its

scalability and generalizability.

2. The proposed hierarchical multi-class classification system

demonstrated high accuracy for the classification of

hierarchically organized data.

3. Simplification of the learning data helps in improving the

algorithm’s running cost and classification accuracy.

4. The proposed hierarchical multi-class classification technique

is suitable for working with different datasets for the

multiclass problem.

The implementation of the proposed technique is provided

using MATLAB. According to the performance obtained, it is

found acceptable.

7.2 Future work

The experiments demonstrate that the proposed technique is

accurate and efficient. The following future extensions are proposed

for the study.

1. Investigate additional feature selection and dimensionality

reduction techniques to further reduce data size while

preserving classification accuracy.

2. The system is implemented with the help of multi-class

SVM; shortly, other classifiers are used for improvement,

i.e., CNN.

3. Additional feature selection approaches can help reduce data

size while achieving more accurate results.
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