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Introduction: Facial expressions play a crucial role in human emotion

recognition and social interaction. Prior research has highlighted the significance

of the eyes and mouth in identifying emotions; however, limited studies have

validated these claims using robust biometric evidence. This study investigates

the prioritization of facial features during emotion recognition and introduces an

optimized approach to landmark-based analysis, enhancing e�ciency without

compromising accuracy.

Methods: A total of 30 participants were recruited to evaluate images depicting

six emotions: anger, disgust, fear, neutrality, sadness, and happiness. Eye-tracking

technology was utilized to record gaze patterns, identifying the specific facial

regions participants focused on during emotion recognition. The collected data

informed the development of a streamlined facial landmark model, reducing the

complexity of traditional approaches while preserving essential information.

Results: The findings confirmed a consistent prioritization of the eyes and

mouth, with minimal attention allocated to other facial areas. Leveraging

these insights, we designed a reduced landmark model that minimizes the

conventional 68-point structure to just 24 critical points, maintaining recognition

accuracy while significantly improving processing speed.

Discussion: The proposed model was evaluated using multiple classifiers,

including Multi-Layer Perceptron (MLP), Random Decision Forest (RDF), and

Support Vector Machine (SVM), demonstrating its robustness across various

machine learning approaches. The optimized landmark selection reduces

computational costs and enhances real-time emotion recognition applications.

These results suggest that focusing on key facial features can improve

the e�ciency of biometric-based emotion recognition systems without

sacrificing accuracy.

KEYWORDS

emotion recognition, eye-tracking analysis, facial landmarks, biometric validation,

machine learning and AI

1 Introduction

Facial expressions are a universal and integral component of human communication,

providing crucial insights into emotions, intentions, and psychological states (Bernhardt,

2022; Hwang andMatsumoto, 2015; Jack and Schyns, 2015). From subtle microexpressions

to overt displays of feelings, the ability to accurately interpret these signals is essential for
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effective social interaction (Iwasaki and Noguchi, 2016; Jain and

Bhakta, 2024; Wahid et al., 2023). While humans naturally excel

at recognizing emotions, the underlying mechanisms driving this

process remain an area of significant interest within the fields

of psychology, neuroscience, and computational modeling (Aday

et al., 2017; Eppel, 2018; Malezieux et al., 2023; Shackman and

Wager, 2019). One question that has garnered attention is the

extent to which specific facial regions, such as the eyes and mouth,

dominate emotion recognition and whether other parts of the face

play a role (Hernandez-Matamoros et al., 2015; Lekdioui et al.,

2017; Wegrzyn et al., 2017).

Previous research has consistently suggested that the eyes

and mouth are the most salient features in emotion detection

(De Carolis et al., 2023; Guarnera et al., 2015; Ko, 2018). Studies

rooted in Ekman’s theory of basic emotions have shown that

these regions convey critical information about emotional states

such as anger, happiness, sadness, and fear (Keltner et al., 2002).

However, many of these findings are based on self-reported data or

experimental designs that do not incorporate objective biometric

measures (Coppini et al., 2023; López et al., 2022; McStay, 2020).

This limitation raises questions about the validity of these claims

and whether other facial features might contribute to emotion

recognition in ways that have not yet been fully understood.

To address this gap, our study employs eye-tracking technology

to provide a more precise and quantifiable analysis of how

individuals process facial expressions (Lim et al., 2020; Tarnowski

et al., 2020). Eye-tracking allows researchers to observe gaze

patterns, identifying the specific facial regions that participants

prioritize when recognizing emotions (Carter and Luke, 2020;

Hickson et al., 2019). This approach offers a unique opportunity

to validate whether the eyes and mouth are indeed the primary

focus during emotion recognition and to explore whether attention

is distributed across other areas of the face (Vehlen et al., 2021).

Beyond advancing our understanding of human behavior,

this research also holds significant implications for practical

applications. One key area is the development of computational

models for facial emotion recognition, which rely on facial

landmark detection to identify emotional states (Chitti et al.,

2025; Mukhiddinov et al., 2023; Vaijayanthi and Arunnehru, 2024).

Traditional landmark models, such as the widely used 68-point

configuration, encompass numerous reference points across the

face (Wu and Ji, 2019). While comprehensive, these models can

be computationally intensive, particularly in real-time scenarios.

By identifying the most critical landmarks for emotion detection,

we aim to propose a streamlined model that reduces complexity

without sacrificing accuracy.

The potential applications of such a model are extensive,

ranging from psychology and neuroscience to technology-driven

fields such as artificial intelligence and robotics (Schmitz-Hübsch

et al., 2024). For instance, emotion-aware systems could benefit

from faster and more efficient facial expression analysis, enabling

more responsive interactions in environments such as healthcare,

education, and customer service.

This study, therefore, has two primary objectives. First, to

validate, through biometric evidence, whether the eyes and mouth

are the dominant regions observed during emotion recognition

or if attention is distributed across other facial areas. Second, to

leverage these findings to propose a reduced landmark model for

emotion detection, paving the way for more efficient computational

approaches. The full and reduced model has been validated

using MLP, RDF, and SVM, demonstrating its effectiveness in

maintaining accuracy while optimizing processing efficiency.

The remainder of the paper is structured as follows: Section 2

presents the methodology, outlining key research questions, the

dataset used, the experimental setup, and the classificationmethods

applied. Section 3 details the obtained results, while Section 4

provides the conclusions of the study.

2 Materials and methods

Figure 1 presents a general overview of the proposed

methodology, which consists of 5 stages. The first stage involves

defining the dataset, for which we used FACES (Ebner et al., 2010),

a widely utilized database that allows for reliable comparison of

results. This is followed by a biometric analysis using eye-tracking

technology applied to 30 participants. This step provides valuable

insights into the areas of the face most frequently observed

during emotion recognition. Based on this biometric data, the

next stage focuses on reducing the number of facial landmarks.

Finally, an artificial neural network (ANN) is employed to evaluate

the accuracy of emotion recognition using the reduced set of

landmarks. The results are then compared against the performance

achieved with the full set of landmarks. Each of these stages is

described in detail in the following sections.

2.1 Research purpose and questions

In Figure 2, we see an adult woman with a happy expression

on his face. For us as humans, recognizing the expression in

this image is effortless, as we have learned to interpret people’s

emotions throughout our development as a fundamental aspect of

social interaction. However, from a human behavior perspective, an

intriguing question arises:

Question 1: What is the first thing we look at to identify

someone’s expression?

At first glance, the answer seems obvious. When asking this

question to a group of 30 participants, the unanimous response

is the eyes, followed by the mouth. To validate this assumption,

we conducted an initial experiment with a straightforward

design: participants were shown images of individuals expressing

various emotions and were asked to identify the emotion via a

questionnaire.

Question 2: What are the primary facial regions we focus on

during facial expression recognition?

As mentioned earlier, the obvious answer to the question of

what we observe first when recognizing facial expressions is the

eyes. However, it is crucial to biometrically validate this assumption

while also examining which other regions, aside from the eyes, are

observed during this process. To achieve this, we have defined four

Areas of Interest (AOIs), as will be described in Section 2.5. These

areas correspond to each eye, the nose, and the mouth. Although

the nose is not typically mentioned by participants when asked, it

plays an essential role in the transition from observing the eyes to

the mouth, as this shift naturally occurs through the nasal region.
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FIGURE 1

General workflow of the study. Step 1 involves defining the dataset. Steps 2, 3 focus on biometric analysis. Step 4 entails feature extraction, while

Step 5 involves emotion recognition using three classification algorithms (MLP, RDF, and SVM), leveraging the features obtained from the biometric

analysis. Original facial image taken from Ebner et al. (2010).

FIGURE 2

Sample image from FACES dataset (Ebner et al., 2010).

Question 3: Are there facial regions that we ignore during the

recognition of expressions?

In the recognition of faces, emotions, or facial expressions using

computational techniques, a commonly employed standard is the

FIGURE 3

68-point landmark model.

68-point landmark analysis (Figure 3). This methodmaps 68 points

onto the face, essentially creating a detailed outline of its structure.

These points clearly define features such as the eyes, mouth, nose,

and the facial contour. However, a key question arises: are all these
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FIGURE 4

Images from the FACES dataset. (A) Anger. (B) Neutrality. (C) Sadness. (D) Fear. (E) Happiness. (F) Disgust. Original facial image taken from Ebner et al.

(2010).

points truly analyzed when we recognize an expression on another

person, or are there certain points that we tend to overlook during

this process?

Question 4: Can this study lead to the definition of new

analysis zones or modifications to existing ones in facial

expression recognition?

The final and one of the most significant questions in this

study is whether a biometric analysis of facial expression/emotion

recognition can lead to a more efficient computational approach

for processing facial information. By efficiency, we refer not only

to a faster process but also to one that maintains the performance

levels of current algorithms. This question also aims to explore the

potential for defining new analysis strategies in human-computer

interaction systems or service robots, ensuring a balance between

computational efficiency and algorithmic accuracy.

2.2 The data

To ensure the validity of our study, we selected a dataset that

is well-recognized and contains images with clearly identifiable

facial expressions (emotions). For this reason, we chose the FACES

dataset (Ebner et al., 2010) (Figure 4). FACES is a comprehensive

dataset consisting of naturalistic facial images of 171 individuals,

including young (n = 58), middle-aged (n = 56), and older (n =
57) women and men. Each individual displays six distinct facial

expressions: neutrality, sadness, disgust, fear, anger, and happiness.

From the FACES dataset, we selected only the 6 images shown

in Figure 4 and presented them to a group of 30 participants. These

participants are divided into 20 individuals aged between 20 and 25

years, and the remaining 10 are between 45 and 55 years old. The

gender distribution is 60% male and 40 % female. Given that this

research was conducted in an international setting, the participants

represent diverse ethnic backgrounds. Following this, participants

completed a questionnaire, which will be discussed in the next

section, to identify the emotion depicted in each image.

2.3 The questionnaire

Once the images to be used were selected, an experiment

was designed. It began with a set of instructions provided to the
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FIGURE 5

Proposed questionnaire. Original facial image taken from Ebner et al. (2010).

FIGURE 6

Eye-tracking system in action. The yellow line indicates the area where the person is looking within the image. The number displayed on the images

represents the fixation number, 1 represents the first look. Original facial image taken from Ebner et al. (2010).

participants, informing them that they would be shown a series

of images followed by a questionnaire. In this questionnaire, they

were required to identify the emotion conveyed in each of the

presented images.

Figure 5 shows a screenshot of the questionnaire administered

to the 30 participants. Each time an image was presented,

participants were required to select one of the six options

provided, choosing the one that best matched the emotion they

identified in the image. The exposure time for each image was set

to 5 seconds.

While the accuracy of their responses regarding the emotion

is of secondary importance in this study, the core focus lies in

analyzing, through eye-tracking technology, which facial regions

participants observe when trying to discern an expression. This
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FIGURE 7

Areas of Interest (AOIs) to analyze. Original facial image taken from

Ebner et al. (2010).

data provides valuable insights into the cognitive processes

underlying emotion recognition and this is explained below.

2.4 Eye-tracking analysis

During the experiment, a Smart Eye AI-X eye-tracking system

was used to record the participants’ eye activity. The Smart Eye

AI-X system is a well-validated eye-tracking technology used

in various fields, including cognitive research, human-computer

interaction, and biometric analysis (Hartnett et al., 2025; Castner

et al., 2024; Lopez-Martinez et al., 2024; Kaliukhovich et al.,

2020). Here, we used the Smart Eye AI-X system to extract key

fixation-based metrics, particularly dwell time across different

AOIs (Areas of Interest), which informed our biometric analysis

of facial emotion recognition. The system’s high-resolution gaze

data enabled us to quantify visual attention patterns, which

were later used to refine landmark-based feature extraction for

our classification algorithms. Notably, the observed gaze patterns

influenced the selection of the most relevant facial regions, helping

us optimize the landmark reduction strategy without significant

performance loss.

Figure 6 illustrates a segment of the experiment, highlighting an

intriguing pattern observed in nearly all participants. In moment

1, we see the participant distracted or not yet engaged. However,

in moment 2, upon noticing the appearance of the first image,

the participant quickly begins analyzing it. Interestingly, their

initial focus is on the left eye, a behavior consistent across

FIGURE 8

Overlay of landmarks on Areas of Interest. Original facial image

taken from Ebner et al. (2010).

all participants except for one case, which will be explored

later. In moment 3, the participant performs a scan between

both eyes, further confirming our earlier observation: the eyes

are the primary region participants focus on when identifying

facial expressions.

2.5 Defining Areas Of Interest (AOIs)

A preliminary analysis of the eye-tracking data led to the

definition of four areas of interest (AOIs) to facilitate a more

detailed examination of the results. Specifically, an AOI was

assigned to each eye, one to the nose, and another to the mouth.

These areas are illustrated in Figure 7.

The size of AOIs is 16.6 cm2 for the eye region, 28.3 cm2 for

the mouth, and 14.4 cm2 for the nose. Although the nose is not

typically considered by participants as a key region for recognizing

emotions or facial expressions, it plays an important role as a

transitional area between the eyes and mouth. Therefore, even

though it may not initially seem critical for analysis, it is a region

with significant ocular activity. This aspect is discussed in detail

in Section 3.

2.6 Facial landmarks

It is widely recognized that facial expression recognition relies

on identifying key facial elements that enable the extraction of
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FIGURE 9

Heatmaps showing gaze intensity across six images. The eyes are the regions with the highest attention, with the left eye receiving the greatest focus

in most cases. Original facial image taken from Ebner et al. (2010).

features associated with specific emotional states. These features

are often represented as reference points, commonly known as

landmarks, which serve as a framework for analyzing facial

expressions. Among the most commonly used standards in

this field is the 68-point landmark model (King, 2009), which

provides a comprehensive mapping of the face by marking critical

areas such as the eyes, eyebrows, nose, and mouth. Figure 3

shows the indexes of the 68 landmark coordinates visualized on

the image.

This standard has become a cornerstone in both academic

research and practical applications, facilitating tasks ranging

from emotion detection to facial recognition and animation.

However, while the 68-point model offers detailed and robust

facial feature mapping, its complexity and computational demands

can pose challenges, particularly in real-time applications

or scenarios involving large datasets. In this regard, we

explored the use of a reduced set of landmarks derived from

the information provided by the analyzed AOIs, aiming to

enhance efficiency and response time in human-computer

interaction applications.

This section is one of the most interesting aspects of

this study. By identifying, through eye-tracking analysis, the

areas most relevant to facial expression recognition, specifically,

emotions, we aim to reduce the number of landmarks required

for expression detection. This is particularly significant when

rapid information processing is needed, such as in human-robot

communication systems.

In such scenarios, if robots can quickly and accurately recognize

human emotions, they will be better equipped to anticipate and

deliver more appropriate responses. This capability not only

enhances the efficiency of interaction but also improves the overall

quality of communication, enabling a more seamless and intuitive

exchange between humans and machines.

In Figure 8, we have overlaid the 68-point landmarks on the

image with the defined Areas of Interest. This visualization reveals

that when a person analyzes the facial expression of another, there

are several landmarks that are not actively considered or contribute

minimally to the recognition process. This process is biometrically

validated through heatmaps generated from the eye-tracking

data collected from participants (see Figure 9). These heatmaps

provide a visual representation of gaze patterns, highlighting the

areas of the face that participants focused on most during the

emotion recognition task, thereby supporting the findings of this

study.

This observation forms the foundation of our work. By

reducing the number of points of interest, we aim to streamline the

computational cost associated with facial expression recognition.

Traditional landmark models, while comprehensive, often include

points that add unnecessary complexity to the analysis without

significantly improving accuracy.

Our approach seeks to identify and prioritize only the most

critical landmarks for emotion detection, ensuring a more efficient

and resource-effective process. This optimization is particularly

relevant for real-time applications, where reducing computational
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FIGURE 10

Neural Network architecture.

TABLE 1 Parameters of the algorithms used in WEKA.

Algorithm Parameters Weka function

RDF Number of trees ()

Number of randomly selected

attributes per split (K =√
totalFeatures

RandomForest

Minimum number of instances per

leaf (M= 1.0)

SVM Cost (C= 1.0)

Gamma (G= 0.0) LibSVM

Kernel type (k= Lineal)

MLP Learning rate (L= 0.3)

Momentum (M= 0.2)

Training time (N= 500) MLPClassifier

Neurons in the hidden layers

(H = Features+Classes
2

)

Seed(S= 0)

demands can lead to faster andmore responsive systems, paving the

way for advancements in emotion recognition technologies across

various fields.

2.7 Emotion recognition

In the final stage of the process, emotion recognition was

performed using the reduced set of landmarks to validate

the performance of our proposed approach. For this, we

employed the methodology outlined in Solis-Arrazola et al.

(2024), which involves identifying the relationships between

the various landmarks by incorporating centroids and drawing

segments between them. The core idea is that these segments

expand or contract based on the muscle activity associated with

specific facial expressions. This dynamic variation allows an

artificial intelligence system, such as a Multi-Layer Perceptron,

a Support Vector Machine or a Random Decision Forest to

capture these relationships and accurately determine the emotion

being expressed.

Figure 10 illustrates this process in detail, showcasing how the

reduced landmark approach enables efficient and accurate emotion

recognition through the interpretation of these relational patterns.

In this figure, we present an MLP as the primary classifier, as it

outperforms SVM and RDF. However, both SVM and RDF were

used in this study for comparative analysis.

The neural network shown in Figure 10 is a Multi-Layer

Perceptron (Alpaydın, 2014) and consists of three layers. In the

input layer, three different configurations were used: 68, 44, and

24. These configurations correspond to the number of landmarks
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FIGURE 11

Correlation matrix for the six emotions derived from the questionnaire responses. Original facial image taken from Ebner et al. (2010).

used for training. 68 using the full set of landmarks, 44 focusing on

the nose, eyes, and mouth, and 24 considering only the eyes and

mouth. It is important to note that the landmarks are not directly

fed into the network; instead, the segments between these points

are used, representing the muscular activation occurring between

them (see Figure 14). This captures the expansion and contraction

of facial muscles (see Solis-Arrazola et al., 2024 for a more detailed

description of this methodology).

In the hidden layer (Layer 2), 30 neurons were utilized,

while the output layer consists of 6 only neurons, corresponding

to the 6 emotions the network is capable of recognizing. The

implementation was carried out using the WEKA programming

environment (Hall et al., 2009).

In addition to the MLP neural network, two other classification

algorithms were employed for comparison: Support Vector

Machine (SVM) and RandomDecision Forest (RDF). The SVM is a

supervised learning algorithm that finds the optimal hyperplane to

separate different classes in the feature space, making it particularly

effective for high-dimensional data. RDF, on the other hand, is an

ensemble learning method that constructs multiple decision trees

and combines their outputs to improve classification accuracy and

reduce overfitting. These algorithms were included to benchmark

the performance of the MLP and assess its advantages in emotion

recognition. The parameters used for each algorithm are shown

in Table 1.

3 Results

To validate our approach, we designed an experiment in

which a group of 30 participants was presented with images

of individuals expressing the six previously mentioned emotions

(anger, sadness, happiness, neutrality, disgust, and fear). Each

image was accompanied by a questionnaire (see Figure 5), where

participants were asked to indicate, based on their perception,

the emotion represented in the displayed image. The images were

shown for a duration of 5 seconds. The results obtained are

presented below:

3.1 Questionnaire analysis

Although the questionnaire is not particularly relevant

to this study, we conducted an analysis using a correlation
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FIGURE 12

Snapshots from the eye-tracking analysis. Original facial image taken from Ebner et al. (2010).

matrix. This analysis allows us to assess the extent to which

certain emotions can be confused with others. In this

context, Figure 11 presents a correlation matrix illustrating

the relationship between the emotion presented and the

participants’ responses.

The matrix reveals that the emotion “sadness” was the most

challenging for participants to recognize, as it was often confused

with “fear” and “disgust.” This confusion may stem from two

factors. The first is that, as shown in Figure 4A, the expression

doesn’t clearly appear as sadness; it is quite ambiguous and depends

largely on the participant’s perception. For example, within the

research team, some found it more similar to fear, while others,

according to the correlation matrix, mostly confused it with

disgust.

This confusion is also linked to the proximity of these

emotions in the Circumplex Model of Affect, also known as

the Valence-Arousal Model, proposed by Russell (1980). In this

model, emotions are organized in a two-dimensional space based

on their valence (positive or negative) and arousal (high or

low). Sadness, fear, and disgust cluster closely together in this

diagram due to their shared low valence and moderate-to-high

arousal levels. This finding highlights the inherent complexity of

recognizing and distinguishing between emotions with overlapping

characteristics.

3.2 AOIs + Eye-tracking results

In steps 2 and 3, as defined in the diagram in Figure 1, a

biometric analysis of the participants is conducted to evaluate

the areas they focus on most when recognizing emotions in the

images. For this purpose, four specific Areas of Interest are defined.

In this context, Figure 12 presents snapshots captured during

the experiment, illustrating the eye-tracking behavior of various

participants at different time intervals. These images provide a

detailed depiction of the participants’ gaze patterns as they analyzed

the displayed facial expressions.

To enhance the analysis, the Areas of Interest have been

overlaid onto the images, enabling a more precise validation of

the regions that participants focused on most frequently. This

visualization not only highlights the dynamic nature of gaze

behavior across individuals but also reinforces the consistency of

attention directed toward specific facial regions, such as the eyes

and mouth. The snapshots also reveal significant eye activity in

the nose region, as previously mentioned. This occurs because

the transition of gaze between the eyes and the mouth naturally

passes through the nose, making it unavoidable. However, this

area is excluded in subsequent analyses for the purpose of

automatic emotion recognition by the classification algorithm.

These insights are crucial for understanding how humans prioritize

certain facial features during emotion recognition, serving as a

foundation for the development of more efficient landmark-based

recognition models.

Figure 13 presents a table highlighting some of the

measurements derived from eye-tracking data for the image

of the elderly person in the dataset. The table highlights the section

on fixation-based metrics, where the Dwell Time for the selected

Areas of Interest is displayed. Dwell Time refers to the total time

participants spend observing these regions. In this table, the

percentage of observation for these AOIs accounts for 84.3% (∼
4.2 seconds) of the total gaze time on the image. This indicates

the significant relevance of these regions for the current analysis,

emphasizing their importance in understanding participants’ visual

attention patterns.

To perform a more comprehensive analysis, the Dwell Time

metrics were calculated for all participants and images in the
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FIGURE 13

Eye-tracking metrics. Original facial image taken from Ebner et al. (2010).

experiment. These results are presented in Table 2, where the total

exploration percentage of the AOIs is 78.44%, with a total time of

3.92 seconds. While other metrics could be explored, this is the one

of greatest interest for the current study.

3.3 Heatmaps results

In this experiment, we analyzed the gaze data of the 30

participants through heatmaps across the six different emotions

presented in Figure 4, focusing on identifying the areas that drew

the most attention.

The results revealed a consistent pattern: the participants

primarily focused on the left eye in most images. However, an

exceptionwas observed in the case of the image featuring the elderly

man. In this instance, the left eye received less attention due to it

being slightly closed as part of the person’s facial expression.

This deviation highlights how specific features of facial

expressions can influence gaze behavior, altering the expected

patterns of attention distribution. The heatmaps effectively

demonstrate these dynamics, offering insights into the collective

focus areas and outliers in the dataset.

TABLE 2 Dwell time metrics.

AOI 1 AOI 2 AOI 3 AOI 4 Total

Young woman 1,235.32 1,329.02 431.71 1,298.04

Young man 1,262.60 851.16 453.24 921.86

Adult woman 1,358.78 819.08 625.21 868.38

Adult man 1,061.46 951.05 851.85 799.90

Old woman 1,421.83 1,127.47 633.96 1,017,04

Old man 1,189.65 1,548.77 781.42 694.47

Dwell Time

Mean (ms)

1,254.94 1,104.43 629.57 933.28 3922.21

Dwell Time

Percentage (%)

25.10 22.09 12.59 18.67 78.44

3.4 Emotion recognition

In the final stage of this research, the three

classification algorithms (MLP, SVM, and RDF) were

implemented to recognize emotions based on facial

muscle activation. Using the biometric analysis conducted,
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FIGURE 14

In green, segments representing muscle activation with: (A) 68-points landmarks (reference model), (B) 44-points reduced landmarks, and (C)

24-points reduced landmarks. Original facial image taken from Ebner et al. (2010).

TABLE 3 Performance of the algorithms across di�erent demographic groups using 68 facial landmarks.

Algorithm Demographic group Accuracy (%) Precision Recall F1-score

MLP Old male 76.50 0.763 0.765 0.763

Old female 80.20 0.805 0.802 0.801

Middle age male 87.40 0.873 0.874 0.873

Middle age female 91.40 0.915 0.914 0.913

Young male 93.40 0.935 0.934 0.934

Young female 92.50 0.926 0.925 0.925

SVM Old male 75.00 0.748 0.75 0.748

Old female 75.90 0.757 0.759 0.757

Middle age male 82.50 0.827 0.825 0.823

Middle age female 88.30 0.883 0.883 0.882

Young male 89.90 0.904 0.899 0.881

Young female 89.40 0.90 0.894 0.895

RDF Old male 72.60 0.72 0.726 0.719

Old female 76.40 0.754 0.764 0.757

Middle age male 83.90 0.834 0.839 0.835

Middle age female 87.00 0.869 0.87 0.866

Young male 86.50 0.867 0.865 0.863

Young female 91.40 0.917 0.914 0.914

the areas most frequently observed during emotion

recognition were identified. These areas allowed for a

redefinition of the classic 68-point standard used by

most algorithms.

Figure 14 illustrates the three different input configurations

used to train the algorithms. In Figure 14A, the full set of 68 facial

landmarks is shown, from which 54 segments were established

to simulate the muscular connections between these points. In

Figure 14B, only the landmarks within the 4 defined AOIs were

considered. Finally, in Figure 14C, the configuration was further

reduced to include just 24 landmarks, considering only facial

landmarks in mouth and eyes.

Tables 3-5 present the performance of the algorithms across

the three study cases. It is evident that the group of elderly

individuals poses the greatest challenge for the algorithms to learn.

We attribute this to the increased presence of wrinkles in older
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TABLE 4 Performance of the algorithms across di�erent demographic groups using 44 facial landmarks.

Algorithm Demographic group Accuracy (%) Precision Recall F1-score

MLP Old Male 73.20 0.729 0.732 0.729

Old female 80.50 0.803 0.805 0.802

Middle age male 87.10 0.871 0.871 0.87

Middle age female 90.70 0.907 0.907 0.907

Young male 93.10 0.932 0.931 0.931

Young female 92.20 0.923 0.922 0.922

SVM Old male 76.80 0.768 0.768 0.766

Old female 77.10 0.771 0.773 0.771

Middle age male 82.20 0.821 0.822 0.819

Middle age female 86.70 0.866 0.867 0.865

Young male 90.50 0.911 0.905 0.904

Young female 89.40 0.899 0.894 0.895

RDF Old Male 72.60 0.723 0.726 0.72

Old female 75.60 0.745 0.756 0.748

Middle age male 83.30 0.827 0.833 0.828

Middle age female 85.20 0.852 0.852 0.851

Young male 89.40 0.895 0.894 0.893

Young female 89.40 0.898 0.894 0.894

TABLE 5 Performance of the algorithms across di�erent demographic groups using 24 facial landmarks.

Algorithm Demographic group Accuracy (%) Precision Recall F1-score

MLP Old male 72.90 0.725 0.729 0.727

Old female 78.20 0.785 0.782 0.782

Middle age male 86.80 0.866 0.868 0.866

Middle age female 87.30 0.875 0.873 0.874

Young male 90.20 0.903 0.902 0.902

Young female 90.50 0.907 0.905 0.904

SVM Old male 72.00 0.722 0.72 0.719

Old female 75.90 0.754 0.759 0.755

Middle age male 83.90 0.839 0.839 0.834

Middle age female 85.20 0.847 0.852 0.845

Young male 86.50 0.866 0.865 0.864

Young female 87.60 0.885 0.876 0.879

RDF Old male 73.80 0.732 0.738 0.733

Old female 75.00 0.739 0.75 0.743

Middle age male 70.10 0.696 0.701 0.698

Middle age female 68.50 0.691 0.685 0.687

Young male 86.80 0.867 0.868 0.841

Young female 87.60 0.879 0.876 0.877

adults, which complicates the definition of facial muscle activation.

Further studies on this population could be conducted in the

future by incorporating neural information through EEG signals,

allowing us to correlate these signals with facial muscle activation

to enhance classification performance. However, for the rest of

the images, the results are quite satisfactory. Additionally, it can
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FIGURE 15

Inference time for the three case studies: “Full” refers to the 68 landmarks, “Reduce01” to the 44 landmarks, and “Reduce02” to the 24 landmarks.

be observed that there is no significant loss in performance when

reducing the number of points, validating the effectiveness of our

proposed approach.

From Tables 3-5, it can be observed that, in general,

the algorithm that achieves the best performance in emotion

recognition based on muscle activation across the three cases

is the MLP. Additionally, the results indicate that younger

demographic groups tend to achieve higher accuracy. This is

primarily because facial muscle activity is more distinguishable in

younger individuals, whereas wrinkles in older adults can obscure

these facial features. Finally, it is observed that, in most cases,

women perform better in emotion recognition. This is to some

extent expected, as women are generally more expressive.

Figure 15 presents a graph depicting the inference time for the

three case studies. The results show that reducing the number of

landmarks improves the inference time of the algorithms. This

finding is particularly relevant for applications in human-robot

interaction and embedded systems, where real-time processing

is crucial.

4 Conclusion

This study highlights the critical role of the eyes and mouth in

emotion recognition, as consistently demonstrated by gaze patterns

observed through eye-tracking analysis. These findings provide

robust biometric evidence that not all facial landmarks contribute

equally to the recognition process, challenging the necessity of

traditional 68-point models. By leveraging the insights gained

from eye-tracking data, we proposed a reduced facial landmark

model that focuses on the most significant regions of the face.

Specifically, the model reduces the number of landmarks from 68

to 24, achieving this optimization with only a minimal decrease

in accuracy.

To validate the effectiveness of this reduced landmark model,

a neural network was employed to classify emotions based

on the proposed set of landmarks. The results confirmed that

the streamlined model retains a high level of performance

while significantly reducing computational demands. The main

advantage of this reduction is the lower computational cost,

making it particularly suitable for real-time applications in human-

computer interaction (HCI), virtual reality (VR), and mobile

or embedded systems, where processing power is limited. It

is true that this reduction in computational cost may not be

noticeable on conventional computers, where the decrease is almost

imperceptible. However, when it comes to robotic platforms or

edge computing systems, reducing the number of data or features

to process can save significant computational resources in terms

of both area and processing time. Future research could involve

embedding this algorithm in low-cost devices or robotic platforms

with limited resources and measuring performance in terms of

energy consumption and processing speed.

The implications of this work extend to diverse fields,

including robotics, behavioral research, and emotion-aware

technologies, where rapid and reliable emotion recognition is

crucial. Furthermore, the use of a neural network to validate

the reduced model highlights the potential for integrating such

approaches into advanced machine learning systems. For future

research, we plan to extend the validation of our reduced

facial landmark model by testing it on more diverse datasets

that include a broader range of ages, ethnic backgrounds,

and cultural differences. This will help assess the model’s

generalizability and its robustness in different populations.

Additionally, we aim to explore its applicability in various

domains beyond emotion recognition. In healthcare, for instance,

this reduced model could be valuable for detecting facial

muscle impairments in patients with neurological conditions

such as facial paralysis or Parkinson’s disease. By reducing
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computational costs, it could facilitate real-time monitoring in

clinical settings or even be integrated into assistive technologies

for non-invasive patient assessment. In robotics, the model

could enhance human-robot interaction by improving the

ability of robotic systems to interpret human emotions and

respond accordingly. Given its low computational requirements,

it would be particularly suitable for deployment in embedded

systems and edge computing platforms, where processing power

is limited.
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