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Editorial on the Research Topic

Computer vision and AI in real-world applications: robustness,

generalization, and engineering

Much progress has been made in computer vision and artificial intelligence over the

last few years, with some techniques staying at the forefront and used in diverse domains

and real scenarios.

This Research Topic collection aims to provide a broad view and an in-depth

analysis of fields, such as image compression, learning from observations, crowd behavior

classification, disease detection, animal species labeling, and semantic segmentation.

A description of the seven contributions will follow with hyperlinks to the full-content

versions for readers interested in more in-depth analysis.

The first study, “Concurrent compression and meaningful encryption of images using

chaotic compressive sensing,” proposes an optimisation method for image compression and

encryption that relies on a chaotic sensing approach. Images are transformed into sparse

representations using DCT (Discrete Cosine Transform) (Ashwini et al.). A measurement

matrix is set with a chaotic map to run a compression step.

The input image embeds the compressed information by integrating the high-

frequency elements that allow for a visually interpretable encrypted output.

The second collection study, “Applying learning-from-observation to household service

robots: three task common-sense formulations,” delves into robotics tasks focusing on

cluttered household environments (Ikeuchi et al.).

Common-sense, semi-conscious, and human movements are the three types of tasks

analyzed to convey a method driving robots to be focused on what and where of their

actions. Labanotation is used to deal with body movements’ descriptions, contact webs to

represent hand–finger interactions with tools, and physical and semantic constraints to

check out dynamics between hands, tools, and environments.

RL (Reinforcement Learning) trains a skill-agent, allowing robots to run tasks by

imitating human demonstrations and extending their adaptability to handle complex

household tasks and environments.

Frontiers inComputer Science 01 frontiersin.org

https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org/journals/computer-science#editorial-board
https://www.frontiersin.org/journals/computer-science#editorial-board
https://www.frontiersin.org/journals/computer-science#editorial-board
https://www.frontiersin.org/journals/computer-science#editorial-board
https://doi.org/10.3389/fcomp.2025.1585443
http://crossmark.crossref.org/dialog/?doi=10.3389/fcomp.2025.1585443&domain=pdf&date_stamp=2025-04-10
mailto:alessandro.bruno@iulm.it
https://doi.org/10.3389/fcomp.2025.1585443
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/articles/10.3389/fcomp.2025.1585443/full
https://www.frontiersin.org/research-topics/50941/computer-vision-and-ai-in-real-world-applications-robustness-generalization-and-engineering
https://doi.org/10.3389/fcomp.2024.1274704
https://doi.org/10.3389/fcomp.2024.1235239
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org


Bruno et al. 10.3389/fcomp.2025.1585443

Crowd is the keyword representing the contribution titled “A

novel multi-scale violence and public gathering dataset for crowd

behavior classification” (Elzein et al.). The article introduces a new

dataset for crowd behavior analysis and surveillance, which consists

of events categorized on two aspects: crowd size and level of

perceived violence.

The aspects mentioned allow for the samples to be further

grouped into the following three subsets: peaceful gatherings,

violent incidents, and natural crowd movements. Preprocessing

techniques are needed to make the dataset suitable for machine

learning models.

Furthermore, the dataset undergoes an event-detection analysis

through deep learning models that demonstrate their ability to

increase automated event detection accuracy rates.

From a higher standpoint, the contribution lies within the

broad AI-driven surveillance topic and enriches it by providing a

new technique for more effective monitoring of public spaces.

Detection is among the most featured keywords in AI and ML

articles due to the excellent inference capabilities proven by several

techniques and approaches. The contribution, “OSPS-MicroNet: a

distilled knowledge micro-CNN network for detecting rice diseases,”

stands out as a lightweight deep learning approach to identifying

rice plant diseases (Tharani Pavithra and Baranidharan).

OSPS-MicroNet is conceived to find a tradeoff between

detection accuracy rates and computational resource constraints.

The proposed approach relies on CNNs in a limited-resource

setting. A teacher–student learning framework is used to work

around the given challenge.

The knowledge is transferred from a more sophisticated

and bigger-sized “teacher” model to the lighter-weighted OSPS-

MicroNet “student” model.

Data labeling is a well-known challenge in AI and Computer

Vision. The article “Automatic labeling of fish species using deep

learning across different classification strategies” addresses the

labeling of a dataset collecting images from 19 fish species (Jareño

et al.).

Pretrained CNNs represent the basis upon which stacking

supervised classification layers. In greater detail, transfer learning

specifies pre-trained CNNs on features from the given dataset.

Afterward, Support Vector Machines (SVMs) and Linear

Discriminant Anaysis (LDA) are used as final classificators.

The article “Deep learning-based classification of eye diseases

using Convolutional Neural Network for OCT images” lays out a

method to detect retinal disease from OCT (Optical Coherence

Tomography) images (Elkholy andMarzouk). A preprocessing step

based on Gaussian Blur Filtering is carried out before running OCT

classification. A Convolutional Neural Network (CNN) runs OCT

image classification into four categories: normal retina, Diabetic

Macular Edema (DME), Choroidal Neovascular Membranes

(CNM), and Age-related Macular Degeneration (AMD).

The article titled “EfficientNet family U-Net models for

deep learning semantic segmentation of kidney tumors on CT

images” presents a novel biomedical image segmentation method

(Abdelrahman and Viriri).

Kidney cancer segmentation from CT (Computed

Tomography) scans is approached by combining U-Net and

EfficientNet. The latter is opted for due to its capabilities in

image details extraction. The features detected by EfficientNet are

paramount in accurately detecting the region of interest contours.

Integrating the two architectures (U-Net and EfficientNet) delivers

a more accurate segmentation of the kidney regions and the

corresponding suspicious areas. The method is tested over KiTS19,

a dataset of CT scans.

In summary, the collection of Research Topics hosts

seven contributions presenting methods and techniques in

optimisation, image classification, labeling, deep learning, and

interdisciplinary applications. Compelling scenarios arise from the

latest development of large multimodal language models (LMLs),

which will probably lead to ripple effects on computer vision and

AI applications that might pave the way for new case studies and

techniques to be developed and tested.
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