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Neurostimulation technologies have seen a recent surge in interest from the neuroscience and controls communities alike due to their proven potential to treat conditions such as epilepsy, Parkinson’s Disease, and depression. The provided stimulation can be of different types, such as electric, magnetic, and optogenetic, and is generally applied to a specific region of the brain in order to drive the local and/or global neural dynamics to a desired state of (in)activity. For most neurostimulation techniques, however, an underlying theoretical understanding of their efficacy is still lacking. From a control-theoretic perspective, it is important to understand how each stimulus modality interacts with the inherent complex network dynamics of the brain in order to assess the controllability of the system and develop neurophysiologically relevant computational models that can be used to design the stimulation profile systematically and in closed loop. In this paper, we review the computational modeling studies of 1) deep brain stimulation, 2) transcranial magnetic stimulation, 3) direct current stimulation, 4) transcranial electrical stimulation, and 5) optogenetics as five of the most popular and commonly used neurostimulation technologies in research and clinical settings. For each technology, we split the reviewed studies into 1) theory-driven biophysical models capturing the low-level physics of the interactions between the stimulation source and neuronal tissue, 2) data-driven stimulus-response models which capture the end-to-end effects of stimulation on various biomarkers of interest, and 3) data-driven dynamical system models that extract the precise dynamics of the brain’s response to neurostimulation from neural data. While our focus is particularly on the latter category due to their greater utility in control design, we review key works in the former two categories as the basis and context in which dynamical system models have been and will be developed. In all cases, we highlight the strength and weaknesses of the reviewed works and conclude the review with discussions on outstanding challenges and critical avenues for future work.
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1 INTRODUCTION
Neurostimulation technologies have shown promising, initial success over the last 20 years in treating neurological disorders such as drug-resistant epilepsy (DRE), Parkinson’s disease (PD), and psychological conditions such as depression (Marangell et al., 2007; Ben-Menachem, 2012; Lin and Wang, 2017). Stimulation of the brain is also being increasingly used as a means to map the functional properties of various regions of the brain (Mandonnet et al., 2010) and is also seen as a mode to enhance sensory-motor activity (Jones et al., 2015; Toth et al., 2021). While the potency of external electromagnetic stimulation has been established in the literature and neuromodulation under varying input conditions has been studied, clinical delivery of stimulation has largely been applied in an open-loop expert-driven manner where constant stimulation is provided for large periods of time (sometimes months). Such open-loop stimulation has been associated with inconsistent responses and sub-optimal modulation which can be linked to the high sensitivity of the brain to stimulation parameters (Deeb et al., 2016). Although closed-loop control of stimulation can potentially help address these issues (e.g., the RNS®system from NeuroPace, Inc. (Skarpaas et al., 2019)), a large majority of works have focused on ON-OFF control that relies on medically-derived biomarkers such as signal line length, signal power in certain frequency bands, or tremor onset as opposed to predictive evaluation of the brain’s response to stimulation. These factors, together with the low efficacy of state-of-the-art controllers (e.g., complete seizure abatement in the case of the RNS®system was reported in only 20% of individuals) and the demand for more energy-efficient systems (Ramirez-Zamora et al., 2018) make stimulation tuning via fully closed loop control a necessity.
A major hurdle in the development of fully-closed-loop controllers is the mechanistic complexity of the brain and modeling its response to various forms of stimulation. Despite the rising relevance of neurostimulation and the rapid advancement in brain activity monitoring systems (e.g., fMRI, iEEG), the exact mechanism through which neurostimulation inputs interact with the brain connectome is still poorly understood. In this paper, we present a focused review of methods employed in the literature towards understanding the response of the brain to five of the most commonly used neurostimulation techniques, namely, deep brain stimulation (DBS), transcranial magnetic stimulation (TMS), direct electric stimulation (DES), transcranial electric stimulation (tES), and optogenetic stimulation.
Existing reviews on different neurostimulation methods have largely focused on the efficacy of each method towards treating conditions such as PD, depression, or epilepsy and have had little emphasis on the brain modeling approaches that have been employed for each method (Magis and Schoenen, 2012; De Raedt et al., 2015; Schoenen et al., 2016; Kassiri et al., 2017; Starnes et al., 2019). A few works have provided focused reviews of specific stimulation mechanisms (Chervyakov et al., 2015; Montagni et al., 2019) based on the underlying neuroscience and usage of different biomarkers towards adaptive stimulation (Bouthour et al., 2019). In Lozano et al. (2019) and Herrington et al. (2016), the authors have compiled various neural mechanisms (the inhibition of thalamic neurons, e.g.) explaining the DBS response to a range of disorders. To the best of our knowledge, existing reviews lack compiled collections of works on the modeling of the brain’s response to various neurostimulation techniques, hence motivating the present review.Broadly, the computational modeling studies of the aforementioned neurostimulation methods can be categorized into three types of approaches:
1) Works that use electric field equations and/or neuron models to build biophysically-derived models of the interaction between the stimulation input and the brain. These models are often parameterized by factors such as conductivity and geometry of brain tissues and are tuned to mimic observed data. As such, they are then commonly simulated to computationally optimize stimulation parameters such as input location and intensity.
2) Works that use statistical and machine learning tools such as correlation, hypothesis testing, and/or artificial neural networks to model the overall stimulus-response profile of stimulation. Unlike the theory-driven nature of the first category, these models are fundamentally data-driven. However, they often are not intended to capture the temporal dynamics of the brain’s response to neurostimulation, as done by the last category.
3) Lastly, we have works where the impact of neurostimulation on the brain’s network neural dynamics is learned using observed input-output time series data. In general, these methods do not make any assumptions regarding the underlying biophysics and rely mainly on data-driven algorithms. For simplicity of exposition, we will refer to this latter category as “Dynamical System Models” while acknowledging the presence of dynamical system components in several of the works in the biophysical category.
In the following section, we provide an itemized review of the existing literature for each of the aforementioned five neurostimulation technologies and three methodological categories, see Figure 1 for a pictorial summary. While the first two categories have longer histories and more studies uniformly across all the reviewed stimulation technologies as seen in Figures 1, 2, our particular focus in this review is on the dynamical systems models due to their applicability for therapeutic control design. A summary of models in this latter category is illustrated in Figure 3 with breakdowns over output variables, model structures, datasets, and model selection criteria. Nevertheless, we also review key studies and popular approaches in the biophysical and stimulus-response categories as they provide the historical context in which dynamical system models have been developed. Finally, we review modeling works in the context of some of the most commonly studied brain disorders in order to facilitate interested readers’ focused analyses of disease-specific literature.
[image: Figure 1]FIGURE 1 | Distribution of literature reviewed in this paper.
[image: Figure 2]FIGURE 2 | Year-wise spread of reviewed literature for the three types of approaches. The use of data-driven dynamical systems modeling has markedly increased in recent years while biophysical and stimulus-response models have been employed for significantly longer times. Important to note is the fact that this figure is only intended to inform comparisons between categories, not the absolute historical frequency of the use of each category. The latter would require a historically uniform synthesis of the literature, particularly for biophysical and stimulus-response categories, as opposed to the focus of the present review on more recent works.
[image: Figure 3]FIGURE 3 | Summary of dynamical systems models reviewed in this survey. In (A), the distribution of modeled output y(t) is plotted as a pie chart. DCM-based works have for the most part used fMRI output, while LFP/EEG/iEEG is more commonly used in works that use linear models like ARX/LSSM. In (B), we plot the proportion of model classes used in the modeling of brain dynamics under stimulation. Non-linear models include DCM, and ANN, while hybrid linear and Volterra models are grouped as linear-like. (C) Distribution of type/source of datasets used across reviewed works. In panel (D), we present various model order selection methods used in the literature.
1.1 Review criteria
The works presented in this review were largely obtained using keyword search from the Google Scholar database. Searched keywords were generally of the form “{stimulation}+{approach}+{specific model}” where {stimulation} refers to one of the five neurostimulation techniques discussed in this paper, {approach} refers to one of three above-mentioned modeling approaches and {specific model} refers to commonly used modeling methods such as autoregressive models or neural networks. Our search provided us with a relatively larger number of literature for works concerning biophysical and stimulus-response models in comparison to dynamical system models. With the aim of keeping the review concise while investigating common modeling methods across literature, we have placed higher weight on more highly cited and recent works for inclusion in this review, while also carefully examining less cited and/or less recent works and including them if they provided sufficient methodological novelty or significance of findings compared to already-included references that would warrant an extended discussion. While the list of works reviewed here is not exhaustive, we hope to provide the reader with a broad and general understanding of prevailing methods that have been proposed for the modeling of the complex dynamics of the brain in response to neurostimulation. Finally, in the few cases where we refer to pre-prints which have not yet gone through peer-review, we indicate this with a † mark next to the publication year of the respective articles.
2 MODELING THE BRAIN’S RESPONSE TO NEUROSTIMULATION
Consider a standard state-space model
[image: image]
where x(t), u(t), and y(t)1 denote the system’s state, input, and output and w(t) and v(t) denote process and measurement noise. Network control models of this form have been used extensively, particularly over the past decade, to study various aspects of brain function and dynamics (see, e.g. (Chen and Sarma, 2017; Nozari et al., 2020†; Gu et al., 2015; Kenett et al., 2018; Schiff, 2011; Becker et al., 2018; Yang et al., 2021; Singh et al., 2020; Pedoto et al., 2010; Nozari and Cortés, 2020)). Arguably, the most distinctive feature of these models compared to the classical dynamical systems models of the brain is the presence of the control input u(t).2 However, the precise physiological meaning of the control term u(t) and its ties both to the brain’s intrinsic dynamics as well as to the measurable waveforms of neurostimulation are neither adequately understood nor a matter of consensus. In this section, we focus on neurostimulation and review recent research and progress in characterizing the meaning of the control input u(t) and its impact on the local and global dynamics of the brain in the context of the most widely studied neurostimulation technologies listed in Section 1.
2.1 Deep brain stimulation
Deep Brain Stimulation (DBS) is one of the oldest and most effective neurostimulation technologies with applications in various neuropsychiatric disorders (Ramirez-Zamora et al., 2018), particularly in treating movement disorders (Wichmann and DeLong, 2016) such as Parkinson’s disease (Ligaard et al., 2019). DBS involves the (invasive) placement of electrodes that penetrate to varying depths inside the brain and injection of electrical currents to the surrounding brain tissue using one or more contacts on the implanted electrode (Perlmutter and Mink, 2006). In this section, we first briefly review some of the key studies on the modeling of the low-level biophysics as well as the stimulus-response characteristics of DBS and then provide a more in-depth account of the data-driven dynamical system modeling studies thereof.
2.1.1 Biophysical models
The eye-catching success of DBS has led to significant computational research, both to understand its mechanisms of action and to optimize them (Herrington et al., 2016). A common approach has been a combination of finite element modeling to estimate the electrical field distribution in the tissue surrounding the DBS electrode and conductance-based neuron modeling simulated under the resulting electrical field to test whether the neurons in any given location will be sufficiently depolarized to generate an action potential (Teplitzky et al., 2016; Keane et al., 2012; Zitella et al., 2013; Birdno et al., 2012; Anderson et al., 2019; Anderson et al., 2020; van Dijk et al., 2018). In a (single-compartment) conductance-based model (CBM), each neuron is modeled as a capacitive element (Dayan and Abbott, 2001; Koch, 2004)
[image: image]
where vi is the membrane potential of neuron i, Ci is its membrane capacitance, Ii = Ii(vi) denotes the total internal voltage-dependent currents of this neuron (responsible for creating nonlinear spiking activity), [image: image] is the maximal conductance of the synapse from neuron j to neuron i (with [image: image] for excitatory synapses, [image: image] for inhibitory ones, and [image: image] for disconnected neuron pairs), pij(t) is the time-dependent probability that the channels in this synapse are open (most strongly dependent on the time of neuron j’s action potentials), and the constant Ej is the reversal potential of the synapse.3 In the absence of DBS, each neuron will spike whenever its vi(t) increases beyond a threshold. Depending on the geometric morphology of each neuron, the electrical field created by the DBS will then increase (de-polarize) or decrease (hyper-polarize) this autonomous potential, thus increasing or decreasing its likelihood of spiking.
The complexity of this approach has motivated a number of simplifications, including the elimination of the CBM (Buhlmann et al., 2011; Martens et al., 2011; Nguyen et al., 2019; Janson et al., 2020). These works still estimate the electrical field distribution, but use a simple and fixed threshold for neuron activation, either from prior experimental implementations of DBS or from a comparison with CBMs.
A further simplification, and a rather critical one, comes from works that assume a “naive model” of how DBS affects the input current of nearby neurons (Lysyansky et al., 2011; Popovych and Tass, 2012; Brocker et al., 2013; Gorzelic et al., 2013). We refer to a dynamical model of neurostimulation as naive when differential/difference equations describing autonomous neural dynamics are simply augmented by an extra additive term which directly equals (or is proportional to) the applied stimulation waveform. In the case of a CBM, e.g., Eq. 2 changes to
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where u(t) is taken to be equal (or proportional) to the applied DBS waveform. Clearly, these idealized models are quite generic and almost equally applicable to any stimulation technique. In return, however, these works are able to examine beyond the activation of the tissue near the DBS electrode and study the local network effects of DBS, such as desynchronizing reset modulation (Lysyansky et al., 2011; Popovych and Tass, 2012), temporally non-regular stimulation (Brocker et al., 2013), and closed-loop feedback stimulation (Gorzelic et al., 2013), as well as the optimization of the waveform shape of the DBS stimulation using a genetic algorithm (Brocker et al., 2017).
Grant and Lowery (2012) take this one step further, combining electrical field calculations with CBMs of the subthalamic nucleus (the main stimulation region for the treatment of PD) and mean-field models of a handful of other subcortical and cortical regions. While a valuable extension, the considered network is still far from a complete connectome. The importance of the latter and global network effects have indeed been shown at least in the response of patients with treatment-resistant depression to DBS (Riva-Posse et al., 2018) and is perhaps relevant for most psychiatric disorders. To account for this, Riva-Posse et al. (2018) combine estimations of the activated tissue similar to the ones above together with region of interest (ROI) tractography to find the network of white matter connecting to the tissue activated by DBS and use that to plan surgical targeting of the DBS electrode.
Overall, the bottom-up approach of biophysical models inevitably sacrifices scalability in return for maximum biological interpretability. Indeed, large-scale interconnections of biophysical models are possible (Amunts et al., 2016), but they require randomly distributed synaptic weights ([image: image] in Eq. 2) which in turn take away from the model’s biological realism. These and other issues with bottom-up modeling has motivated works that directly use the observed DBS data to study the underlying stimulation dynamics in a top-down manner, as reviewed in Section 2.1.2 and Section 2.1.3.
2.1.2 Stimulus-response models
A commonly used approach to study the modulation achieved by DBS is via the statistical analysis of stimulation effects on collected brain measurements like local field potentials (LFPs) or intracranial EEG (iEEG) (Marceglia et al., 2007; Swann et al., 2011). Unlike biophysical models, these works use statistical methods to locate regions and periods where DBS has had an effect on the measurement data. In works like (Rosin et al., 2011), this is done by cross-correlating the DBS input waveform with LFPs to find channels where the effects are significant. However, the most widely used technique involves the computation of biomarkers (Bouthour et al., 2019) such as beta-band power (signal power in the 13–30 Hz range), high gamma oscillations (60–90 Hz), and tremor bursts (4–6 Hz) from the measured data and the comparison of biomarker values corresponding to periods with no DBS to those with stimulation (Swann et al., 2011; Saenger et al., 2017). The exact biomarker that needs to be used has been a matter of debate for decades (Little and Brown, 2012; Bouthour et al., 2019) and it varies based on the disease and the DBS application.
One of the main research objectives concerning neurostimulation is the development of Brain-Computer Interfaces (BCIs), where the goal is to process brain measurements in real-time in order to obtain stimulation-relevant biomarkers and decide about stimulation parameters in an adaptive manner. The majority of the existing works regarding adaptive DBS (aDBS) are based on the comparison of computed biomarkers with a clinically obtained threshold (Little et al., 2013; Priori et al., 2013; Beudel and Brown, 2016; Hoang et al., 2017). While these methods have been shown to perform better than open-loop continuous DBS, biomarkers are still only manually-selected low-dimensional representations of the brain activity that may not fully capture the DBS effects. Further, the adaptation achieved in these works is limited to controlling DBS durations in an on/off manner and requires expert intervention to adjust other parameters like frequency and amplitude. Motivated by these, data-driven machine learning methods have been employed in (Shukla et al., 2012; Khobragade et al., 2015) and have been shown to perform better than biomarker-based aDBS. In both these works, an artificial neural network (ANN) was used to predict tremors using surface-electromyogram (sEMG) data which was then used to decide the application of DBS input. However, these works are still oblivious to the rich temporal dynamics of DBS response, as reviewed next.
2.1.3 Dynamical system models
More recently, a number of works have approached the problem of DBS modeling from a completely different, system identification approach (Table 1). In (Liu et al., 2016), the authors carry out an input-output black-box system identification to fit an autoregressive with exogenous input (ARX) model of the form in Eq. 3 which takes the DBS signal as the input u(t) and produces the basal ganglia-to-thalamus synaptic conductance as the output y(t). The resulting model is then used to optimize the DBS input via the generalized predictive control framework. Similarly (Santaniello et al., 2010), also fits an ARX model that takes the DBS signal as the input, but they instead choose the DBS-generated LFP as the model output.
[image: image]
TABLE 1 | Summary of data-driven dynamical system models for DBS.
[image: Table 1]The authors generate the LFP data by applying a range of stimulation frequencies/amplitudes and the resulting model is then used together with minimum variance control to shape the power spectral density of the LFP. Even though both works train their ARX models on simulated rather than experimental data, their pragmatic and data-driven methodology can be valuable in mitigating the complexity of the DBS mechanism. The latter is in turn achieved by focusing only on the end-to-end, input-output mapping from tunable stimulation parameters to neural biomarkers of interest in any disorders, or even behavioral measurements similar to those studied in (Medvedev et al., 2019).As far as learning parametric input-output models from real-world data is concerned, most of the existing DBS literature focuses on non-human subjects, including rodents (Behrend et al., 2009; Wang et al., 2017), rhesus macaques (Pedoto et al., 2010), or swines (Trevathan et al., 2017). In (Pedoto et al., 2010), the authors extend the work in (Santaniello et al., 2010) to data collected from non-human primates (NHPs) via an experimental design that involved varying the stimulation frequency randomly while keeping the amplitude fixed. Although the model learned from this design could not generalize as well as the one in (Santaniello et al., 2010), it is interesting to note that a relatively low-order scalar model was able to explain a large portion of the variance seen in the real data.
In (Wang et al., 2017), the authors train an ARX model with the input being the application of DBS (binary on/off) and the output being an LFP-based psychological marker sampled on a daily basis. Unlike in (Santaniello et al., 2010) where the learned model was used to control the DBS current in real-time, the model obtained here was used to design a fuzzy logic-based controller to decide the application of DBS once every day based on the biomarker history. Application of ARX modeling has also been demonstrated in (Behrend et al., 2009) for the prediction of the extracellular glutamate (the brain’s main excitatory neurotransmitter) level in rat brains as the output response. The success of linear models such as ARX in modeling what is inherently a nonlinear process is a subject of research and has been attributed to the brain’s inherent spatio-temporal averaging processes, among other reasons (Nozari et al., 2020†).
Nonlinear models such as AR-Volterra Kernels (Su et al., 2018) and ANNs (Trevathan et al., 2017) have also been used for the modeling of DBS response. In (Chang et al., 2020), the authors take this one step further by learning a nonlinear ARMA-Volterra model and providing a predictive control algorithm based thereon. While these nonlinear models and the linear models discussed earlier are demonstrated to achieve good accuracy in predicting DBS response (e.g., R2 = 0.99 in (Behrend et al., 2009) and normalized MSE of 0.07 in (Chang et al., 2020)), they are still scalar models where the output of any brain region/channel is modeled independently of the measurements at other regions/channels. Hence, these models have limited utility in understanding how DBS affects the brain’s large-scale network dynamics and the connectivity between different regions. Furthermore, these models’ lack of network interactions has made it inevitable to give the model of all regions direct access to the DBS input history, as opposed to the more biologically realistic scenario where input enters into the dynamics only through the stimulation site.
Combining the power of data-driven modeling with the interpretative nature of biophysical models is an ongoing area of research (Rowe et al., 2004; Freestone et al., 2014; Dura-Bernal et al., 2019). Perhaps dynamic causal modeling (DCM) originally proposed in (Friston et al., 2003) has been the most leveraged modeling framework towards this objective. While the exact formulation of DCM can vary widely depending on the stimulation type and the measurement modality, it is ultimately a special case of the model in Eq. 1 where f (.) often has a bi-linear form for fMRI outputs and (sigmoidal) mean-field forms for EEG and MEG outputs and external inputs (neurostimulation in this case) “modulate” (increase or decrease in an affine form) the interaction weights between the states (corresponding to the activity of modeled brain regions). In the case of fMRI outputs, for instance, the dynamics take the form
[image: image]
where u(t) is the neurostimulation input and h (⋅) models the hemodynamic (for fMRI) or electromagnetic (for EEG and MEG) processes by which the neuronal states x(t) give rise to the recorded neuroimaging time series. Note that h (⋅) is often a dynamic process, hence the used notation. We point interested readers to (Marreiros et al., 2010; Stephan et al., 2010) for more details on the DCM theory and learning. While DCM models are learned from data and can potentially be used for feedback control, it is largely seen as a tool to examine the changes in effective connectivity (i.e., (A+ u(t)B)) between brain regions when comparing the stimulus-on and stimulus-off conditions. In the majority of works involving DCM and neurostimulation (e.g., Kahan et al. (2014)), a set [image: image] of biophysically plausible network models are initially proposed (corresponding to different sparsity patterns in A and B), all fit to data using the standard Bayesian paradigm of DCM, and the configuration with maximum model evidence (i.e., arg maxmp (y|m)) is selected. This model m is then used to identify the effect of stimulation on the connections between the selected regions of interest. Such analyses have been done for DBS with fMRI data in works such as Kahan et al. (2014, 2019); Gibson et al. (2017) and with LFP/MEG recordings in van Wijk et al. (2018). Note that, as described, these works learn separate models for stimulation-on and stimulation-off durations and do not consider stimulation as a driving input to network nodes.
A similar split-modeling approach has also been employed in the context of autoregressive models in (Haddock et al., 2017), where hybrid ARX modeling was used to model tremor power obtained from LFP recorded during the stimulation of human brain. The authors here trained an AR and ARX model by separating the data into DBS-off and DBS-on durations, respectively. The learned hybrid model was then used in a simulation to develop a predictive controller with the goal to optimize the DBS effects while minimizing power consumption. Despite its limitations, a valuable aspect of this work lies in its demonstration of model effectiveness for closed-loop DBS control which we believe is a critical factor to be considered in addition to cross-validated predictive accuracy when assessing the quality of learned dynamical models.
2.2 Transcranial magnetic stimulation
Transcranial Magnetic Stimulation (TMS) is a non-invasive technology whereby neuronal tissue is stimulated by the generation of a focal magnetic field using one or more electromagnetic coil(s) placed near the scalp (Hallett, 2007). In turn, the time-varying magnetic field creates an electric field that can de/hyper-polarize (excite/inhibit) neurons.
Throughout the decades-long history of TMS, various stimulation waveforms with distinct effects have been devised, the most notable of which are single-pulse, paired-pulse, and repetitive TMS (Galletta et al., 2011). Unlike DBS which is often believed to activate all neurons in the volume of tissue activated (VTA), TMS has long been recognized to have a potential for differentially activating excitatory or inhibitory interneurons in its VTA (Beynel et al., 2020). Such differential effects have been recognized both for paired-pulse TMS, with short inter-pulse internals ([image: image]ms) giving rise to local inhibition and long inter-pulse intervals ([image: image]ms) resulting in local excitation (Mishra et al., 2011), as well as for repetitive TMS (rTMS), where low-frequency and high-frequency rTMS are widely believed to give rise to local inhibitory and excitatory effects, respectively (Guse et al., 2010; Beynel et al., 2020). The threshold for switching from inhibitory to excitatory (ranging between 1 − 5 Hz) and the mechanisms responsible for such frequency dependence are nevertheless still a matter of debate (Luber and Deng, 2016; Beynel et al., 2020). Nevertheless, from a network controls perspective, the potential for having a differentially excitatory or inhibitory effect (both positive and negative u(t)) provides a remarkable advantage for TMS over DBS and many other stimulation technologies. Without such a direct means of inhibition, network control can still be possible but more sophisticated control algorithms would be required to indirectly create inhibition, e.g., using excitation of local inhibitory interneurons.
In the following and in parallel to Section 2.1, we review the literature on the biophysical, stimulus-response, and dynamical system modeling of TMS across these stimulation modalities.
2.2.1 Biophysical models
A major body of work has sought to model the effects of TMS on neural activity via calculations of the electric field that results from TMS. Electric field calculations are often performed via finite-element modeling (FEM) (Salinas et al., 2007; Thielscher et al., 2015) and can be performed at varying levels of accuracy or simplification. Once the electric field is obtained across space and time, a standard approach consists of simulating the response of CBMs such as those in Eq. 2 at various positions/orientations to the electric field (Salvador et al., 2011; Goodwin and Butson, 2015; De Geeter et al., 2016; Gomez-Tames et al., 2020; Shirinpour et al., 2021). Similar to the biophysical analyses for DBS, this is often achieved by first transforming electric field to electric potential (by integrating E = −∇V over space) and then adding the resulting potential to the neuron’s extracellular potential. This is often performed either directly using the cable equation (Salvador et al., 2011; De Geeter et al., 2016) or using multi-compartmental CBMs which essentially provide a spatial discretization of the cable equation to simplify the partial differential equation (PDE) thereof into multiple ordinary differential equations (ODEs) (Goodwin and Butson, 2015).
In comparison to naive models defined in Section 2.1.1, the effect of TMS using these field-based calculations also boils down to a simple, additive term in a CBM. Unlike a naive model, however, the waveform of this additive term is not simply the waveform of the TMS pulse, but rather the result of the detailed FEM and electromagnetic transformations. Nevertheless, naive models have also been used for the computational modeling of TMS (Alagapan et al., 2016), albeit less often than DBS due to the more indirect mechanisms of action of the TMS.
Also similar to, but distinct from, the naive models is the framework of (Esser et al., 2005) where the effect of TMS is modeled directly (without field calculations) by a change in the synaptic conductance of neurons within the TMS focus. A second-order synaptic dynamics of the form (cf. Eq. 2)
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is also included, where τ1, τ2 are the synapse’s rise and decay time constants, further departing from the naive models and increasing biophysical realism.
2.2.2 Stimulus-response models
Most of the existing closed loop controllers of TMS are based on feedback from surface measurements like EEG, EMG (Kraus et al., 2016; Tervo et al., 2020, 2022) or imaging modes like functional magnetic resonance imaging (fMRI) (Hernández-Ribas et al., 2013; Jung et al., 2020). Some of the earliest studies of neural response to TMS are based on the changes in the motor evoked potentials (MEPs) (Pascual-Leone et al., 1998; Peterchev et al., 2013). MEPs refer to EMG signals recorded from muscle activity in response to stimulation of the respective area in the motor cortex and constitute one of the major paradigms for studying the neural effects of TMS. The aforementioned works typically attempt to characterize the TMS response via input-output plots under different stimulation parameters such as intensity and duration which could then be used for functional mapping or TMS control.
TMS-induced blood-oxygenation-level-dependent (BOLD) changes as observed by fMRI is another popular method of analysis due to its spatial resolution (millimeter range) (Jung et al., 2020). However, its use for real-time control of TMS is limited due to its low sampling rate (seconds range) and the fact that imaging techniques capture blood flow changes and not direct neuronal activity induced by stimulation. More recently EEG has gained great attention as a tool to study TMS-evoked transient changes (Iramina et al., 2002; Komssi et al., 2002; Kähkönen et al., 2005; Bonato et al., 2006). This is largely influenced by the high temporal resolution (millisecond range) associated with EEG and the consistency of the EEG responses to TMS (Bonato et al., 2006). Nonetheless, these works still often provide qualitative templates of the brain’s regional responses to TMS, leaving the generative mechanisms through which the input interacts with the connectome unexplored.
Finally, a rather large body of work has explored the power of deep neural networks for computing the electrical activity induced by TMS in the brain (Yarossi et al., 2019; Yokota et al., 2019; Akbar et al., 2020; Afuwape et al., 2021; Sathi et al., 2021). While these works can be differentiated based on the exact specification of input and output variables, most of these models can be better categorized based on the direct or indirect usage of magnetic resonance (MR) images along with the coil parameters. The indirect approach involves the processing of MR images to compute anatomic brain models, which are then used along with the TMS parameters to simulate the E-field distribution. This in turn is fed into to a deep neural network to estimate the MEP (Yarossi et al., 2019; Akbar et al., 2020) or activation thresholds (Aberra et al., 2022†). While using processed MR images can help simplify the modeling (by requiring smaller network size and lesser data, for example), this step is often computationally expensive and relies on conduction models that are manually tuned. In contrast, MR images and coil parameters have been used directly as inputs to a convolution neural network to determine either the whole-brain electric field distribution (Yokota et al., 2019) or the electric field statistics such as maximum induced electric field (Afuwape et al., 2021). While the models in the direct approach were trained and tested using simulated TMS data, the predictability achieved with these models combined with the computational performance that comes with not having to pre-process MR images still provides a case for end-to-end data-driven modeling.
2.2.3 Dynamical system models
Recent works have employed a data-driven approach to dynamical system modeling for TMS (Chang et al., 2019; Kiakojouri et al., 2020), where linear state space models (LSSM) were used to fit EEG response to TMS. In essence, LSSMs of the form shown in Eq. 6 are learned using subspace identification methods. However, Chang et al. (2019) instead parameterize their state equation using a linear multivariable ARX (MVARX) style model, which is then trained using an expectation-maximization style algorithm. In this work, it was observed that fully-connected LSSMs perform better than disconnected models, thus validating the largely presumed importance of modeling recurrent interactions between different cortical regions. In Kiakojouri et al. (2020), the authors compare LSSM against trained multi-layer perceptrons (MLP) in their ability to predict TMS-evoked EEG response and it was found that the introduction of nonlinearity in modeling did not necessarily improve the fit accuracy.
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Similar to DBS, DCM based on fMRI has also been used to investigate changes in connectivity in response to TMS (Pleger et al., 2006; Grefkes et al., 2010; Hodkinson et al., 2021). While in both (Grefkes et al., 2010) and (Pleger et al., 2006) the pre-stimulus and post-stimulus changes in the neural dynamics were analyzed, the work in Hodkinson et al. (2021) uses simultaneous TMS and fMRI data to determine changes induced during the application of stimulation. However, all these works are similar in their use of a fixed set of stimulation parameters (frequency and intensity) throughout the entire duration of data acquisition, thus limiting the persistence of excitation and richness of the used data for learning. A summary of TMS-related dynamical system models is presented in Table 2.
TABLE 2 | Summary of data-driven dynamical system models for TMS.
[image: Table 2]2.3 Direct electrical stimulation
Direct electric stimulation (DES) is an invasive neurostimulation method similar to DBS which involves direct application of electric current to the brain via surgically placed electrodes. However, unlike DBS where the stimulation is provided in deep subcortical regions (such as the subthalamic nucleus for the treatment of PD), DES is generally limited to either the cortex or the dura mater. Nevertheless, DES has found applications well beyond therapeutic neuromodulation. In particular, DES has been considered a gold standard for functional mapping of the brain for over a decade (Mandonnet et al., 2010; Opitz et al., 2014; Mahon et al., 2019) and has been used widely in identifying regions important for language, somatosensory and motor functions (Ojemann, 1983; Ostrowsky et al., 2002; Matsumoto et al., 2007; Orena et al., 2019). Moreover, cortico-cortical evoked potentials (CCEPs) induced in regions distant from the DES site has gained importance as a tool to map the spatio-temporal causal connectivity of the brain (Mandonnet et al., 2010; Keller et al., 2014). In brief, CCEP refers to a mapping of the brain’s “effective connectivity” (essentially, transfer function/impulse response) between pairs of cortical regions, where DES is applied to each cortical region and responses (electrocorticography, or ECoG) are recorded from electrodes placed over other cortical regions (Keller et al., 2014). Even though only available for patients with drug-resistant epilepsy undergoing pre-surgical evaluation, CCEPs (and DES in general) provide an invaluable window into the brain’s dynamics and have been studied through various approaches, as summarized next.
2.3.1 Biophysical models
A large amount of work describing computational modeling of DES focus on epidural and subdural cortical stimulation. Like DBS, the most common DES response modeling method involves computing the electric field around the stimulation site using FEM (Wongsarnpigoon and Grill, 2008; Seo et al., 2016). Commonly, the area around the stimulation including the cortex, grey matter, and dura mater is approximated using a three-dimensional extruded slab model (Wongsarnpigoon and Grill, 2008, 2012; Vrba et al., 2019). The distribution of the electric potential is then estimated using FEM based on tissue conductivity assumptions and used to determine the de/hyper-polarization of neurons on the cortical surface. Recent progress in computational techniques has allowed researchers to incorporate more realistic 3D brain models which have been shown to explain the electric field distribution more accurately (Kim et al., 2014; Seo et al., 2016).
In Manola et al. (2007), pyramidal neuron CBMs were used in conjunction with a 3D volume conductor model similar to the one in (Wongsarnpigoon and Grill, 2008) to estimate the electrical field corresponding to the stimulation of the motor cortex. A similar approach to combine neural dynamics with FEM was proposed by Mandonnet and Pantz (2011), where a homogenized axonal model was adopted to estimate the regions where action potentials are generated. However, the stimulation response modeled in all these works is limited to regions near the stimulus site and as such can only be used to understand local de/hyper-polarization activity. While these methods help elucidate functional relevance of specific sites, they have little utility for modeling network-level activities such as CCEPs. Also, FEM calculations often require precise knowledge of electro-geometric properties of cortical regions, even though normative (average) head models can also be assumed.
2.3.2 Stimulus-response models
As seen in Figure 1, stimulus-response modeling of DES has been pursued as frequently as biophysical modeling. The former can be roughly divided into two categories based on the repetitiveness of the applied stimulation. First, we have studies that use single-pulse electric stimulation (SPES) to understand the response of the brain under low-frequency DES (Valentin et al., 2002; Matsumoto et al., 2017; Crocker et al., 2021; Paulk et al., 2022). Such studies have used temporally well-spaced stimulation pulses (1–5 s between consecutive stimulations) and, as a result, evoked activity only in a limited population of localized neurons. In (Paulk et al., 2022), the authors conducted multiple SPES experiments to find the degree of dependency of the evoked responses on stimulation parameters such as input strength (current), distance of the region from the grey-white matter boundary, and the distance of stimulation site from white matter. The results indicated that the responses vary nonlinearly, particularly in regions close to the stimulus site.
In the second category are works that have analyzed the response to a range of low and high-frequency pulses. In studies conducted by Mohan et al. (2020) and Keller et al. (2018), the mapping between DES parameters and responses under repetitive stimulation was modeled using a linear regression models. While these works provide significant insights into the input-output correlation between DES and the expected response, they still have too little temporal resolution for being used in designing closed-loop controllers. Also, attempts to map the brain’s response to varying DES parameters without considering the underlying state of the brain at the time of stimulation have been shown to lack the capability to model the heterogeneity of responses evoked by DES (Borchers et al., 2012; Papasavvas et al., 2020).
2.3.3 Dynamical system models
Similar to DBS, several data-driven dynamical system modeling methods have been proposed to examine the brain’s spatio-temporal dynamics under DES as showcased in Table 3. In (Steinhardt et al., 2020), rectified linear (ReLU) finite impulse response (FIR) models were used to predict the CCEP dynamics at each electrode location. While such an approach does not make use of “network information” from electrode recordings from other sites, the reasonable level of predictability achieved using this model poses the question of under what circumstances is it important to consider network effects in the system design.
TABLE 3 | Summary of data-driven dynamical system models for DES.
[image: Table 3]In (Chang et al., 2012), MVARX was instead leveraged to model the DES-evoked activity as measured (invasively) by Stereo-EEG (sEEG) and iEEG. Here, the model input was selected to be the injected current. As in the work of Steinhardt et al. (2020), the MVARX modeling here does not restrict the direct flow of input information in the dynamics of non-stimulation channels (as opposed to the more biologically plausible structure where input can only flows through the network from the stimulation site). However unlike in the FIR model of the former, input information could also enter the model through network interactions. While the learned model is able to make predictions agreeable with the recorded data, it has to be noted that in this and the majority of similar studies, the input pattern used for the system identification experiment only involved repeatedly stimulating the brain at uniform intervals without varying the current amplitude or waveform shape in any ways, thus limiting the generalizability of the learned models in predicting dynamics under unseen input conditions. However, given that model was learned using real human data and can predict both pre-stimulus and evoked responses makes a promising case for learning more generalizable models. Also, it is worthwhile to mention that the results showcased here indicate that the learned MVARX performs better in comparison to a learned ARX model, thus verifying the often presumed benefits of including network interactions for model predictability.
In (Yang et al., 2018), the authors use binary noise (BN)-modulated stimulation patterns to learn the input-output brain response parameterized using a linear state-space model (LSSM) of the form in Eq. 6 and develop an LQR-based controller for curing neurological conditions, particularly depression, using the developed model. Similar to the DBS-related works of Santaniello et al. (2010) and Liu et al. (2016), the model here was trained using only synthetically generated data. However, instead of using physiologically-derived models (e.g., the basal ganglia network) to generate the simulated input-output data, the authors use a hardware in the loop (HIL)-based simulator to generate ECoG data that simulates real-world delays and noise statistics associated with DBS. Also, the modeling considers the input u(t) to be a vector of the form [amp(t), freq(t)] where amp(t) and freq(t) are the stimulation amplitude and frequency, respectively, and, hence, is generally more explainable from a clinical perspective. While the synthetic nature of the data used here may not accurately correspond to the activity observed in the brain, incorporating realistic delays in the data appears to be a crucial step in developing clinically transferable DES controllers. Additionally, the authors presented a way to transform abstract behavioral objectives (e.g., mitigating depression) to computable control cost functions by relating a mood-based marker with the internal brain state. Although such an approach is yet to be validated using human experiments, it provides a first step towards translations between control-theoretic cost functions and clinical objectives.
In (Yang et al., 2021), the authors extend the same BN-based system identification approach to model the dynamics of large-scale brain networks in non-human primates. The authors compared the predictability of general LSSM against a range of constrained linear models and nonlinear ARX models and it was observed that linear models perform better than the extensively parameterized nonlinear models. Further, among linear models, those which were forced to have non-oscillatory dynamics performed poorly in comparison to unconstrained LSSMs, indicating the importance of oscillatory dynamics in modeling the brain’s response to DES. Furthermore, to mitigate the often low signal to noise ratio in neural recordings, the same BN-stimulation pattern was applied multiple times to average out any noise associated with the internal brain functions.
Considering that data-driven models like MVARX or LSSM require the user to select a wide range of hyper-parameters such as model lags and order, it is important to highlight the tuning methodology followed in the aforementioned models. In (Yang et al., 2018) and (Yang et al., 2021), the authors use Akaike’s information criterion (AIC) to determine the subspace model order. AIC has been widely popular in the modeling literature due to its simple yet effective formulation for balancing model predictability and complexity without the need to use a separate validation dataset. While it has been used in tuning complex models such as ANNs, its application to nonlinear models where one may not clearly define a model order is still a matter of debate. In (Chang et al., 2012), the authors instead define and use a cross-validation (CV) cost function to tune the model lags. While cross-validation methods like k-fold CV are computationally expensive, it is a powerful tool in determining the optimal model order and is a good indicator of model generalizability. In general, various factors such as the model linearity and data stationarity can affect the hyper-parameter selection criteria (AIC, CV, etc.).
2.4 Transcranial electric stimulation
Transcranial electric stimulation (tES) is a non-invasive neuro-stimulation technology that involves the application of electric currents to the scalp via two or more electrodes. Unlike DBS or TMS, stimulation delivered via tES is weak and is not in general sufficient to evoke action potentials by itself. However, neuronal spiking has been shown to be altered by tES depending on the exact stimulation pattern applied and the timing of the applied stimulation relative to the ongoing brain oscillations (Liu et al., 2018; Krause et al., 2019; Johnson et al., 2020; Huang et al., 2021). While a large body of tES work focuses on the modulation due to direct current (tDCS), effects concerning the application of alternating current (tACS) and random noise stimulation (tRNS) have also been studied.
2.4.1 Biophysical models
Similar to other neurostimulation techniques, biophysical models have been proposed to understand the effects of tES on the brain. A large number of works approach this problem using a head model including the geometry of the scalp, skull, cortex, and their respective conductivity (Sadleir et al., 2010; Minhas et al., 2012; Indahlastari et al., 2016). Finite element analysis is then used to determine either the current density or the electric field distribution, which can then be used to optimize stimulation parameters. Recent progress in MRI-based anatomical head modeling has allowed for more realistic estimation of the effects in comparison to spherical head models such as the one used in Miranda et al. (2006). This is particularly relevant in tES due to its non-invasive nature where it is critical to model the current flow from the scalp through the skull to the cortex, sub-cortical regions, and the white matter.
Neuronal models like multi-compartment CBMs or neural mass models have been used in the literature to determine the excitatory-inhibitory effects of tDCS (Dutta and Nitsche, 2013; Molaee-Ardekani et al., 2013; Arora et al., 2021). In Arora et al. (2021), the authors propose the use of multiple pathways such as modeling tDCS perturbation to ionic gates and ion concentrations to simulate tDCS current density effects. A different approach involving oscillatory neural mass model was used in Kunze et al. (2016) to model the temporal evolution of large-scale brain networks under tES. The parameters of these models (connectivity between regions, for example) are determined through comparison of simulated data against experimental measurements such as EEG and provide interpretable insights into the underlying dynamics. However, these neuronal models still use a highly abstracted representation of the input and do not capture the exact nature of electric conduction from the scalp to individual neurons. More recent works have attempted to alleviate this gap by combining conduction head models with neuronal models, see, e.g., (Rahman et al., 2015; Seo and June 2017, 2019).
2.4.2 Stimulus-response models
Similar to TMS, stimulus-response analysis of the brain’s response to tES has been largely done using non-invasive recordings such as EEG, MEP, and fMRI. In Jamil et al. (2017), the authors monitor pre- and post-stimulation MEP to determine the dependency of cortical excitation on the tDCS intensity. This process of establishing a pre-stimulation baseline and comparison to post-stimulation activity is a recurring mode of analysis in MEP-related literature (Gálvez et al., 2013; Wiethoff et al., 2014; Ammann et al., 2017). Similar post-hoc studies have been performed using fMRI in works such as (Keeser et al., 2011) where the network connectivity before and after tES are studied. With respect to the simultaneous analysis of response and stimulation, EEG-based monitoring has been leveraged in a large fraction of works (Schestatsky et al., 2013; Song et al., 2014). Also, a notable pattern in recent works is an increase in the studies of closed-loop tES control design via EEG-based feedback (Boyle and Fröhlich, 2013; Leite et al., 2017; Frohlich and Townsend, 2021). For the most part, these works perform on/off control determined by the thresholding of EEG-based bio-markers such as alpha band power (Boyle and Fröhlich, 2013) (signal power in the range 8–12 Hz). While the control design here is not based on state prediction and optimization, these works shed light on the prospective use of non-invasive signals such as EEG for real-time feedback control of tES.
2.4.3 Dynamical system models
The data-driven dynamical system modeling of brain dynamics under tES is still in its infancy as seen from Table 4. One attempted approach here pertains to the modeling of near-infrared spectroscopy (NIRS)-based hemodynamics taking the EEG recorded during tES (not the tES signal itself) as the input. In Sood et al. (2016), the authors combine ARX modeling with Kalman filters to learn such models online in order for the model to adjust to time-varying data. However, even though EEG can capture the effects of the applied input (stimulation current), such a model cannot directly be used for network control but instead would need to be combined with an inverse mapping from EEG to the actual input current. Nevertheless, the provided proof of concept on the predictability of blood flow activity altered by tDCS using an ARX model is promising.
TABLE 4 | Summary of data-driven dynamical system models for tES.
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Broadly, optogenetics refers to the combination of genetics and optics to control well-defined events within any specific cell type of living tissue, including neurons (Yizhar et al., 2011). Commonly, this is achieved via a viral insertion of genes into (neuronal) cells that endow them with light responsiveness and the (invasive) delivery of light to the affected neurons. Notably, this process can be finely controlled to generate both excitatory and inhibitory effects in the targeted neurons (even multiple interconnected populations of neurons within the same brain region) depending on the inserted genes, timing of gene insertion, and the used wavelength of light.
Even though not yet approved for use in humans, optogenetics plays a unique role in the applications of control theory in neuroscience. Indeed, one of the main goals of developing network control models of the form in Eq. 1 is control design, where it is often desirable to tap into the wealth of classical control methods and readily apply them to neural dynamics. However, doing so is challenging due to the great mismatch between the level of spatiotemporal specificity required by most control methods and that provided by existing neurotechnologies. This makes optogenetics a particularly attractive stimulation technology for control design, where cell-type specific spatial resolution and millisecond temporal resolution are combined (Deisseroth et al., 2006).
2.5.1 Biophysical models
A common approach to the modeling of neural responses to light stimuli involves detailed modeling of the physics underlying optogenetics. Briefly, optogenetics involves the opening of light-sensitive ion channels or pumps which leads to ionic currents similar to the natural currents on the right hand side of Eq. 2. In other words, each channel/pump has multiple, say ℓ internal states s1, … , sℓ (at least two: open and close) whose dynamics change under the influence of light. Therefore, a popular family of models for optogenetic effect (Grossman et al., 2011; Foutz et al., 2012; Nikolic et al., 2013; Stefanescu et al., 2013; Selvaraj et al., 2014) start from a CBM of the form in Eq. 2 and augment it into.
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Here, gopsin(t) is the light-dependent conductance of this channel/pump, Eopsin is the constant equilibrium potential of the optogenetically activated channel/pump (depending on the gene type and light wavelength used), sk(t) is the fraction of channels/pumps on the surface of the neuron in state k (so s1 + ⋯ + sℓ = 1), gk is the conductance of the channels/pumps if they were all in state k, ϕ(⋅) is an optional nonlinear function that can model the voltage-dependence of gopsin, u(t) is the light intensity, and K is a matrix of state transition rates which depends on various linear or nonlinear forms on u(t) and, possibly, time. Note that even though the light intensity signal is often a sequence of square pulses in implementation, u(t) is often taken as an impulse train
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where the times tk correspond to the onset times of the square pulses in light intensity. If the internal states s1, … , sℓ are not important, Eq. 7 can be simplified by simply using a linear dynamical system to directly model the mapping from gopsin(t) to u(t) (Vierling-Claassen et al., 2010; Witt et al., 2013; Shewcraft et al., 2020), often using a first-third order system with an impulse response similar to Eq. 5.
Such biophysical models have been used to build closed-loop feedback controllers of optogenetic input. One strategy that has been demonstrated is to let u(t) modulate certain parameters of the optogenetic input, such as the amplitude of a light intensity square-wave pulse while fixing other parameters such as frequency and duty cycle (Srinivasan et al., 2018). A more sophisticated version was used in (Newman et al., 2015), where a single control input u(t) in the model determines the parameters of two simultaneous sources of optogenetic stimulation, modulating the frequency, pulse width, and intensity envelope of one source (ChR2, excitatory) while directly mapping to the light intensity (as in a naive model) of the second source (eNpHR3.0, inhibitory).
Another class of methods involves using spiking network models. In Valverde et al. (2020), exponential integrate-and-fire neurons were used to build a simplified motor cortex network with around 1,000 neurons. While having access to all neuronal activities at a microscopic level provides great modeling flexibility and fidelity, it can be difficult to interpret such microscale models without resorting to aggregate statistics. As such, Mahrach et al. (2020) instead use population-level modeling, where connectivity between four neuronal populations was tuned to best explain experimental data.
2.5.2 Stimulus-response models
Analysis of response to optogenetic input has largely been done using fMRI-based monitoring of rodent brain activity (Kahn et al., 2013; Liang et al., 2015; Cover et al., 2021). For the most part, works using such opto-fMRI studies can be summarized as attempts to either profile BOLD signals in relation to the application of stimulation or map changes in functional connectivity. In Krawchuk et al. (2020), the authors go a step further and model the dependencies between cerebral blood flow and photo-stimulation parameters (pulse duration, frequency) using linear regression. Optogenetic response has also been studied in the context of non-human primates in works such as Yazdan-Shahmorad et al. (2018) and Bloch et al. (2022). While both the works study the changes in network connectivity induced by stimulation, the approach in Bloch et al. (2022) is particularly interesting as the authors explicitly model the connectivity between regions as a non-linear (polynomial) function of selected features including the anatomical location of the regions, their distance from the stimulus and the distance between considered regions.
2.5.3 Dynamical system models
System identification-based approaches for response modeling of optogenetic stimulation have been proposed as highlighted in Table 5. In Bolus et al. (2020), the authors demonstrated the ability of LSSM towards the prediction of neuronal firing rates in response to the intensity of input light. A distinguishing feature in this work is the addition of a “disturbance” term in the state model to account for drifts in the neural response, which was shown to significantly impact the estimation accuracy. Besides the prediction performance, the work here is particularly interesting as the model learned here was shown to be effective in modulating the firing activity of a single neuron in a live rat through an LQR-based controller.
TABLE 5 | Summary of data-driven dynamical system models for Optogenetics.
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3 DISEASE SPECIFIC MODELING APPROACHES
In the above sections, we categorized the modeling literature based on the neurostimulation technique and the approach employed. While we discuss the use of these models briefly in areas such as control and functional mapping, the real appeal of these works lies in the treatment of neurological and psychiatric conditions. To that end, here we provide a complementary categorization of the literature based on the brain-related disorders considered and highlight important trends in building models geared towards treating specific diseases using stimulation.
Parkinson’s Disease (PD) marks one of the most widely studied disorders in the context of neurostimulation. It is a neurological disorder related to abnormalities in basal ganglia (BG) and associated reductions in dopamine production (Little and Bestmann, 2015). Naturally, a range of biophysical models of BG have been proposed to study the PD mechanism under free-response (i.e., no external input) and stimulation conditions (Popovych and Tass, 2012; Little and Bestmann, 2015). Several PD-focused review articles have synthesized this literature, see, e.g., Chia et al. (2020) and Shimohama et al. (2003). A majority of the neurostimulation models of PD use biologically-derived BG networks to evaluate the connectivity changes related to PD and stimulation. A wide range of modeling detail and network size has nevertheless been used, from model with a relatively small number of neurons (≈10) Terman et al. (2002) to denser network structures comprising of more neurons (≈500) aimed at accurately modeling the neuronal firing and oscillatory activity Hahn and McIntyre (2010). For the most part, these works focus on DBS as the mode of stimulation which comes as no surprise considering the proven effectiveness of DBS in treating PD.
A more control-theoretic description of the neuron population dynamics perhaps comes from the use of Kuramoto models (Kuramoto, 1975) in works such as (Lysyansky et al., 2011; Holt et al., 2016). While several variations of the Kuramoto model has been used, these works all seek to model the phase synchronization in the firing activity of neuron populations observed in patients with PD. Despite relying on assumptions such as homogeneity of neuron sub-systems and the type of coupling between then, the obtained models have proven useful in their ability to abstract the complex neural dynamics of PD into simple phase equations and hence allowing the user to define relatively simple objectives for control design. Furthermore, several dynamical system models discussed earlier were originally constructed with the precise intent of building closed loop controllers for the treatment of PD (Kahan et al., 2014, 2019; Liu et al., 2016; Haddock et al., 2017; Su et al., 2018). While a number of these works have used simulated datasets which use some of the aforementioned biophysical models as the ground truth in order to learn and validate linear models (Liu et al., 2016; Su et al., 2018), works such as (Kahan et al., 2014; Haddock et al., 2017) have used real human data to study the same.
Epilepsy refers to a group of chronic neurological diseases characterized by unprovoked seizures (Wang et al., 2015; Wendling et al., 2016) and marks another historical focus of neurostimulation. Unlike PD where the symptoms are rather persistent, the onset of epileptic seizures can be difficult to predict and hence modeling the dynamics under epilepsy requires investigating the mechanism that causes seizures and conditions that lead to their termination (Wendling et al., 2016). Similar to PD, biophysical neural mass models have been employed in the literature to mimic the activity seen during the seizure duration commonly known as the ictal phase (Goodfellow et al., 2012; Fisher, 2013; Mina et al., 2013). In Wilson and Moehlis (2014), the authors use a single-neuron CBM to build a minimum-time controller to guide the brain to a target set of desirable state in the smallest possible time. In Mina et al. (2013), the authors instead use a multi-compartment CBM of the cortex and the thalamus to model the LFP response during seizure and stimulation conditions using real human data. Besides biophysical modeling, data-driven large scale modeling of the brain seen in the works of Chang et al. (2012), Chang et al. (2020) and Steinhardt et al. (2020) is another approach in the pursuit of modeling the epileptic brain under stimulation.
In general biophysical models often need to precisely model the regions and biological interactions underlying the specific disorder of interest (Wang et al., 2015) which can in turn enhance their appeal for the treatment of that disorder while limiting their applicability to other conditions. Data-driven modeling, on the other hand, is often more universal in methodology and disorder-specific modeling often becomes a matter of using the correct input-output data u(t), y(t) and choosing the appropriate parametric model structure (Yang et al., 2018). This has allowed for the recent use of dynamical system models for modeling the effect of neurostimulation in a diverse class of disorders (Chang et al., 2012; Liu et al., 2016; Gibson et al., 2017; Yang et al., 2018). Besides the neurological disorders mentioned in the above paragraphs, this data-driven approach has also been extended to psychological conditions, such as the use of LSSM to model the activity of a DES-stimulated brain under depression in Yang et al. (2018) and the use of DCM-based connectivity models in the context of obsessive compulsive disorder (OCD) in Gibson et al. (2017).
4 DISCUSSION
In this paper we reviewed a large body of work on the computational modeling of the brain’s response to five of the most commonly used neurostimulation technologies. For each technology, we categorized the surveyed works into three categories of biophysical, stimulus-response, and (data-driven) dynamical system modeling. Perhaps not surprisingly, similar biophysical models have been employed across neurostimulation techniques which, for the most part, use finite-element volume conduction models, conductance-based neuron models, or a combination thereof. In general, biophysical models are computationally intensive and may scale poorly to large-scale brain networks. This is due to their reliance on iterative finite element calculations which are well-known to be computationally expensive (Giudice et al., 2019) and/or detailed multi-neuron dynamics which would inevitably face a curse of dimensionality if combined to form large-scale brain networks. However, this complexity comes with the advantage of having a dynamical model that describes the neural activity at the fine and biologically transparent level of synaptic exchanges and neuron depolarization and hyper-polarization, leading to the popularity of these models in the literature (Lysyansky et al., 2011; Salvador et al., 2011; Popovych and Tass, 2012; Shirinpour et al., 2021).
The second category of reviewed works for each stimulation technology consisted of statistical stimulus-response models. While these models may not provide insights into the low-level neuronal response to neurostimulation, they instead allow for the abstraction of the complex network activity in terms of summary biomarkers of interest (connectivity, band power, tremor, etc.). The main limitation of this category of works lies in their need for large sample sizes and repeated experiments which may be costly to obtain, particularly in clinical settings (Yarossi et al., 2019; Akbar et al., 2020; Muñoz et al., 2020).
Lastly, we have dynamical system models as the main focus of the present review which take the data-driven aspect of the stimulus-response models one step further. By using time series data, these models learn temporal dependencies in input-output data via dynamical models. Here, a large body of works has used linear models such as ARX, MVARX, and LSSM and have indeed been shown to achieve good prediction accuracy despite the nonlinearity of the brain at the microscale (Yang et al., 2021; Nozari et al., 2020†). In addition to lower computational complexity in model fitting and validation, the use of linear models has far-reaching implications for control design and the interpretability of network dynamics given the wealth of knowledge on the analysis and control of linear dynamical systems (Kailath, 1980; Anderson and Moore, 2007). We further reviewed several works that have approached nonlinear dynamical system modeling of neurostimulation and have shown the power of ANNs, nonlinear ARX, and DCMs based on one-step-ahead prediction objectives. Ultimately, data-driven dynamical system models, whether linear or nonlinear, are critical for control theoretic methods to find their potentially widespread application in neural engineering and therapeutics.
Data-driven modeling comes with its own pros and cons. The theory-driven nature of biophysical models and the many assumptions that underlie them often leaves a considerable amount of variance in real data unexplained (Nozari et al., 2020†). On the other hand, data-driven models of an appropriate order and complexity can reduce the unexplained variance through model fitting. However, learning data-driven models, particularly at scale, requires the availability of extensive and distributionally rich input-output data. The latter, in particular, necessitates carefully designed data collection experiments with persistently exciting stimulation waveforms which are currently uncommon and costly. The problem of acquiring rich datasets is further exacerbated in clinical settings by the fact that events such as seizures are unpredictable and rare. This in turn contributes to the sparsity of samples corresponding to simultaneous occurrences of stimulation and medically relevant conditions and events.
The great potential of system identification and dynamical system models in neuroscience is paralleled with major limitations in the existing literature and challenges to be tackled in future works. These limitations and challenges stem in part from the many differences that exist between the brain and the engineering systems for which system identification and control theory have been classically developed (Ziegler and Nichols, 1942; Kirk, 1970; Qin and Badgwell, 2003). These include dimensionality and the number of constituent subsystems, stochasticity and maximum achievable predictive accuracy, the number of spatio-temporal scales relevant for system behavior, and technological limitations in sensing and actuation, to name a few. As such, different modeling and control techniques need to be developed for the brain. Moreover, and in part due to the mentioned challenges, the vast majority of the dynamical system models developed for the brain have used either simulated data or real data in a post-hoc manner, i.e., without demonstrating the utility of the learned models for control design. As such, we expect a combination of custom-designed modeling and control algorithms and iterative, system identification-informed experiments to be necessary (and perhaps sufficient) for unlocking the great potential of data-driven control design for neurostimulation.
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AIC, akaike information criterion; ARX, auto-regressive with exogenous input; ANN, artificial neural network; BOLD, blood-oxygen-level-dependent; CBM, conductance-based model; CV, cross validation; DBS, deep brain stimulation; DCM, dynamic causal modeling; DES, direct electrical stimulation; EEG, electroencephalography; ECoG, electrocorticogram; EMG, electromyography; fMRI, functional magnetic resonance imaging; FEM, finite-element modeling; FIR, finite impulse response; iEEG, intercranial EEG; LFP, local field potential; LSSM, linear state-space model; MEG, magnetoencephalography; MEP, motor evoked potential; RMSE, root mean squared error; RSS, residual sum of squares; TMS, transcranial magnetic stimulation; tES, transcranial electrical stimulation.
FOOTNOTES
1y(t) refers to the raw or processed recordings of the brain activity (e.g., EEG or fMRI) observed during stimulation and its exact nature depends on factors such as stimulation mode (invasive vs. non-invasive), region (e.g., sub-cortical or cortical) and process of interest (e.g., electrical vs. chemical changes).
2Another distinctive feature, though not relevant here, is the presence of an output variable y(t) that can be in general different from the latent states x(t), see, e.g., (Chen and Sarma, 2017).
3Multi-compartment CBMs (more common in the biophysical modeling of DBS) are simple extensions of Eq. 2 where each neuron is instead modeled as a connection of multiple capacitive elements with different geometric orientations. Each compartment is then modeled as a capacitive element as in Eq. 2 but with additional terms representing the electrical flows between connected compartments.
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